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1. Some open question in solar flare physics 
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Particle acceleration and 
transport 

Atmospheric response 

 
 
Where and how are 
electrons accelerated? 
 
How much energy goes 
into accelerated 
electrons?  
 
How are electrons 
transported close to the 
Sun and away from the 
Sun?  
  

 

 
 
What is the chromospheric 
response to electron beam 
heating?  
 
What is the total flare energy?  
 
Where and how is white light 
emission generated?  
 
How is chromospheric 
evaporation triggered and 
how does it evolve? 
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2. X-ray and EUV emission in the standard solar flare model 

RHESSI 15, Graz, 27.7.2016 

1)  Release of magnetic energy 
by magnetic reconnection 

2)  Particle acceleration and 
heating 

3)  Accelerated electrons 
produce HXR emission and 
heat chromosphere 

4)  “Chromospheric 
evaporation”, hot plasma fills 
coronal loop HXR footpoint 

(thermal) 
 loop-top source 

(non-thermal) 
above-the-looptop  
source 

hot flare loop 

UV and visible light 
chromospheric and TR 
emission 
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3. Diagnostic of flaring processes at X-ray and EUV wavelengths 

RHESSI 15, Graz, 27.7.2016 

Krucker & Battaglia 2014 RHESSI imaging spectroscopy: 
 
•  Location of energy deposition 
•  Acceleration region 
•  Hot flare loop 
•  Electron flux distributions 

The Astrophysical Journal Letters, 755:L16 (6pp), 2012 August 10 Milligan et al.

Figure 1. Top panel: the 8–16 nm portion of the EVE spectrum showing the presence of high-temperature Fe lines (XVIII–XXIII) at the peak of the X6.9 flare that
occurred on 2011 August 9 (solid line) and from a quiescent time before the flare (dotted line). Bottom panel: expanded view of the 12–15 nm range which contains
the four Fe xxi lines used in this study. Overplotted are the fits to each of the lines as well as the background level, indicated by the horizontal line.
(A color version of this figure is available in the online journal.)

Earlier studies of flare densities using high-temperature line
ratio techniques have each focused on a single time interval
during the flare, often with an integration time of several
minutes. Any time-resolved investigations were undertaken
using lines formed at quiescent coronal temperatures. Here
we present time profiles of electron density, determined using
line ratios with formation temperatures in excess of 10 MK
obtained using data from the EUV Variability Experiment (EVE;
Woods et al. 2012) instrument on board the Solar Dynamics
Observatory (SDO). Section 2 gives an overview of the EVE
instrument, the emission lines within the spectral range under
consideration, and a description of the methods used to analyze
the data. In Section 3 we present results obtained from four
X-class flares, while Section 4 summarizes the results and
conclusions, and discusses the implications.

2. EVE OBSERVATIONS AND DATA ANALYSIS

EVE acquires full-disk (Sun-as-a-star) EUV spectra every
10 s over the 6.5–37 nm wavelength range using its MEGS-A
(Multiple EUV Grating Spectrograph) component with a near
100% duty cycle. The 9–16 nm portion of this wavelength
range contains many emission lines from transitions in high-
temperature (!10 MK) Fe ions (XVIII–XXIII), as shown in
the top panel of Figure 1. These high-temperature iron lines
dominate the EVE spectrum during a flare (see Chamberlin
et al. 2012).

Although the 9–16 nm range includes several species of high-
temperature Fe lines, its coarse resolution (∼0.1 nm) means
that many of the observed line profiles were blended with other
emission lines or were too weak to be detected above the level

of continuum emission. After investigating all possible density-
sensitive line pairs for Fe xix–xxii listed in Phillips et al. (2008,
page 171, Figure 6.7), only three pairs of Fe xxi lines were
deemed to be reliable (see the bottom panel of Figure 1). These
agree with those identified by Mason et al. (1979, 1984) and
will be discussed in more detail in Section 2.1.

The identification of the emission lines present in the EVE
spectra was performed by visually comparing the central wave-
length of the observed emission features with the CHIANTI
(version 7; Landi et al. 2012) line list. Synthetic line profiles for
this list were generated using the ionization equilibrium files of
Bryans et al. (2009), the flare DEM of Dere & Cook (1979),
coronal abundances (Feldman et al. 1992), initial densities of
1011 and 1012 cm−3, and at the EVE spectral bin size of 0.02 nm.

2.1. Fe xxi Lines

The strongest Fe xxi emission line in the wavelength range
studied is that at 12.875 nm (see also Mason et al. 1984). This is
unblended and common to several density-sensitive line pairs,
specifically 12.121/12.875, 14.214/12.875, and 14.573/12.875
(see Figure 2). The electron density of the flare plasma can be
determined directly from the ratio of the peak intensities. For
each density-sensitive line pair, the flux ratio as a function of
Ne at the temperature of maximum ionization fraction, which
is ∼12 MK for Fe xxi (Bryans et al. 2009), was calculated
using CHIANTI. Lines were fitted with a Gaussian function
and the peak, rather than integrated, flux used to calculate the
ratio values from which the densities were derived. This was to
avoid including any potential weaker line emission in the wings
of the feature of interest to the total line flux.

2

Milligan et al. 2012 

EUV: 
•  Different wavelengths 

for different 
temperatures 

•  Multi-thermal 
diagnostic of whole 
atmosphere  

•  Flows (evaporation, 
coronal rain, ….) 

AIA images @ 4 WL 
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3.1 EUV diagnostic of plasma heating and energetic electrons 
using differential emission measures   

Differential emission measure along line of sight:  

The Astrophysical Journal, 771:104 (13pp), 2013 July 10 Fletcher et al.
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Figure 4. SDO/AIA 131 Å channel images, with contours drawn at 175 DN s−1 pixel−1. Summing inside these contours results in the light curves in Figure 5. Boxes
in the top left image outline three different regions of interest: (1) northern ribbons, (2) subset of these ribbons, referred to as the northern footpoints, and (3) southern
loops. The image intensity has been logarithmically scaled.
(A color version of this figure is available in the online journal.)

exposure time. The data have been despiked, and inspection of
the despiked pixel locations shows that only around 10 flar-
ing pixels per image have been removed over the time of inter-
est. The main flare ribbons in the north start to appear around
17:54 UT, and are well-defined, mostly unsaturated, and easy to
distinguish from the main loop arcade that starts to brighten from
around 18:10 UT onward. The location of ribbons is compared
across AIA channels in Figure 1. Contours at 700 DN s−1 pixel−1

from the 211 Å filter are overlaid on the other images. There is
a very good correspondence—at the level of one or two pixel-
s—between the brightest ribbon sources in the north across the
AIA wavelength range. Several other sources in the southern
sunspot area are also spatially well-correlated. This indicates
that the ribbons emit across a broad range of temperatures, from
around 100,000 K to ∼10 MK.

4.3. AIA 131 Å and GOES Light Curves

The two main parts of the flare—the northern ribbons and
the southern loops—have quite different characteristics, and the
overall light curve in the AIA passbands is a composite of these.
In Section 4.1 we demonstrated that the synthesized 131 Å light
curve most closely matches the GOES light curves, and with
SDO/AIA imaging the 131 Å light curve can be decomposed
into contributions from the different regions shown in Figure 4.
We separate the flare into three regions: the bright loops near
the sunspot, at around (−470′′, 70′′), the ribbons and loops
to the northeast of these, and then a subset of pixels in the

ribbons (referred to as the “northern footpoints”) which are
not so affected by the presence of loops later in the event.
These regions are shown in Figure 4. We sum emission from
sources within each of these three boxes having intensity above
175 DN s−1 pixel−1, as shown by the contours in Figure 4. These
capture the majority of the ribbons and loop emission.

The summed pre-flare background intensity from each box
is subtracted from the summed intensity in sources above
175 DN s−1 pixel−1, and the result is normalized to the maxi-
mum value of the total background-subtracted 131 Å intensity
from the whole field-of-view. This results in the dotted, dashed,
and dot-dashed curves in the upper panel of Figure 5. The nor-
malized and background-subtracted GOES 1–8 Å emission is
shown as a solid curve. Between around 17:58 UT and 18:08 UT
the southern loops dominate the 131 Å intensity. The emission
from the northern regions, which include ribbons and later on
loops, becomes significant (∼10% level) at 18:05 UT and starts
to dominate the southern sources after 18:08 UT. We conclude
that there is a period from about 18:08 to 18:10 during which
the AIA 131 Å light curves, and by implication the GOES light
curves, have a strong or even dominant contribution from the
flare ribbons and footpoints. After around 18:10 the emission
labeled “northern ribbons” in Figure 5 develops a strong contri-
bution from the loops which start to appear in the corresponding
box. In the “northern footpoints” box, however, loops do not
appear until later and the bursty character of the emission that
one would associate with footpoints or ribbons rather than loops
is apparent for longer—up to around 18:12. We reason that this

4

Fletcher et al. 2013 

The Astrophysical Journal, 771:104 (13pp), 2013 July 10 Fletcher et al.
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Figure 7. DEM from three different regions in the flare: left column—northern ribbons and (later) loops; center column—northern footpoints; right column—southern
loops. Each row corresponds to the time indicated underneath. These have been calculated for the default Chianti pressure of 1015 cm−3 K. Note that the temperatures
with very large horizontal error bars do not just indicate a bad temperature resolution but a poorly recovered DEM solution at those points (Hannah & Kontar 2012).
The χ2 between the data and the recovered DEM is indicated in the top left corner of each panel.
(A color version of this figure is available in the online journal.)

18:10 UT, is most likely attributable to the northern ribbons. The
RHESSI EM varies from 4–7 × 1047 cm−3 between 18:06 and
18:09 UT, which is broadly consistent with the values obtained
from GOES. The temperature (Figure 9, panel 3) decreases
slightly from 11.5 MK to 10.5 MK at 18.07 UT before rising
again, possibly also due to the brightening of the northern
ribbons.

The spectrum, which starts off very soft, hardens abruptly
between 18:06 UT and 18:10 UT as the ribbons brighten
(Figure 9, panel 5). This is reflected also in the increasing elec-
tron flux during this time (panel 4) and the decrease in spectral

index from 8 to 6. The fitted low-energy cutoff remains approx-
imately constant throughout, at around 12–13 keV (panel 6).

The CLEAN algorithm with natural weighting is used to
generate images using detectors 2–8, in energy bands 3–6, 6–12,
and 12–25 keV. (Note, the flare occurred three months after
RHESSI’s second anneal. Prior to this anneal, use of detector
2 had not been recommended because it was not segmenting
properly, but following the anneal it recovered this capability and
was included in our imaging analysis.) Integration times were
60 s, starting at 18:05:30, 18:06:30, 18:07:30, and 18:08:30. In
Figure 10, RHESSI contours are shown overlaid on AIA 304 Å

7

1 northern ribbons 2 3: southern loops 

AIA temperature 
response 

RHESSI 15, Graz, 27.7.2016 



 
 
Challenge: 
 
 
 
 
 
 
 
•  Several methods exist 

-  Regularized inversion (Hannah & Kontar 2012) 

-  Forward fitting model DEM  
       (e.g. Aschwanden & Boerner 2011, Ryan et al. 2014)  

-  Monte-Carlo Markov Chain 
     (e.g. Testa et a. 2012) 

-  …… 

•  Aschwanden 2015: Benchmark test of 11 methods for 
active regions using response functions for SDO/AIA, SDO/
EVE, RHESSI, and GOES  

9 

Inferring DEMs from observations 

DEM 

Temperature 
response 

Error of observed 
intensity 

Observed 
intensity 

DEM-maps of an erupting CME seen in 
SDO/AIA (Hannah & Kontar 2013) 

RHESSI 15, Graz, 27.7.2016 
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DEMs from simultaneous X-ray and EUV observations 

RHESSI 15, Graz, 27.7.2016 

The Astrophysical Journal, 789:116 (12pp), 2014 July 10 Inglis & Christe

Figure 2. Schematic of the joint differential emission measure fitting procedure. AIA flux data from the six optically thin EUV channels is compared to the reconstructed
flux from a model DEM function folded through the AIA temperature response function. Simultaneously, the RHESSI count spectrum is compared to a model count
spectrum obtained by calculating the expected photon spectrum that results from the model DEM function, and utilizing the RHESSI response function to convert
from a photon spectrum to a count spectrum.
(A color version of this figure is available in the online journal.)

Table 1
Summary of Best-fit Results for Selected Microflares

No. Event Date GOES GOES RHESSI Gaussian Uniform

Class Peak Time Fit Time χ2
c [log T, σ ] χ2

c [log T, σ ] [Tmin, Tmax]
(UT) (UT) (MK)

1 2011 Jun 5 B3.5 02:14 02:13–02:14 4.9 6.60, 0.23 3.2 6.5, 0.67 0.7, 14.8
2 2011 Jun 6 B6.7 13:20 13:19–13:20 7.2 6.65, 0.21 1.4 6.6, 0.59 1.0, 15.4
3 2011 Jun 21 B2.8 18:22 18:22–18:23 9.7 6.55, 0.21 1.1 6.35, 0.73 0.4, 9.5
4 2011 Jul 16 B6.2 17:04 17:02–17:03 5.9 6.55, 0.27 6.5 6.45, 0.74 0.5, 15.4
5 2011 Aug 26 B4.2 20:53 20:53–20:54 13.3 6.60, 0.24 1.9 6.60, 0.59 1.0, 15.4
6 2011 Oct 11 B5.8 00:35 00:35–00:36 19.4 6.65, 0.19 2.0 6.65, 0.46 1.5, 12.9
7 2012 Jun 20 B7.8 15:53 15:48–15:49 12.8 6.60, 0.24 1.1 6.6, 0.58 1.0, 15.0
8 2012 Sep 10 B8.7 07:24 07:22–07:23 30.1 6.60, 0.23 7.2 6.60, 0.56 1.1, 14.5
9 2012 Sep 15 B2.9 22:44 22:44–22:45 24.5 6.55, 0.23 3.0 6.50, 0.62 0.8, 13.2

10 2012 Sep 27 B7.5 06:57 06:56–06:57 30.1 6.60, 0.20 3.7 6.60, 0.50 1.3, 12.6

Second, to model a uniform emission measure we choose an
Epstein function (see Nakariakov & Roberts 1995; Pascoe et al.
2007; Inglis et al. 2009, for previous examples of use of this
function), which may be written

DEM = DEM0sech2
([

log T − log Tp

σ

]n)
, (2)

where σ and DEM0 are width and amplitude parameters as
before, Tp remains a temperature parameter denoting the center
of the distribution, and n is a steepness parameter. For both
models, the parameter search space consists of 40 T values
equally distributed in log space between log T = 5.5 and log T =
7.5, and 75σ values equally spaced in the range 0.05–0.8. At
each T and σ , the amplitude parameter DEM0 is estimated
by minimizing the difference between the observed and the
modeled AIA flux.

This distribution is convenient as it allows a smooth variation
between a classical Epstein profile, where n = 1, to a boxcar
function where n → ∞ (see Figure 3). Throughout this paper,
we assume a boxcar approximation by setting n = 10. This
choice tests a simple case for the functional form of the
DEM, which is that an entirely uniform emission profile may
adequately fit the combined AIA and RHESSI data, between
low and high cut-off temperatures. The contention is not that

such a simple DEM distribution represents the actual emission
structure of these events, but that it serves as a useful first-order
approximation. This hypothesis gives us insight into whether
the observations require more complex forms of the DEM
(e.g., Warren et al. 2012, 2013) and by extension additional
parameters. Also, this function is able to fall off steeply at high
T, an important consideration given previous studies of RHESSI
spectra which have adequately fit high-temperature plasma with
power-law or exponentially decaying emission (e.g., Hannah
et al. 2008a). For convenience, we further define Tmax = Tp + σ
and Tmin = Tp −σ , as these parameters provide a more intuitive
description of a uniform emission profile than Tp and σ .

Even for relatively small events such as microflares, saturation
of AIA images can occur. Saturation is characterized by bleeding
of flux from one pixel into neighboring pixels, the result being
that the true flux information is spread over a substantial image
portion. Significant image saturation can lead to inaccurate
DEM fit results. To account for this, each microflare was
examined during the chosen fitting interval to find the fraction of
pixels under the 50% RHESSI contour in each AIA image where
the data number exceeded 1.6 × 104. This level corresponds
approximately to the saturation level of AIA (Raftery et al.
2011).

Only two microflares showed any significant saturation,
defined here as >10% of the relevant pixels. Event #4 (2011

3

AIA is only sensitive to temperatures ~< 16 MK 
RHESSI is sensitive to temperatures ~> 8 MK  
 
Different approaches for simultaneous data  
exploitation exist 

Inglis & Christe 2014 Caspi et al. 2014 
Simultaneous fits of full Sun EVE and 
RHESSI spectra with multiple Gaussian  
DEMs 

– 10 –

Fig. 4.— Left and middle: RHESSI photon spectra (black points) with background level (purple

histogram) and fitted model. Left: ξκ(T ) (blue line). Middle: thin kappa (red line) plus Gaussian

line (green). The dashed lines indicate the fitted energy range (7-24 keV). Right: Mean electron flux

spectrum ⟨nV F (E)⟩ from thin kappa (red) and ξκ(T ) (blue). The grey areas give the confidence

range of the fit.

Fig. 5.— AIA temperature response for 6 AIA wavelength-channels (solid lines, left axis) and

RHESSI temperature response at 7 keV, 15 keV, and 24 keV (dashed lines, right axis), for an

emission measure of 1049 cm−3.

Gaussian and uniform DEM model (Epstein function) 
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Simultaneous forward fits to RHESSI and AIA data 

RHESSI 15, Graz, 27.7.2016 

Motorina & Kontar 2015:  

•  Treat RHESSI and AIA data as one dataset 

 

 

 
•  Generate one temperature 
     response matrix 

 

•  Forward-fit model DEM 
– 10 –

Fig. 1.— Differential emission measure, ξ(T ), for plasma with emission measure EM =

1049 cm−3 and two sets of parameters: κ = 6.5, Tmax = 20 MK (solid line); κ = 8.5,

Tmax = 10 MK (dashed line).

Fig. 2.— RHESSI lightcurves of SOL2010-08-14T10:05 at 6-12 keV (black), 12-24 keV (red),

and 24-50 keV (blue). The grey bar gives fitted time-interval. The green line is the GOES

lightcurve.

– 7 –

2.1. Kappa-distribution expressed via differential emission measure

The mean electron flux spectrum ⟨nV F (E)⟩ =
∫

V n(r)F (E, r)dV in the emitting

volume V is the only observable that can be directly inferred from the X-ray spectrum

without assumptions on the density or emitting volume. It can be related to the DEM

ξ(T ) via the Maxwellian electron distribution at temperature T (Brown & Emslie 1988;

Battaglia & Kontar 2013):

⟨nV F (E)⟩ =
23/2E

(πme)1/2

∫

∞

0

ξ(T )

(kBT )3/2
exp (−E/kBT )dT [electrons keV−1s−1cm−2]. (3)

Therefore, knowing the differential emission measure, one can compute the mean electron

flux spectrum in the emitting volume. We introduce a DEM ξ(T ) of the shape:

ξ(T ) ∝ T−(κ+0.5) exp

(

−
Tκ

T
(κ− 1.5)

)

(4)

This DEM drops with increasing T since ξ(T ) ∝ T−(κ+0.5) for T ≫ Tκ and it falls off

quickly for T < Tκ due to exp(−Tκ/T ). The DEM has a single maximum, dξ(T )/dT = 0

at Tmax = Tκ(κ− 1.5)/(κ+ 0.5) (see Figure 1). It has the advantage that the integral over

ξ(T ) can be solved analytically. Moreover, it represents the kappa-distribution given in

Equations (1) and (2). This can be shown as follows:

The total emission measure EM is defined as the integral of ξ(T ) over all temperatures in

the plasma

EM =

∫

∞

0

ξ(T )dT ∝
∫

∞

0

T−(κ+0.5) exp

(

−
Tκ

T
(κ− 1.5)

)

dT [cm−3]. (5)

This integral can be solved using the gamma function Γ(x) ≡
∫

∞

0 yx−1 exp(−y)dy resulting

in

EM =
Γ(κ− 0.5)

(κ− 1.5)(κ−0.5)
T−(κ−0.5)
κ (6)

Hence, one can write ξ(T ) as:

ξ(T ) =
EM(κ− 1.5)(κ−0.5)

Γ(κ− 0.5)Tκ

(

Tκ

T

)κ+0.5

exp

(

−
Tκ

T
(κ− 1.5)

)

(7)

– 17 –

Fig. 6.— Left: Comparison of DEMs from different methods: DEM from fit with one ξκ(T )

to RHESSI data (light-blue dashed); DEM from simultaneous fit of RHESSI and AIA with

two ξκ(T )s (blue dashed line and green dashed line). The red line gives the sum of the two

fits. AIA loci-curves are indicated near the top of the plot. The grey area indicates the

DEM (with confidence range) from AIA data, only, found by regularized inversion. Right:

⟨nV F (E)⟩ obtained from the simultaneous fit of AIA and RHESSI data (red). The dotted

black line and dashed light-blue lines give ⟨nV F (E)⟩ from thin kappa and from a single ξκ(T )

fitted to RHESSI data.

This DEM has a 
physical meaning:  
It represents a kappa-
distribution! 
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Line spectroscopy 

265–270 arcsec) does not show significant Fe XXI velocities,
only a small redshift. Northward of Y ≈ 270 and southward of
Y ≈ 265 Fe XXI shows a clear blueshift on the order of 0.5Å,
corresponding to ≈110 km s−1. The other spectral lines do not
show clear shifts at these locations, rather some line-broad-
ening. However, Si IV, Mg II, and C II show prominent down-
flows just north and south of these locations, which correspond
to leading edges of flare ribbons. It is possible that Fe XXI has
not formed yet there, which would indicate densities of the
order of 1010 cm−3 according to the equilibration time (see
Section 4.3). Or, Fe XXI could simply be too faint to be visible
at these locations. The flare was also observed by Hinode/EIS
and twice (∼17:46:28 UT and ∼17:48:52 UT) the EIS slit was
at the same location as the IRIS slit. The line selection was
rather sparse and does not provide full temperature coverage.
As expected, the upflow velocities in EIS Fe XXIII (12.5 MK)
are higher than those seen in Fe XXI in IRIS. However, analysis
of the other available data suggests redshifts in Fe XVI (2.8 MK)
and potentially in Fe XVII (5.6 MK) at both observed times. It is
interesting that there should be down-flows at temperatures
much higher than found by Milligan & Dennis (2009). For the
time at 17:48:52 UT this would indicate that evaporation is
explosive even long after particle acceleration has ceased but
no definite statement can be made from the available data.

In summary, for parts of the presented flare, the timing,
location, and velocities of the observed signatures of chromo-
spheric evaporation with IRIS and RHESSI can be explained
with conductive energy input due to the temperature gradient
between the chromosphere and evaporated, 10 MK plasma in
the loop, as well as the hot coronal SXR source. It is intriguing
however, that upflows are not observed from the same location
as the HXR sources where the IRIS slit was co-spatial with the

HXR source. On the other hand, the EIS data could be
interpreted as showing explosive evaporation even at times
when no HXR emission was observed.
Future combined high-spatial resolution flare observations,

including lower temperature lines such as O IV and Si IV and in
combination with Hinode/EIS, should help shed some light on
the matter.
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Figure 6. A selection of spectral regions from IRIS (from left to right): the two C II lines; Fe XII which is generally faint and not visible here (rest wavelength indicated
by dashed line); Fe XXI which is well visible as inverse C-shape; several O IV lines (1399.8, 1401.2, 1404.8 Å) and the strong Si IV line at 1402.8 Å; part of the near-
UV (NUV) window with the Mg k and h lines (2796.4, 2803.5 Å). The colors are inverted and the images are contrast-enhanced. Downflows in Si IV, Mg II and C II

are seen just north and south of the maximum blueshifts of Fe XXI (Y ≈ 272″ and 263″).
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à diagnostic of photosphere up to corona 
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4.1: Location and drivers of chromospheric evaporation 
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 Temporal and spatial correlation of HXR emission with upflows and downflows 
à explosive evaporation driven by non-thermal electron beam 

Milligan et al. 2009: Velocities of evaporating plasma observed with Hinode/EIS  

No. 2, 2009 VELOCITY CHARACTERISTICS OF EVAPORATED PLASMA USING HINODE/EIS 971

Figure 3. Top three rows: intensity maps in each of the 15 lines used in this study, ranging from 0.05 to 16 MK. Two footpoints are clearly visible, with the southeastern
one being the brighter of the two. Overlaid are the 20–25 keV emission contours (at 60% and 80% of the maximum) as observed by RHESSI from 14:14:28–14:15:00
UT. The pixel marked with an “×” within the HXR contour was the focus of a more detailed spectral analysis. Bottom three rows: except for the Fe xxiii and Fe xxiv
maps, the corresponding velocity maps for each of the above intensity maps. Red pixels denote material moving away from the observer, while blue pixels represent
material moving toward the observer. The same RHESSI 20–25 keV contours are overlaid. All velocity maps are scaled to ±150 km s−1. The Fe xxiii and Fe xxiv
maps are images formed over the enhanced blue wing of each line with the blue color scaled with the flux.

of this work is not unique; many of the neighboring pixels within
the footpoint show similar profiles with a dominant stationary
component in the two hottest lines.

Figure 5 shows the derived line-of-sight velocities from this
pixel as a function of the peak formation temperature for each

of the lines listed in Table 1. Assuming a linear relationship
between velocity (vup and vdown) and temperature (T) of the
form v = A + BT , where A and B are constants, a least-
squares fit was applied to both the blueshifted and redshifted
data points and their associated uncertainties (excluding He ii).

No. 2, 2009 VELOCITY CHARACTERISTICS OF EVAPORATED PLASMA USING HINODE/EIS 973

Figure 5. Plasma velocity from a flare footpoint at ∼14:14:51 UT as a function of temperature for each of the emission lines used in this study. The dashed lines
represent a weighted least-squares fit to the data points from 0.5 to 1.5 MK and 2.0 to 16 MK.

omitted from any further calculations. Taking the mean and
standard deviation of each fit parameter for each component
across the five individual detectors currently provides the best
estimate of the parameter and its uncertainties. The isothermal
fits yielded a temperature (T) and emission measure (EM) of
17 ± 1 MK and 7 ± 2 × 1046 cm−3, respectively. The low-
energy cutoff to the assumed power-law electron spectrum was
found to be Ec ! 13 ± 2 keV with a spectral index, δ, of
7.6 ± 0.7.

The combination of high-resolution images and spectra from
RHESSI allows a measurement of the flux of nonthermal
electrons responsible for driving chromospheric evaporation to
be determined. Given the values of the low-energy cutoff and
the spectral index of the electron distribution, the total power
contained in the electron beam can be calculated using

Pnth(E " Ec) =
∫ ∞

Ec

EF (E)dE erg s−1, (1)

where F (E) = CE−δ electrons s−1 keV−1 and C is a normaliza-
tion constant proportional to the total integrated electron flux, I.
Using the above values Pnth # 8 ± 3 × 1027 erg s−1.

In order to compare observations with the predictions of
theory, the total energy flux (in erg cm−2 s−1) of nonthermal
electrons must be established. This requires knowledge of
the footpoint areas that can be derived from RHESSI images.
Knowing that the highest energy emission was predominantly
nonthermal, HXR images were formed over the same time range
as the spectrum using the CLEAN algorithm, from 20–25 keV
and using detectors 1–6. Two HXR sources were identified
which aligned with the footpoint emission detected by TRACE
(shown in the inset of the first panel of Figure 1) and EIS
(Figure 3). As an approximation, summing over all pixels within
the 60% contour of the 20–25 keV CLEAN images yielded an
area of ∼3 × 1017 cm−2 for the sum of both footpoints. A
similar value was found by summing over all the pixels within
the 40% contour of the TRACE image. Both of these percentage
levels were chosen as they comfortably distinguish between
footpoint and background emission. It is known that CLEAN can
overestimate source areas by as much as a factor of 10 compared
to other image reconstruction algorithms (Schmahl et al. 2007),
thereby placing a lower limit on the value of the electron flux,
assuming a filling factor of unity. Dennis & Pernak (2009) have

Figure 6. RHESSI photon spectrum from detector 4 taken during the time
that blueshifted emission was observed by EIS (14:14:28–14:15:00 UT). The
dotted line represents the best fit to the thermal component while the dashed
line represents the thick-target component. The solid line shows the sum of the
two components and the triple-dot-dashed line marks the background. The two
vertical dot-dashed lines mark the energy range over which the spectral model
was fitted to the data. Beneath the spectrum are the associated residuals from
the least-squares fit normalized to 1σ at each energy.

compiled a detailed comparison of how each available algorithm
can be optimized to provide reliable estimates of source sizes.
Using the CLEAN algorithm, for example, the authors compute
the moments for individual CLEAN components as functions
of the azimuthal angle about the source. The moments then
define the parameters of the equivalent elliptical Gaussian, and
can be used to determine the source area within 1σ of the
centroid. Applying this technique to the HXR images for this
event resulted in a combined footpoint area of 1 × 1017 cm−2,
a factor of 3 smaller than the above approximation. A similar
value was found using the Pixon algorithm. Dividing Pnth by this
footpoint area gives a flux value of Fnth # 5×1010 erg cm−2 s−1,
which is comfortably above the limit that Fisher et al. (1985a)
stated is needed to drive explosive chromospheric evaporation.

5. DISCUSSION AND CONCLUSIONS

This is the first detailed study of chromospheric evaporation
carried out using data from Hinode/EIS during the impulsive

4 Selected recent examples 
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Figure 5. Superposed epoch analysis of Fe xxi and Mg ii flows for every slit pixel in Figure 3 (negative velocities showing rising material).
The greyscale darkens with increasing occurrence within a given velocity interval (see text for full detail).

of the flare, and we find that the coronal line is always
entirely blue-shifted. This is consistent with other recent
IRIS results and seems to imply that IRIS observations
fully resolve single flaring kernels. Still, upflows persist
in any given position for a remarkable length of time,
and should be readily visible even at the coarser resolu-
tion of CDS or EIS (cf. Fig. 3), contrary the commonly
reported occurrence of a dominant stationary component
in such observations. A possible explanation might re-
side in the very simple linear progression of the newly
activated kernels analysed. However, we cannot state if
these observed characteristics are representative of the
entire flare or of other events.
2) All of the flaring pixels (at ∼ 0.3′′ resolution) also

display sudden and strong Mg ii condensation downflows,
with values in agreement with earlier results from both
visible and EUV observations. The chromospheric con-
densation in each flaring kernel stops in ∼ 50 − 60 s, at
least a factor of two faster than any previously reported
value, but consistent with predictions of 1-D hydrody-
namical simulations of flares affecting ‘undisturbed’ chro-
mosphere.
3) Surprisingly, only a few pixels show a simultane-

ous onset of coronal and chromospheric flows, while for
most of them the initial coronal evaporation lags behind
the chromospheric condensation by an average of 68 sec-
onds. This appears contrary to the standard explosive
scenario. From an analysis of the coronal loop geometry,
line-of-sight superposition effects do not seem sufficient
to explain this delay. As the same trend has been re-
ported in other recent IRIS studies we speculate that
the delay could simply be caused by the Fe xxi emission
being too weak to be detected at its earliest inception.
4) The Fe xxi spectra are extremely broadened com-

pared to the ion’s thermal FWHM of 92 km s−1 (see Fig-
ure 2). Polito et al. (2015) find similar excess broadening
and discuss its potential origins, including a plasma tem-
perature beyond the equilibrium formation temperature,
and unresolved plasma motions; the later seeming prob-
able when considering the initial rapid change in velocity
(Figure 5) for individual pixels.
5) Figure 5 represents the clearest picture to date of the

temporal evolution of both chromospheric evaporation
and condensation. The evolution of plasma dynamics is
so strikingly similar for most of the pixels, it suggests

that the characteristics of the energy release are either
remarkably uniform, each time occurring in a pristine
environment, or have little influence over the subsequent
plasma evolution.
We conclude by remarking that the large number of

independent flaring pixels observed, and the complete
temporal coverage of their dynamical evolution at high
cadence allow us to derive common characteristics of
what we can define as ‘prototypical’ flares, with a spatial
extension limited by the actual resolution of our data,
i.e. ≤ 0.5′′. In principle our results can be immediately
compared with the output of numerical simulations of
single flaring loops. For example, with respect to the
third point above, one could attempt to derive values of
the actual coronal emission during the early phases of
flare chromospheric heating, as predicted within either
collisional thick-target (Allred et al. 2005) or conductive
(Longcope 2014) models.

This research has received funding from the Eu-
ropean Community’s Seventh Framework Programme
(FP7/2007-2013) under grant agreement no. 606862 (F-
CHROMA). IRIS is a NASA small explorer mission de-
veloped and operated by LMSAL with mission opera-
tions executed at NASA Ames Research center and ma-
jor contributions to downlink communications funded by
the Norwegian Space Center (NSC, Norway) through an
ESA PRODEX contract. We thank L. Fletcher, H. Hud-
son, R. Falciani, and the two referees for their helpful
comments and discussion.
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 -   very high evaporation velocities (up to 
300 km/s) 
-  time-lag between condensations and 

evaporation 
-  Same behavior for each pixel à 

elementary flare kernels 

(Canfield et al. 1990; Ding et al. 1995): almost all the flaring
pixels initially display a red asymmetry of the line, which
disappears rapidly; the peak of emission is only slightly
redshifted; and the shift of the bisector with respect to the rest
wavelength appears to increase from the center toward the
wing, perhaps signifying a gradient in the condensation
velocity (Cauzzi et al. 1996). To derive the condensation
velocity, we interpret the bisector position at the 30% intensity
level in terms of Doppler shifts. While this might underestimate
the actual condensation velocity (e.g., Canfield et al. 1990), it
is the best compromise between assessing the flows while
avoiding contamination from possible blends in the far wings,
although these are mostly of photospheric origin. (T. Pereira,
private communication) We confirm that similar shifts are
derived when using the other triplet lines, albeit with more
scatter.

3. PLASMA DYNAMICS

Figure 3 shows a spacetime map for a section of the slit (81
original pixels) where the bright ribbon was found to expand
southward at a steady rate of ∼0″. 03 s−1. These pixels have the
cleanest temporal evolution as the ribbon does not dwell over
any one of them for longer than one to two time steps. The

spatial offset between the Mg II and Fe XXI detectors was
corrected by aligning the spectrographʼs fiducial marks.
The Mg II intensity shows a sudden enhancement due to the

flare, and the development of the ribbon clearly appears as a
diagonal strip across the diagram. The chromospheric down-
flows are co-spatial and co-temporal with each of the new
intensity enhancements, as shown by the red contours at the 15
and 30 km s 1� levels. These values of condensation flows are
consistent with results from many earlier ground- and space-
based studies, but Figure 3 offers unprecedented detail on their
spatial and temporal evolution.
The corresponding evaporation velocities, as derived from

the centroid of the Fe XXI fits, are overlaid as colored crosses on
the same figure. For about 70% of the pixels, we find flows
reaching nearly 300 km s 1� (yellow crosses identify flows
above 270 km s 1� ), these encompass the fastest, early Fe XXI

emission, pertaining to a very thin spatio-temporal strip
approaching our 0″. 5 resolution, and lasting only one to two
temporal steps. Such values of evaporation flows are among the
strongest ever reported (300–400 km s−1; e.g., Antonucci et
al.1982) and the largest documented yet from IRIS. Within the
same pixels, the flows decay to 200 km s 1� (dark blue region)
and below rather uniformly in time. For pixels northward of
124″, we detect only slower flows, up to 150 km s 1_ � .
From Figure 3, we see that all flaring pixels display clear

signatures of both evaporation and condensation, yet the onset
of opposite flows is co-temporal (within one to two time steps)
for only a few; for most pixels, the initial coronal upflow lags
behind the condensation by a minute or more. The delay could
be due to a number of reasons: the Fe XXI line could be so
blueshifted to fall outside of the detectorʼs edge; the initial
emission be too weak to be detected at its earliest inception; or
the same pixel Mg II and Fe XXI signatures could derive from
distinct flare loops, depending on their orientation with respect
to the line of sight. Yet, this appears unlikely because of the
flareʼs geometry and evolution: SDO/AIA 131 Å images

Figure 3. Mg II intensity spacetime map (inverted B/W color table) with
overlays of Mg II downflows at the 30% bisector level at 15 and 30 km s 1� (red
contours). The Fe XXI upflow velocities above 270, 200, and 100 km s 1� are
indicated with yellow, dark blue, and light blue crosses, respectively.

Figure 2. Left panels: fits of the Fe XXI 1354.1 Å line (green) for slit position
y = 122″. The observed spectrum is shown by the stepped black line, with the
total fit in black on top; cooler components are shown by a dotted line. The
non-thermal FWHM, vnt, is also shown. Right panels: Mg II subordinate line
with bisector positions at 10% intensity increments marked by black squares,
and the rest wavelength (2791.56 Å) by the vertical dashed line.
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distribution at temperature T (r) is given as

F (E, r) = 23/2

(πme)1/2

n(r)E
(kBT (r))3/2

exp (−E/kBT (r)), (1)

where E is the electron kinetic energy, me is the electron mass,
and kb is the Boltzmann constant. This is related to the mean
electron flux spectrum ⟨nV F ⟩ in the emitting volume V and the
DEM ξ (T ) following, e.g., Brown & Emslie (1988):

⟨nV F ⟩ =
∫

V

n(r)F (E, r) dV (2)

=
∫

T

n(r)
23/2

(πme)1/2

n(r)E
(kBT (r))3/2

exp (−E/kBT (r))
dV

dT
dT ,

(3)

where n2dV/dT = ξ (T ) is the DEM and thus

⟨nV F ⟩ = 23/2E

(πme)1/2

∫ ∞

0

ξ (T )
(kBT )3/2

exp (−E/kBT ) dT . (4)

Therefore, knowing the DEM, one can compute the electron flux
spectrum in the emitting volume (electrons keV−1 s−1 cm−2).
Although Equation (4), which is an equivalent of the Laplace
transform of a function f (t)

F (s) =
∫ ∞

0
exp(−st)f (t) dt, (5)

is formally a straightforward integration over temperature, the
numerical integration could be rather challenging due to the
exponential kernel (e.g., Prato et al. 2006). Following Rossberg
(2008), we rewrite the Laplace transform (Equation (5)) via
the convolution integral, which will allow efficient numerical
computations of ⟨nV F ⟩ via ξ (T ) and vice versa. Using the
change of variables s = exp(y) and t = exp(−x), let us rewrite
Equation (5) in the following form:

F (ey) =
∫ ∞

−∞
K(y − x)h(x) dx, (6)

where K(y − x) = exp(y − x) exp[− exp(y − x)] and h(x) =
φ(e−x) with φ(t) =

∫ t

0 f (t ′)dt ′. Equation (4) can be similarly
brought into the form of Equation (5) using the variable change

t = 1/T ; dt

dT
= − 1

T 2
; dT = − 1

t2
dt, (7)

which results in

⟨nV F ⟩ = 23/2E

(πme)1/2k
3/2
B

∫ ∞

0

ξ (T (t))
t1/2

exp (−Et/kB) dt, (8)

so that f (t) = (ξ (T (t))/t1/2) and exp(−st) = exp(−Et/kB) in
Equation (5), which is then brought into the form of Equation (6)
and solved.

2.1. Application on Synthetic DEM

We illustrate the method using two synthetic DEMs. The first
is a single-temperature DEM, i.e., a δ-function in temperature
space (Figure 1, top) at temperature T0 = 5 MK. The mean
electron flux spectrum corresponding to this DEM is calculated

Figure 1. Top: synthetic DEM (cm−3 K−1) as a function of T for peak
temperature 5 MK and two different widths (red: δ-function, black: σ = 0.1,
compare Equation (10)). Middle: reconstructed mean electron flux spectrum
from DEM (black lines). The total EM of the DEM with width σ = 0.1
was chosen one order of magnitude larger than the δ-function to give clearly
distinguishable electron spectra. The red line gives a Maxwellian distribution
at temperature 5 MK. The purple and green lines are Maxwellian distributions
at 5 MK and 9 MK; the dashed blue line is the sum of these two Maxwellians.
Bottom: model flux divided by flux from DEM in the case of a δ-function DEM
(red solid line), and in the case of DEM of width σ = 0.1 relative to a single-
temperature Maxwellian (dashed green) and two Maxwellians at 5 MK and 9
MK (dashed blue line).
(A color version of this figure is available in the online journal.)

using Equations (4)–(8). The result is shown in the middle panel
of Figure 1. This is compared to the Maxwellian distribution as
defined in Equation (1). From Equation (2) one finds the mean
electron flux spectrum for a uniform distribution over the whole
volume as

⟨nV F ⟩ = n2
eV

(
2

kBT

)3/2
E

(πme)1/2
exp (−E/kBT ), (9)
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2.1. Kappa-distribution expressed via differential emission measure

The mean electron flux spectrum ⟨nV F (E)⟩ =
∫

V n(r)F (E, r)dV in the emitting

volume V is the only observable that can be directly inferred from the X-ray spectrum

without assumptions on the density or emitting volume. It can be related to the DEM

ξ(T ) via the Maxwellian electron distribution at temperature T (Brown & Emslie 1988;

Battaglia & Kontar 2013):

⟨nV F (E)⟩ =
23/2E

(πme)1/2

∫

∞

0

ξ(T )

(kBT )3/2
exp (−E/kBT )dT [electrons keV−1s−1cm−2]. (3)

Therefore, knowing the differential emission measure, one can compute the mean electron

flux spectrum in the emitting volume. We introduce a DEM ξ(T ) of the shape:

ξ(T ) ∝ T−(κ+0.5) exp

(

−
Tκ

T
(κ− 1.5)

)

(4)

This DEM drops with increasing T since ξ(T ) ∝ T−(κ+0.5) for T ≫ Tκ and it falls off

quickly for T < Tκ due to exp(−Tκ/T ). The DEM has a single maximum, dξ(T )/dT = 0

at Tmax = Tκ(κ− 1.5)/(κ+ 0.5) (see Figure 1). It has the advantage that the integral over

ξ(T ) can be solved analytically. Moreover, it represents the kappa-distribution given in

Equations (1) and (2). This can be shown as follows:

The total emission measure EM is defined as the integral of ξ(T ) over all temperatures in

the plasma

EM =

∫

∞

0

ξ(T )dT ∝
∫

∞

0

T−(κ+0.5) exp

(

−
Tκ

T
(κ− 1.5)

)

dT [cm−3]. (5)

This integral can be solved using the gamma function Γ(x) ≡
∫

∞

0 yx−1 exp(−y)dy resulting

in

EM =
Γ(κ− 0.5)

(κ− 1.5)(κ−0.5)
T−(κ−0.5)
κ (6)

Hence, one can write ξ(T ) as:

ξ(T ) =
EM(κ− 1.5)(κ−0.5)

Γ(κ− 0.5)Tκ

(

Tκ

T

)κ+0.5

exp

(

−
Tκ

T
(κ− 1.5)

)

(7)

Model DEM 

represents the kappa-distribution: 

– 8 –

i.e. the proportionality constant in Equation (4) is EM ×T (κ−0.5)
κ (κ− 1.5)(κ−0.5)/Γ(κ− 0.5).

For a uniform plasma density n, the emission measure can be written as EM = n2V , where

V is the emitting volume. Inserting Equation (7) into Equation (3) one finds:

⟨nV F (E)⟩ = n2V
23/2

(πme)1/2(kBTκ)1/2
Γ(κ+ 1)

(κ− 1.5)1.5Γ(κ− 1/2)

E/kBTκ

(1 + E/kBTκ(κ− 1.5))κ+1
. (8)

If we introduce an isotropic electron distribution function ⟨f(v)⟩, n =
∫

⟨f(v)⟩d3v, so that

F (E)dE = v⟨f(v)⟩d3v, and d3v = 4πv2dv we can write:

⟨f(v)⟩ =
men

4πv2
23/2

(πmekBTκ)1/2
Γ(κ+ 1)

(κ− 1.5)3/2Γ(κ− 1/2)

mev2/(2kBTκ)

[1 +mev2/(2kBTκ(κ− 1.5))]κ+1
(9)

where E = mev2/2 was used. Or, simplifying:

⟨f(v)⟩ = n

(

me

2πkBTκ(κ− 1.5)

)3/2 Γ(κ+ 1)

Γ(κ− 1/2)

(

1 +
mev2

(κ− 1.5)2kBTκ

)

−κ−1

. (10)

This is identical to Equation (2) when Tκ is expressed via the characteristic speed.

The DEM given in Equation (7) thus indeed represents the kappa-distribution. It is

defined by three parameters, EM, Tκ, and κ, which can readily be found by fitting X-ray

and EUV spectra. It is implemented in OSPEX (called f multi therm pow exp.pro and

henceforth referred to a ξκ(T ))1. Note that the function implemented in OSPEX does not

give the parameters κ and Tκ, directly, but α = κ+ 0.5, and Tmax = Tκ(κ− 1.5)/(κ+ 0.5).

3. Observations of a single-loop GOES C4.1 flare

We demonstrate fitting of the two different functions (ξκ(T ) versus the original

f thin kappa.pro routine, henceforth referred to as thin kappa) to one of the flares that

1for documentation on OSPEX see http://hesperia.gsfc.nasa.gov/rhessi3/software/

spectroscopy/spectral-analysis-software/index.html

 Tκ, EMκ, κ 

Advantages of kappa-distribution:  
•  Single analytic function to describe whole spectrum 
•  No cutoff needed  
•  Supported by stochastic acceleration models (e.g. Bian et al 2014) 

Applied to RHESSI data by e.g. Kasparova & Karlicky 2009, Oka et. al. 2013/2015 
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Fig. 3.— AIA images in 4 wavelength-channels at the time for which the RHESSI spectrum

was fitted. 30%, 50%, and 70% contours from a RHESSI CLEAN image at 6-12 keV are

given in red.
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Fig. 6.— Left: Comparison of DEMs from different methods: DEM from fit with one ξκ(T )

to RHESSI data (light-blue dashed); DEM from simultaneous fit of RHESSI and AIA with

two ξκ(T )s (blue dashed line and green dashed line). The red line gives the sum of the two

fits. AIA loci-curves are indicated near the top of the plot. The grey area indicates the

DEM (with confidence range) from AIA data, only, found by regularized inversion. Right:

⟨nV F (E)⟩ obtained from the simultaneous fit of AIA and RHESSI data (red). The dotted

black line and dashed light-blue lines give ⟨nV F (E)⟩ from thin kappa and from a single ξκ(T )

fitted to RHESSI data.
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Comparison of total energy 
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5.1. Total electron number density and flare energy

The electron number density n can be found from the observed emission measure and

the volume via n =
√

EM/V . We approximate the volume as V = A3/2 = 1.5 × 1027

cm3, using the area A of the 50% contour in the RHESSI 6–12 keV CLEAN image and

accounting for the CLEAN beam-width. In the presented event, the total electron number

density inferred from RHESSI data is n = 1.4 × 1011 cm−3 when the spectrum is fitted

with thin kappa and n = 4.5 × 1010 cm−3 when the X-ray spectrum is fitted with ξκ(T ).

This constitutes a reduction by a factor of 3. When AIA data is added to further constrain

the lowest energies, the resulting total number is n = 4.5 × 109 cm−3 where both ξκ(T )

components were taken into account. This is a total factor of ∼ 30 reduction compared with

thin kappa (see also Table 1). Upper and lower limits were calculated using the upper and

lower limits of the fit-parameters. In addition to the electron number density we can also

calculate the total energy density from Equation (8) as (see Appendix for full derivation):

Uκ =
3

2
kBnTκ, (12)

as well as the total energy by multiplying Uκ with the volume (compare Table 1). Fitting

RHESSI spectra with ξκ(T ) reduces the total energy by a factor of ∼ 2.9 compared with

thin kappa. Simultaneously fitting RHESSI and AIA data ξκ(T ) gives a factor of ∼ 5 less

energy than thin kappa. This shows that, while fitting RHESSI spectra with ξκ(T ) already

leads to a significant reduction of the total electron number, the lowest electron energies

can only be truly recovered by simultaneously fitting RHESSI and AIA data, as can be seen

in Figure 7.

We conclude that: a) fitting a thin-target kappa-distribution to RHESSI data leads to

overestimation of the total number of energetic electrons needed to produce the observed

X-ray emission by around a factor of 3 compared with fitting ξκ(T ); b) Simultaneous fitting

of RHESSI spectra with AIA is necessary to properly constrain the low-energy part of the

Total energy:  UκV where V ≈1.5x1027 cm3  
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Fig. 6.— Left: Comparison of DEMs from different methods: DEM from fit with one ξκ(T )

to RHESSI data (light-blue dashed); DEM from simultaneous fit of RHESSI and AIA with

two ξκ(T )s (blue dashed line and green dashed line). The red line gives the sum of the two

fits. AIA loci-curves are indicated near the top of the plot. The grey area indicates the

DEM (with confidence range) from AIA data, only, found by regularized inversion. Right:

⟨nV F (E)⟩ obtained from the simultaneous fit of AIA and RHESSI data (red). The dotted

black line and dashed light-blue lines give ⟨nV F (E)⟩ from thin kappa and from a single ξκ(T )

fitted to RHESSI data.

à Without low-energy 
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energies derived from 
RHESSI data could be 
over-estimated by 
factor ~5 
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•  RHESSI imaging spectroscopy to infer density of accelerated  electrons: nnt~109 

cm-3 
•  SDO/AIA differential emission measure analysis to determine ambient density n0 
à  ratio nnt/n0 is close to 1  
 
Interpretation: Entire plasma is accelerated  
(non-thermal) in bulk energization process 
Above the loop-top-source is acceleration  
region 
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4.3 Acceleration region diagnostic 

Krucker & Battaglia 2014 

RHESSI 15, Graz, 27.7.2016 

quiet corona 

Krucker & Battaglia 2014: Bulk acceleration in  
above-the-looptop source 
 

Masuda et al. 1994 
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Liu et al. 2013: Particle acceleration in magnetic reconnection outflow regions 
 

The Astrophysical Journal, 767:168 (18pp), 2013 April 20 Liu, Chen, & Petrosian

Table 1
Event Time Line (2012 July 18–19)

22:18, 07/18 Peak of the earlier C4.5 flare
04:17, 07/19 Onset of the M7.7 flare and initial ascent

of the overall X-ray and EUV loop-top source

05:02–05:07 Onset of overall X-ray and EUV loop-top descent
and transition from slow to fast rise of the flux rope CME

05:15 Max. velocity (1050 km s−1) of upward ejections
05:16 Max. velocity (−58 km s−1) of downward loop shrinkages
05:15–05:20 Max. velocity (−7 to −23 km s−1) of overall

X-ray and EUV loop-top descent
05:16–05:43 Flare impulsive phase, hard X-ray burst
05:21–05:31 Min. height of overall X-ray and EUV loop-top descent

and onset of the second ascent
04:17–05:20 Upward ejections; downward, low-altitude fast contractions
05:20–16:00 Downward, high-altitude fast loop contractions
04:17–16:00 Downward slow loop shrinkages
06:52 Max. velocity (−918 km s−1) of downward fast contractions

place in the outflow regions, rather than the reconnection site
itself.

After an observational overview in Section 2, we present
motions of the overall X-ray and EUV emission in Section 3.
We examine bi-directional outflows in forms of plasmoids
and contracting loops in Section 4. In Section 5, we analyze
the spatial distribution of energy- and temperature-dependent
emission, including double coronal X-ray sources. We conclude
in Section 6, followed by Appendices A and B on supplementary
AIA and STEREO observations.

2. OVERVIEW OF OBSERVATIONS

The event under study was an M7.7 flare that occurred at
∼04:17 UT on 2012 July 19 in NOAA active region (AR) 11520
on the southwest limb. It was well observed by RHESSI and
SDO/AIA, but it was not detected by Fermi and its impulsive
phase was missed by the X-Ray Telescope on Hinode. Table 1
summarizes the event time line that will be discussed in detail.

Figure 1 shows the history of the flare emission. The
GOES 1–8 Å flux peaks at 05:58 UT followed by a slow decay
lasting almost 1 day. We define the interval of 05:16–05:43 UT
as the impulsive phase, as marked by the two vertical dashed
lines, which starts at the sudden rise of the RHESSI 25–50 keV
flux and ends (during RHESSI night) when the time deriva-
tive of the GOES 1–8 Å flux drops to its level at the impulsive
phase onset, assuming the Neupert (1968) effect at work. We
call the intervals before and after the impulsive phase the pre-
impulsive and decay phases. RHESSI has good coverage except
for the late impulsive and early decay phases.

Figure 2 and its associated Movie A show AIA images of
the event. An earlier C4.5 flare occurred in the same location,
peaking at 22:18 UT on 2012 July 18 (see Figure 1(a)). This
is a confined flare that produces a hot flux rope failing to
erupt and cusp-shaped flare loops underneath it (Figure 2(a)).
This configuration then gradually evolves for hours and finally
becomes unstable, initiating the later, eruptive M7.7 flare, when
the flux rope is expelled as a fast CME of >1000 km s−1. The
flux rope in this two-stage eruption was reported by Patsourakos
et al. (2013).

As shown in Figure 2(i), the trailing edge of the CME displays
a clear “V shape,” which, together with the underlying “inverted-
V shape” of cusp-like flare loops, suggests two Y-type null points
with a vertical current sheet formed in between, as predicted

Figure 1. History of X-ray and EUV flare emission. (a) GOES SXR fluxes
showing the preceding C4.5 flare and the main M7.7 flare. (b) SDO/AIA
intensity of the loop-top region (at projected height href = 60′′ on Cut 0,
as shown in Figure 13) normalized by its initial value (base ratio). Color-coded
for AIA channels, the curves are vertically shifted to avoid overlap and arranged
from the top to the bottom approximately in the temporal order of their initial
response to the flare (in progressively cooler channels). (c) RHESSI count rates
in colored solid lines and GOES 1–8 Å flux and its time derivative in black
dotted lines, arbitrarily shifted vertically. The two vertical dashed lines indicate
the impulsive phase. (d) Temperature and (e) emission measure of the flare
plasma inferred from RHESSI (orange/red) and GOES (black) spectral fits,
together with the power-law index γ of the nonthermal component shown in
blue in (d).
(A color version of this figure is available in the online journal.)

in the classical picture of eruptive flares (Carmichael 1964;
Sturrock 1966; Hirayama 1974; Kopp & Pneuman 1976). Not
predicted in that picture is the initial upward growth of the
cusp followed by its rapid downward shrinkage around the
early impulsive phase, prior to another, expected upward growth
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Figure 10. Energy dependence of the double coronal X-ray sources likely located in the oppositely directed reconnection outflows. (a) and (b) RHESSI contours
overlaid on AIA 131 Å images. The higher energy sources (blue dotted contours at 43% and 95% of the image maximum) are closer toward one another than the lower
energy sources (green contours). (c) Contoured 6–8 keV image at the time of (b). (d) and (e) Projected heights along the fiducial Cut 0 of the centroids of the two
sources enclosed by the white dashed lines in (c). The result is color coded for four consecutive times overlaid with linear fits in the dashed line. The red horizontal
error bars indicate energy bins.
(A color version of this figure is available in the online journal.)

(see Figure 1(d), red crosses). In the decay phase, the highest
temperatures are located in the outer layer of the flare arcade
and the lower portion of the contracting cusps (ray-like features)
above it. The EM in the latter is nearly four orders of magnitude
lower than in the central arcade, similar to those of hot fans of
rays observed by Yohkoh (Švestka et al. 1998). The considerable
increase of EM and thus density in the flare loops from panel (d)
to (e), prior to the impulsive phase, suggests chromospheric
evaporation driven by thermal conduction (Liu et al. 2009b;
Battaglia et al. 2009) or by Alfvén waves (Haerendel 2009),
rather than electron beam heating that may be important later in
the presence of HXR footpoints.

To better follow the history of T and EM, we obtained their
space-time plots, as shown in Figures 11(g) and (k), from cor-
responding maps using Cut 0. We identified the maximum tem-
perature and EM at each time and show their projected heights
as orange and black symbols in panel (p). In general, both
peaks follow the same upward–downward–upward motions as
the loop-top emission centroids. The temperature peaks are near
the RHESSI 16–25 keV centroids (blue), while the EM peaks are
close to or slightly lower than the AIA 131 Å centroids (purple)
at lower heights.

The peak offset of the temperature and EM can be better
seen in their height distributions at selected times shown in
Figures 11(h) and (l). It explains the observed energy dispersion
of the X-ray loop-top centroids shown in Figure 4(e) because
of the exponential shape of thermal bremsstrahlung spectra
(Equation (4)). As shown by the green and red lines in the
middle of Figure 9, a higher temperature but lower EM produces
a harder (shallower) spectrum of lower normalization that
dominates at high energies, while a lower temperature but higher
EM produces a softer (steeper) spectrum of higher normalization
that dominates at low energies. The temperature peak being
located above the EM peak thus shifts the higher energy X-rays
toward greater heights. Otherwise, if the temperature and EM
peaks are cospatial, they would dominate X-rays at all energies
and there would be no separation of centroids with energy. We
note in Figure 11(h) that the EM decreases more gradually near

the flux rope. This may lead to the less pronounced energy
dispersion of the upper coronal source there than the lower
(loop-top) source (see Figure 10).

As a proof of concept, we modeled the observed X-rays
of energy E with thermal bremsstrahlung radiation (Tandberg-
Hanssen & Emslie 1988, p. 114):

ISXR ∝ (EM)
exp(−E/kT )

E
√

T
g(E/kT ), (4)

where EM is the emission measure and g(E/kT ) = (kT /E)2/5

is the Gaunt factor. The resulting X-ray profiles at two selected
times are shown in Figures 11(i) and (m) for the corresponding
T and EM profiles. As expected, the higher energy 20 keV
emission (blue) is dominated by the temperature peak at a higher
altitude, while the 3 keV emission (red) is dominated by the EM
peak at a lower altitude. Their emission peaks, marked by open
circles, differ in height by ∆h = 7′′ and 46′′ for the two times.
Their peak heights are repeated in panel (p) and are close to
those of observed loop-top centroids.

As shown in Figures 11(g) and (p), the high-temperature
region and particularly the temperature peak are close to the
X-ray loop-top centroids but always below the reconnection site
(green dashed line). This indicates that primary plasma heating
takes place in reconnection outflows. To illustrate this, we can
follow a contracting loop and the temperature variation it senses
as it travels away from the reconnection site. A selected track
from Figure 7(c) is shown here as the blue dotted arrow. The
temperature history on its path, as shown in Figures 11(h) and (j),
indicates rapid heating at an average rate of 3.2 MK minute−1

from 3.5 to 28 MK over 8 minutes and ∆h = 90 Mm. This
example gives us a sense of the heating rate averaged along the
line of sight, not necessarily of a specific loop.

Likewise, the track of a slow loop shrinkage at lower altitudes
reveals cooling at an average rate of −0.32 MK minute−1 from
25 to 7.9 MK within 54 minutes. The rate is −1 MK minute−1

earlier during the impulsive phase in the 28–9 MK range
and −0.1 MK minute−1 later during 07:00–08:30 UT in the
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Figure 12. (a) Schematic of the proposed flare model in which particle acceleration and plasma heating take place in the reconnection outflow regions away from
the reconnection site. (b)–(e) Temporal development of reconnection and the up–down–up three-stage motion of the loop-top (LT) X-ray source. We show only the
portions of reconnected magnetic field lines near the reconnection site, above and below which each pair of field lines is identified by the same color during their
relaxations. Note that the higher contraction speeds (e.g., of the green loop) from (c) to (d) are associated with the loop-top source descent. The upper coronal source
is not hatched during the impulsive and decay phases, indicating its non-detection due to weak emission. We assume that bi-directional reconnection outflows and
relaxations of field lines persist throughout the event, but the upward component is beyond the AIA FOV during the late phase and thus not observed.
(A color version of this figure is available in the online journal.)

coronal Alfvén speeds of ∼1000 km s−1 and sound speeds
of 520–910 km s−1 for a 10–30 MK flaring plasma. At
lower altitudes, flare loops persistently shrink at a typical
initial velocity of −17 km s−1 and gradually decelerate to
about −5 km s−1 within 0.5–2.5 hr. They are all evidence
of reconnection outflows during different stages (Figures 6
and 7).

3. The double coronal X-ray sources are spatially separated
and located in the regions of bi-directional plasma outflows.
The highest temperature is found near the loop-top X-ray
source well below the reconnection site. This suggests
that primary plasma heating and particle acceleration take
place in the reconnection outflow regions (Holman 2012),
rather than at the reconnection site itself. Models with this
ingredient were proposed long ago (e.g., Forbes & Priest
1983), but solid observational evidence as presented here
has been lacking (Figures 10 and 11).

4. An energy dispersion is present in the loop-top position
with higher-energy X-ray and hotter EUV emission located
at greater heights over a large range of ∆h ! 26 Mm. The
25–50 keV nonthermal emission lies 15 Mm (twice that of
the Masuda flare) above the 6–10 keV thermal emission.
This agrees with the expected trend of softer electron
spectra in the nonthermal regime and lower temperatures in
the thermal regime being associated with earlier energized
loops, which are located further below the primary locus
of energy release. The upper coronal X-ray source has
an opposite trend because it is located in the oppositely
directed reconnection outflow (Figures 3, 4, and 10).

5. Prior to the recently recognized descent followed by a con-
tinuous ascent, the overall loop-top emission experiences
an initial ascent for nearly an hour. This is the first time
that such motions, including the descent, are observed si-
multaneously from EUV to HXRs covering a wide range
of temperatures of 1–30 MK. The transition from ascent
to descent coincides with the rapid acceleration of the flux

rope CME. The loop-top descends at ∼10 km s−1, about
50% slower in EUV than in X-ray (Figure 4).

6. The flare impulsive phase starts when rapid velocity in-
creases occur for the overall loop-top descent, the individual
loop shrinkages, and the upward plasmoid ejections. This
is delayed by 10 minutes from the initial loop-top descent,
implying that the energy release rate is more intimately
correlated with these velocities than the loop-top position
(Figure 4).

6.2. Proposed Physical Picture

We propose the following physical picture to tie together
the observations. The major points, including the location of
particle acceleration and the three-stage (up–down–up) motion
of the loop-top X-ray source, are sketched in Figure 12.

The earlier confined C4.5 flare leads to the formation of a flux
rope and cusp-shaped loops underneath it. After 6 hr of slow
evolution, the flux rope becomes unstable and rises (Patsourakos
et al. 2013). A vertical current sheet forms between two Y-type
null points at the lower tip of the flux rope and the upper tip of
the underlying cusp. Magnetic reconnection ensues within the
current sheet, leading to the eruptive M7.7 flare.

Magnetic reconnection produces bi-directional outflows in
the forms of the observed plasmoids and contracting loops.
Plasmoids are flux tubes formed by the tearing mode (Furth
et al. 1963) with a guiding field along the current sheet. They
are magnetic islands in two dimensions or when the current
sheet is seen edge-on. These outflows are driven by the magnetic
tension force of the highly bent, newly reconnected field lines,
as in those pointed cusps. The outflows generally decelerate,
as observed here, when they run into the ambient corona and
when the contracting loops relax to less bent shapes with
reduced magnetic tension. This implies that the low-altitude
slow shrinkages could be the late stages of decelerated high-
altitude fast contractions.

13

pre-impulsive phase 



20 RHESSI 15, Graz, 27.7.2016 

Sneak preview: Quantitative analysis of electron acceleration in the outflow 
region during the pre-impulsive phase 
 
Fitting a kappa-distribution to RHESSI and AIA data simultaneously we find a 
hardening spectrum at ~ constant temperature à acceleration  
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Table 1
Event Time Line (2012 July 18–19)

22:18, 07/18 Peak of the earlier C4.5 flare
04:17, 07/19 Onset of the M7.7 flare and initial ascent

of the overall X-ray and EUV loop-top source

05:02–05:07 Onset of overall X-ray and EUV loop-top descent
and transition from slow to fast rise of the flux rope CME

05:15 Max. velocity (1050 km s−1) of upward ejections
05:16 Max. velocity (−58 km s−1) of downward loop shrinkages
05:15–05:20 Max. velocity (−7 to −23 km s−1) of overall

X-ray and EUV loop-top descent
05:16–05:43 Flare impulsive phase, hard X-ray burst
05:21–05:31 Min. height of overall X-ray and EUV loop-top descent

and onset of the second ascent
04:17–05:20 Upward ejections; downward, low-altitude fast contractions
05:20–16:00 Downward, high-altitude fast loop contractions
04:17–16:00 Downward slow loop shrinkages
06:52 Max. velocity (−918 km s−1) of downward fast contractions

place in the outflow regions, rather than the reconnection site
itself.

After an observational overview in Section 2, we present
motions of the overall X-ray and EUV emission in Section 3.
We examine bi-directional outflows in forms of plasmoids
and contracting loops in Section 4. In Section 5, we analyze
the spatial distribution of energy- and temperature-dependent
emission, including double coronal X-ray sources. We conclude
in Section 6, followed by Appendices A and B on supplementary
AIA and STEREO observations.

2. OVERVIEW OF OBSERVATIONS

The event under study was an M7.7 flare that occurred at
∼04:17 UT on 2012 July 19 in NOAA active region (AR) 11520
on the southwest limb. It was well observed by RHESSI and
SDO/AIA, but it was not detected by Fermi and its impulsive
phase was missed by the X-Ray Telescope on Hinode. Table 1
summarizes the event time line that will be discussed in detail.

Figure 1 shows the history of the flare emission. The
GOES 1–8 Å flux peaks at 05:58 UT followed by a slow decay
lasting almost 1 day. We define the interval of 05:16–05:43 UT
as the impulsive phase, as marked by the two vertical dashed
lines, which starts at the sudden rise of the RHESSI 25–50 keV
flux and ends (during RHESSI night) when the time deriva-
tive of the GOES 1–8 Å flux drops to its level at the impulsive
phase onset, assuming the Neupert (1968) effect at work. We
call the intervals before and after the impulsive phase the pre-
impulsive and decay phases. RHESSI has good coverage except
for the late impulsive and early decay phases.

Figure 2 and its associated Movie A show AIA images of
the event. An earlier C4.5 flare occurred in the same location,
peaking at 22:18 UT on 2012 July 18 (see Figure 1(a)). This
is a confined flare that produces a hot flux rope failing to
erupt and cusp-shaped flare loops underneath it (Figure 2(a)).
This configuration then gradually evolves for hours and finally
becomes unstable, initiating the later, eruptive M7.7 flare, when
the flux rope is expelled as a fast CME of >1000 km s−1. The
flux rope in this two-stage eruption was reported by Patsourakos
et al. (2013).

As shown in Figure 2(i), the trailing edge of the CME displays
a clear “V shape,” which, together with the underlying “inverted-
V shape” of cusp-like flare loops, suggests two Y-type null points
with a vertical current sheet formed in between, as predicted

Figure 1. History of X-ray and EUV flare emission. (a) GOES SXR fluxes
showing the preceding C4.5 flare and the main M7.7 flare. (b) SDO/AIA
intensity of the loop-top region (at projected height href = 60′′ on Cut 0,
as shown in Figure 13) normalized by its initial value (base ratio). Color-coded
for AIA channels, the curves are vertically shifted to avoid overlap and arranged
from the top to the bottom approximately in the temporal order of their initial
response to the flare (in progressively cooler channels). (c) RHESSI count rates
in colored solid lines and GOES 1–8 Å flux and its time derivative in black
dotted lines, arbitrarily shifted vertically. The two vertical dashed lines indicate
the impulsive phase. (d) Temperature and (e) emission measure of the flare
plasma inferred from RHESSI (orange/red) and GOES (black) spectral fits,
together with the power-law index γ of the nonthermal component shown in
blue in (d).
(A color version of this figure is available in the online journal.)

in the classical picture of eruptive flares (Carmichael 1964;
Sturrock 1966; Hirayama 1974; Kopp & Pneuman 1976). Not
predicted in that picture is the initial upward growth of the
cusp followed by its rapid downward shrinkage around the
early impulsive phase, prior to another, expected upward growth
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Summary and Conclusions 

•  Combining RHESSI observations with EUV measurements from 
instruments such as SDO/AIA, SDO/EVE, IRIS, …….  provides 
unprecedented diagnostic of accelerated electrons and 
chromospheric response to flare energy input 

•  Many different methods for combining those rich datasets exist  

à Follow the presentations in the respective working groups and 
talk to the relevant people 

RHESSI 15, Graz, 27.7.2016 


