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Imagine a world...

[Oppressive Silence 2016]



Imagine Realise a world...

[Schwifty Memes 2019], see also Sorrel (2016)



Assessment List for Trustworthy AI (ALTAI)



AI HLEG & Trustworthy AI

Trustworthy AI should be 
lawful, ethical and 
robust[1]

[1] AI HLEG (2019): “Ethics Guidelines for Trustworthy AI”

Principles
• respect for human 

autonomy
• prevention of harm
• fairness
• explicability

Key 
Requirements

1.Human Agency and Oversight
2.Technical Robustness and Safety
3.Privacy and Data Governance
4.Transparency
5.Diversity, Non-discrimination and Fairness
6.Societal and Environmental Well-being
7.Accountability

Assessment 
List

• ALTAI



ALTAI Web Tool



Screenshots ALTAI

[Own screenshot]



Screenshots ALTAI

[Own screenshot]



Screenshots ALTAI

[Own screenshot]



ALTAI: “is intended for flexible use: organisations can 
[…] add elements to it as they see fit, taking into 
consideration the sector they operate in” [2]

ALTAI  VERDI

[2] AI HLEG (2020): “The Assesment List For Trustworthy Artificial Intelligence (ALTAI)”

ALTAI:

AI in general

VERDI:
Automotive 

context in specific

Trustworthiness



VERDI Criteria Catalogue                                                       
for trustworthy partially automated vehicles and                     

driver assistance systems 
(SAE L3)



Approach

VERDI Criteria Catalogue

Beyond compliance Values by design Essential functions Manufacturers as a 
target group



Methodology

VERDI Core Areas VERDI Criteria VERDI Indicators

Disciplinary Support 
Studies                     

(Ethics, Law, Sociology, 
Psychology)

AI HLEG’s ALTAI

VERDI Criteria Catalogue

TRUESSEC.eu Criteria Catalogue for 
trustworthy ICT products and services



Transparency Privacy and good data governance Fairness

Autonomy Responsibility and accountability Protection

VERDI 
Core Areas



Transparency The Core Area ‘Transparency’ encompasses provider’s information 
duties towards the user regarding the system’s functionality and 
limitations as well as the data that is processed by the system. 
Additionally, it also focuses on information representation. 

Privacy and good data 
governance 

This Core Area entails two aspects: (1) any personal data processed 
as part of the interaction with the system should be protected, and 
(2) the user should have the possibility to control that data. 

Autonomy Autonomy refers to the ADS providing the user with the possibility 
to choose and make decisions regarding the (non-)use of certain 
automation aspects and services as well as acknowledging other 
parties’ rights and freedoms. 

Fairness Fairness stands for preventing cases of discrimination due to 
algorithmic biases and societal factors (e.g. socio-economic status) 
and considering effects and contributions towards social in- and 
exclusion.  

Responsibility and 
accountability 

Respect and clear information about the stipulation of roles and 
liabilities. It furthermore addresses the legitimate and reasonable 
expectations of the user and society in relation to the system’s 
functionality and reliability. 

Protection This core area refers to the protection of users, other road users and 
the surrounding from any harms and risks that might be caused by 
the ADS, including physical harm (safety) and protection of software 
errors and data (security). 

 



VERDI 
Criteria



VERDI 
Criteria & 
Indicators



Cross-checking VERDI & HLEG’s ALTAI 



Cross-checking VERDI & HLEG’s ALTAI 
• Structure

• Terminology

• Tool

[AI HLEG 2020]



VERDI & HLEG’s ALTAI: Structure

HLEG Ethical principles

Key requirements

Trustworthy AI Assessment 
List

VERDI Core Areas

Criteria

Indicators



VERDI Core Areas vs HLEG Ethical principles  

VERDI Core Areas HLEG Ethical Principles
Cross-checking

VERDI HLEG

1. Transparency

2. Privacy and good 

data governance

3. Autonomy

4. Fairness

5. Responsibility and 

accountability

6. Protection

1. Explicability

2. Respect for human 

autonomy

3. Fairness

4. Prevention of harm

 Transparency  Explicability

 Privacy and good 
data governance

 Respect for human 
autonomy

 Prevention of harm

 Autonomy
 Respect for human 

autonomy

 Fairness  Fairness

 Responsibility and 
accountability

 Fairness

 Protection  Prevention of harm



VERDI survey and next steps

[Own screenshot]



Wrap up

https://verdi.uni-graz.at/en/

Final symposium in Spring 2021 

Follow-up project on standardisation and certification



Imagine Realise Shape a world...

[9GAG 2014]
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