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VERDI ♪
“Trust in digitisation using the example of systems 

for (partially) automated driving and driver 
assistance (SAE L3)”

https://verdi.uni-graz.at/



SAE L3 –
Conditional Driving Automation

The sustained and ODD-specific performance by

an ADS of the entire DDT under routine/normal

operation with the expectation that the DDT

fallback-ready user is receptive to ADS-issued

requests to intervene, as well as to DDT

performance-relevant system failures in other

vehicle systems, and will respond appropriately.

SAE International (2021): Taxonomy and Definitions for Terms Related to 
Driving Automation Systems for On-Road Motor Vehicles, J3016, online: 
https://www.sae.org/standards/content/j3016_202104/ (27.05.2021)
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What is a trustworthy automated vehicle?

Which ethical values should be considered in the design, implementation and
use of these vehicles?

How can trustworthiness be considered and built into the design of (partially) 
automated driving and driver assistance systems?

How can trust in AVs be measured? 

What criteria and indicators for trustworthiness in (partially) automated driving and 
driver assistance systems can be found, and what role could these play in future 
standardization and certification processes?

Research questions

 VERDI Criteria Catalogue for
trustworthy partially
automated vehicles and
driver assistance systems
(SAE L3)

VERDI Recommendations

VERDI Methodology



The VERDI Criteria Catalogue                       
for trustworthy partially automated vehicles and 

driver assistance systems (SAE L3)

Approach

Pillars

Structure

How to use it?

Today…



Approach



Values by design Beyond compliance Manufacturers as the 
main target group

• Inlcude values throughout 
the whole lifecycle of the 
product (design, 
implementation and use)

• Not a mere translation of 
existing legal frameworks

• What more could be done?

• Other relevant stakeholders: 
vehicles users, policy makers, 
NGOs etc.

• VERDI Recommendations



Few observations

Essential vs.non-essential functions

Driver vs Fallback-ready user

Autonomous vs automated vehicles



☞ Privacy and data protection

Essential vs.non-essential functions

• Performance of the driving task

• Vehicle operation

Essential functions

• Additional functions and services

• In-car entertainment

Non-Essential functions

VERDI ♪



SAE L3 – introduction of a new role – the fallback-ready user

To what extent is a smooth driver-system interaction and transfer
of control at all realistic and safe?

If the driver remains legally responsible in the role of FRU, then the
question arises, to what extent is the term “fallback-ready user”
truly necessary?

Driver vs Fallback-ready user



Autonomous vs automated vehicles

Increased tendency to ascribe traditional human-related
characteristics to technology

What do we mean when we refer to technology as autonomous?

☞ Restrict autonomy to humans?



The pillars of the VERDI Criteria Catalogue



 → 2 H2020 projects

→ 4 Disciplinary Support Studies                     
(Ethics, Law, Sociology, Psychology)

→ AI HLEG’s Ethics Guidelines and ALTAI

*

TRUESSEC.eu Criteria Catalogue for 
trustworthy ICT products and services

* Images: AI HLEG (2019): Ethics Guidelines for Trustworthy AI. [online] https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai .
AI HLEG (2020): The Assesment List For Trustworthy Artificial Intelligence (ALTAI). [online] https://ec.europa.eu/digital-single-market/en/news/assessment-list-
trustworthy-artificial-intelligence-altai-self-assessmen .



The structure of the VERDI Criteria Catalogue



VERDI Core Areas

VERDI Criteria

VERDI Indicators

From abstract Core Areas to concrete Indicators



Transparency Privacy and good data governance Fairness

Autonomy Responsibility and accountability Protection

VERDI Core Areas



Transparency The Core Area ‘Transparency’ encompasses provider’s information 
duties towards the user regarding the system’s functionality and 
limitations as well as the data that is processed by the system. 
Additionally, it also focuses on information representation. 

Privacy and good data 
governance 

This Core Area entails two aspects: (1) any personal data processed 
as part of the interaction with the system should be protected, and 
(2) the user should have the possibility to control that data. 

Autonomy Autonomy refers to the ADS providing the user with the possibility 
to choose and make decisions regarding the (non-)use of certain 
automation aspects and services as well as acknowledging other 
parties’ rights and freedoms. 

Fairness Fairness stands for preventing cases of discrimination due to 
algorithmic biases and societal factors (e.g. socio-economic status) 
and considering effects and contributions towards social in- and 
exclusion.  

Responsibility and 
accountability 

Respect and clear information about the stipulation of roles and 
liabilities. It furthermore addresses the legitimate and reasonable 
expectations of the user and society in relation to the system’s 
functionality and reliability. 

Protection This core area refers to the protection of users, other road users and 
the surrounding from any harms and risks that might be caused by 
the ADS, including physical harm (safety) and protection of software 
errors and data (security). 

 



Example: Core Area Transparency



VERDI Criteria



VERDI Indicators



VERDI Indicators



How to use the VERDI Criteria Catalogue?



Evaluate the trustworthiness of their
own vehicle and of the vehicle
manufacturer

Awareness - raising regarding issues of  
trustworthiness 

Crowd assessment

Manufacturers Vehicle users

Tool for the evaluation of the trustworhiness 
of partially-automated vehicles

Values to be considered into the design,
development and implementation of these
vehicles.

Check the adherence to these values at any
time.

Value conflicts to be considered



The VERDI solution:

“The trustworthy 
European connected car”

 Protection comes first and before economization

 Respect user’s privacy and autonomy

 Focus on transparency

 Clear division of roles and responsibilities

 Focus on driving functionality

 Data cooperation

It is up to all of us…
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Thank you for your attention!

hristina.veljanova@uni-graz.at


