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#### Abstract

A quantitative frequency-domain condition related to the exponential stabilizability for infinitedimensional linear control systems is presented. It is proven that this condition is necessary and sufficient for the stabilizability of special systems, while it is a necessary condition for the stabilizability in general. Applications are provided.
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## 1 Introduction

Stabilization for linear control systems is one of the most important directions of control theory. How to determine whether a linear control system is stabilizable is one of the largest concerns in this direction. Over the past half-century, researchers have obtained many useful results on this issue (see, for instance, $[2,3,4,5,6,9,13,17,18,19,20,23,25,28,31]$ and the references therein). These works have laid a solid foundation for the study of the stabilization of linear control systems. For finite-dimensional linear control systems, there is a well-known frequency-domain criterion to determine the stabilizability, which is the Hautus test condition (see [11]). Unfortunately, this criterion may not be valid in infinitedimensional settings. For infinite-dimensional linear control systems, researchers have been trying to obtain the corresponding frequency-domain criteria for stabilization. This paper intends to provide a frequency-domain condition that is a necessary and sufficient condition for the stabilizability for special linear control systems, while it is a necessary condition in general. We begin by introducing the frequently used notation in this paper.

### 1.1 Notation

Let $\mathbb{N}^{+}:=\mathbb{N} \backslash\{0\}, \mathbb{R}^{+}:=(0,+\infty)$ and $\mathbb{R}^{-}:=(-\infty, 0)$. If $\gamma \in \mathbb{R}$, we write $\mathbb{C}_{\gamma}^{+}:=\{z \in \mathbb{C}: \operatorname{Re} z>\gamma\}$ and $\mathbb{C}_{\gamma}^{-}:=\{z \in \mathbb{C}: \operatorname{Re} z<\gamma\}$. Let i be the unit imaginary number. If $S$ is a subset of $\mathbb{C}$, we denote its closure by $\bar{S}$. If $T>0$, we let $[T]:=\max \{n \in \mathbb{N}: n \leq T\}$. If $X$ is a Banach space, we denote its norm and dual space by $\|\cdot\|_{X}$ and $X^{*}$, respectively. If $X$ is a Hilbert space, we use $\langle\cdot, \cdot\rangle_{X}$ to denote its inner product. For Banach spaces $X_{1}$ and $X_{2}, \mathcal{L}\left(X_{1} ; X_{2}\right)$ denotes the space of all bounded linear operators from $X_{1}$ to $X_{2}$. We write $\mathcal{L}\left(X_{1}\right):=\mathcal{L}\left(X_{1} ; X_{2}\right)$ if $X_{1}=X_{2}$. Given an unbounded (or bounded) linear operator $L$ from $X_{1}$ to $X_{2}$, its domain, kernel, adjoint operator, resolvent set, and spectrum are

[^0]$D(L):=\left\{f \in X_{1}: L f \in X_{2}\right\}, \operatorname{Ker}(L):=\{f \in D(L): L f=0\}, L^{*}, \rho(L)$ and $\sigma(L)$, respectively. Given two sets $\Lambda_{1}$ and $\Lambda_{2}$ in $X$, we let $\operatorname{Span}\left\{\Lambda_{1}, \Lambda_{2}\right\}$ be the space spanned by the elements of $\Lambda_{1}$ and $\Lambda_{2}$. We use $C(\cdots)$ or $D(\cdots)$ to denote constants that depend on what is enclosed in the brackets.

### 1.2 Control problem

Let $H$ and $U$ be two separable and complex Hilbert spaces. We consider the control system $[A, B]$, i.e.,

$$
\begin{equation*}
y^{\prime}(t)=A y(t)+B u(t), \quad t \in \mathbb{R}^{+} \tag{1.1}
\end{equation*}
$$

(where $u \in L^{2}\left(\mathbb{R}^{+} ; U\right)$ ) under the following assumptions:
$\left(A_{1}\right)$ Operator $A$ with its domain $D(A)$ generates a $C_{0}$-semigroup $S(\cdot)$ on $H$.
$\left(A_{2}\right)$ Operator $B$ belongs to $\mathcal{L}\left(U ; H_{-1}\right)$, where $H_{-1}$ is the completion of $H$ with respect to the norm $\|f\|_{-1}:=\left\|\left(\rho_{0} I-A\right)^{-1} f\right\|_{H}(f \in H)$, and $\rho_{0} \in \rho(A) \cap \mathbb{R}^{+}$is arbitrarily fixed.
$\left(A_{3}\right)$ For each $T>0$, there is $C(T)>0$ such that

$$
\int_{0}^{T}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t \leq C(T)\|\varphi\|_{H}^{2} \text { for } \varphi \in D\left(A^{*}\right)
$$

Remark 1.1. There are several remarks on the above assumptions as follows:
(i) In this paper, we write $H_{1}$ for the space $D\left(A^{*}\right)$ with the norm: $\left\|\left(\rho_{0} I-A^{*}\right) \varphi\right\|_{H}, \varphi \in D\left(A^{*}\right)$. (The space $H_{-1}$ is the dual space of $H_{1}$ with respect to the pivot space $H$, see [30, Section 2.9, Chapter 2]); $\widetilde{A}$ denotes the unique extension of $A$ in $\mathcal{L}\left(H ; H_{-1}\right)$, which is provided in the following manner (see [30, Proposition 2.10.3, Chapter 2]):

$$
\begin{equation*}
\langle\widetilde{A} \varphi, \psi\rangle_{H_{-1}, H_{1}}=\left\langle\varphi, A^{*} \psi\right\rangle_{H} \quad \text { for } \varphi \in H, \quad \psi \in H_{1} \tag{1.2}
\end{equation*}
$$

We let $\widetilde{S}(\cdot):=\left(\rho_{0} I-\widetilde{A}\right) S(\cdot)\left(\rho_{0} I-\widetilde{A}\right)^{-1}$, which is the $C_{0}$-semigroup on $H_{-1}$ generated by $\widetilde{A}$ (with its domain H) and an extension of $S(\cdot)$ (see [30, Proposition 2.10.4, Chapter 2]).
Moreover, by assumption $\left(A_{2}\right)$, we have $B^{*} \in \mathcal{L}\left(H_{1} ; U\right)$ and $B^{*}\left(\rho_{0} I-A^{*}\right)^{-1} \in \mathcal{L}(H ; U)$.
(ii) By assumption $\left(A_{3}\right)$, we have that for any $u \in L^{2}\left(\mathbb{R}^{+} ; U\right)$ and $y_{0} \in H$, system (1.1), which corresponds to this $u$ and with the initial condition $y(0)=y_{0}$, has a unique solution in $C\left(\mathbb{R}^{+} ; H\right)$, and this solution can be expressed by $y\left(t ; y_{0}, u\right)=\widetilde{S}(t) y_{0}+\int_{0}^{t} \widetilde{S}(t-s) B u(s) d s, t \in \mathbb{R}^{+}$. (See [30, Propositions 4.2.2, 4.2.5, Chapter 4].)

We now define the exponential/rapid stabilizability for system $[A, B]$.
Definition 1.2. System $[A, B]$ is said to be exponentially stabilizable (or "stabilizable" for short) if there is a constant $\alpha>0$, a $C_{0}$-semigroup $\mathcal{S}(\cdot)$ on $H$ (with generator $\mathcal{A}: D(\mathcal{A}) \subset H \rightarrow H$ ), and an operator $K \in \mathcal{L}(D(\mathcal{A}) ; U)$ such that
(a) there is a constant $C_{1}>0$ such that $\|\mathcal{S}(t)\|_{\mathcal{L}(H)} \leq C_{1} e^{-\alpha t}$ for all $t \in \mathbb{R}^{+}$;
(b) for each $x \in D(\mathcal{A}), \mathcal{A} x=\widetilde{A} x+B K x$, with $\widetilde{A}$ provided by (1.2);
(c) there is a constant $C_{2}>0$ such that $\|K \mathcal{S}(\cdot) x\|_{L^{2}\left(\mathbb{R}^{+} ; U\right)} \leq C_{2}\|x\|_{H}$ for each $x \in D(\mathcal{A})$.
$K$ and $\alpha$ are called the feedback law and a stabilizable decay rate (i.e., decay rate for short), respectively. If $\alpha, \mathcal{S}(\cdot)$, and $K$ exist, system $[A, B]$ is also said to be stabilizable with decay rate $\alpha$.

Definition 1.3. System $[A, B]$ is rapidly (or completely) stabilizable if for each $\alpha>0,[A, B]$ is stabilizable with decay rate $\alpha$.

Remark 1.4. Several notes on Definition 1.2 are provided as follows:
(i) Definition 1.2 is originally from [10], where the authors proved that the solvability of the LQ problem: $V\left(y_{0}\right)=\inf _{u \in L^{2}\left(\mathbb{R}^{+} ; U\right)} \int_{0}^{+\infty}\left[\left\|y\left(t ; u, y_{0}\right)\right\|_{H}^{2}+\|u(t)\|_{U}^{2}\right] d t$ (i.e., $V\left(y_{0}\right)<+\infty$ for all $y_{0} \in H$ ) implies the stabilizability of system $[A, B]$ in the sense of Definition 1.2. The reverse was proven in [17, Proposition 3.9]. Hence, the solvability of the above $L Q$ problem is equivalent to the stabilizability of system $[A, B]$ in the sense of Definition 1.2.
(ii) If $B \in \mathcal{L}(U ; H)$, the stabilizability of system $[A, B]$ is defined as follows: there is a $K \in \mathcal{L}(H ; U)$ such that $e^{(A+B K) t}$ is exponentially stable. Using the weak observability inequality in [17, 28], one can easily show that Definition 1.2 is an extension of the above definition if $B \in \mathcal{L}(U ; H)$.
(iii) If $[A, B]$ is stabilizable in the sense of Definition 1.2, the feedback law can be constructed by the usual $L Q$ theory.

### 1.3 Motivation and novelty

Motivation. The stabilizability of system $[A, B]$ is equivalent to the weak observability inequality. This can be concluded from the next lemma (see [17, 20, 28]).

Lemma 1.5. (i) System $[A, B]$ is stabilizable if and only if there are constants $\alpha>0$ and $C(\alpha)>0$ such that

$$
\begin{equation*}
\left\|S^{*}(t) \varphi\right\|_{H}^{2} \leq C(\alpha)\left(\int_{0}^{t}\left\|B^{*} S^{*}(s) \varphi\right\|_{U}^{2} d s+e^{-\alpha t}\|\varphi\|_{H}^{2}\right) \quad \text { for } t \in \mathbb{R}^{+}, \varphi \in H_{1} \tag{1.3}
\end{equation*}
$$

if and only if there are constants $T>0, \delta \in(0,1), C>0$ such that

$$
\begin{equation*}
\left\|S^{*}(T) \varphi\right\|_{H}^{2} \leq C \int_{0}^{T}\left\|B^{*} S^{*}(s) \varphi\right\|_{U}^{2} d s+\delta\|\varphi\|_{H}^{2} \quad \text { for } \varphi \in H_{1} \tag{1.4}
\end{equation*}
$$

(ii) System $[A, B]$ is rapidly stabilizable if and only if for each $\alpha>0$, there is $C(\alpha)>0$ that satisfies (1.3).

Inequality (1.3) (or (1.4)) can be considered a time-domain criterion for the stabilizability of system $[A, B]$. Naturally, we would expect frequency-domain criteria for system $[A, B]$. For finite-dimensional settings, the following criterion on the stabilizability is well known:

Lemma 1.6. ([11, Theorems 3, 4]) Let $H:=\mathbb{C}^{n}, U:=\mathbb{C}^{m}, A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{n \times m}\left(n, m \in \mathbb{N}^{+}\right)$. Then, system $[A, B]$ is stabilizable if and only if the pair $\left(A^{*}, B^{*}\right)$ satisfies the condition

$$
(H S F): \operatorname{Ker}\left(\lambda I-A^{*}, B^{*}\right)^{\top}=\{0\} \text { for } \lambda \in \sigma\left(A^{*}\right) \cap \overline{\mathbb{C}_{0}^{+}}
$$

The time-domain criterion and frequency-domain criterion have their own merits. Unfortunately, for general infinite-dimensional linear control systems, the equivalence in Lemma 1.6 may not be true. Counterexamples can be founded in [12] (see also [8, 3.4 in Section 3, Chapter 4]). Thus, it is natural to ask for frequency-domain criteria/conditions on the stabilization for system $[A, B]$ in our setting.
Novelty. We provide a quantitative frequency-domain condition that can be considered as a generalization of condition (HSF) in Lemma 1.6. We prove that this condition is a criterion on the stabilization for system $[A, B]$ under additional conditions beyond $\left(A_{1}\right)-\left(A_{3}\right)$, while it is a necessary condition for the stabilization in general. Our method of proving these results uses the weak observability inequality in Lemma 1.5. Combining time domain with frequency domain concepts appears to be novel for infinite dimensional stabilization problems.

### 1.4 Main results

To state our main results, we need the following definition:
Definition 1.7. (i) The pair $\left(A^{*}, B^{*}\right)$ satisfies $(H E S I)_{\beta}$ for some $\beta>0$ if there are constants $\beta>0$ and $C(\beta)>0$ such that

$$
\begin{equation*}
\|\varphi\|_{H}^{2} \leq \frac{C(\beta)}{(\operatorname{Re} \lambda+\beta)^{2}}\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H_{1} \tag{1.5}
\end{equation*}
$$

or equivalently, there are constants $\beta>0$ and $C(\beta)>0$ such that

$$
\begin{equation*}
\|\varphi\|_{H}^{2} \leq C(\beta)\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H_{1} \text {. } \tag{1.6}
\end{equation*}
$$

(ii) The pair $\left(A^{*}, B^{*}\right)$ satisfies (HESI) if it satisfies $(H E S I)_{\beta}$ for each $\beta>0$.

Remark 1.8. Two notes on Definition 1.7 are as follows:
(i) The constants in $(H E S I)_{\beta}$, (1.5) and (1.6) are allowed to be different. The proof of the equivalence between (1.5) and (1.6) will be given in Appendix of the paper (see Proposition 5.1). It is worth mentioning that (1.5) is more sharp than (1.6) to describe the optimal decay rate of system $[A, B]$ (see Remark 5.2).
(ii) $(H E S I)_{\beta}($ for some $\beta>0)$ is a type of quantitative frequency-domain condition. The connection to (HSF) (in Lemma 1.6) is as follows: if $\left(A^{*}, B^{*}\right)$ satisfies $(H E S I)_{\beta}$ for some $\beta>0$, then $\operatorname{Ker}(\lambda I-$ $\left.A^{*}, B^{*}\right)^{\top}=\{0\}$ for each $\lambda \in \mathbb{C}_{-\beta}^{+}$.
(iii) $(\mathrm{HESI})_{\beta}($ for some $\beta>0)$ can be considered an extension of the classical frequency-domain criterion for the exponential stability of the $C_{0}$-semigroup $S(\cdot)$. Indeed, if $B^{*}=0$ and the pair $\left(A^{*}, 0\right)$ satisfies $(H E S I)_{\beta}$ for some $\beta>0$, then it follows from (1.5) that $\mathbb{C}_{-\beta}^{+} \subset \rho\left(A^{*}\right)$ and $\sup _{\lambda \in \mathbb{C}_{-\alpha}^{+}} \|(\lambda I-$ $\left.A^{*}\right)^{-1} \|_{\mathcal{L}(H)}<+\infty$ for each $\alpha \in(0, \beta)$. Thus, by [8, Theorem 1.11, Chapter V] (see also [12, 22]), we see that $S^{*}(\cdot)$ is exponentially stable, and so is $S(\cdot)$.

The first two main theorems show that under additional conditions beyond $\left(A_{1}\right)-\left(A_{3}\right)$, $(\operatorname{HESI})_{\beta}$ for some $\beta>0$ is a necessary and sufficient condition on the stabilizability of system $[A, B]$.

Theorem 1.9. Suppose that assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ hold. Further assume that $A$ is a normal operator, and for each $\gamma>0, \sigma(A) \cap \mathbb{C}_{-\gamma}^{+}$is bounded. Then, the following conclusions are true:
(i) System $[A, B]$ is stabilizable if and only if the pair $\left(A^{*}, B^{*}\right)$ satisfies $(H E S I)_{\beta}$ for some $\beta>0$.
(ii) System $[A, B]$ is rapidly stabilizable if and only if the pair $\left(A^{*}, B^{*}\right)$ satisfies (HESI).

Remark 1.10. Two notes on the assumptions in Theorem 1.9 are as follows:
(i) The application of normal operators in partial differential equations covers a considerable area. It includes self-adjoint operators and linear partial differential operators on the entire space with (real/complex-valued) constant coefficients among others (see [26, Theorem 13.24, Chapter 13]).
(ii) If the semigroup $S(\cdot)$ is uniformly continuous/analytical/differentiable/compact, then $\sigma(A) \cap \mathbb{C}_{-\gamma}^{+}$ is bounded for each $\gamma>0$ (see [21, Sections 2.3-2.6, Chapter 2]).

Theorem 1.11. Suppose that the assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ hold. Furthermore, assume that one of the following assumptions holds:
(a) The semigroup $S^{*}(\cdot)$ is uniformly bounded;
(b) For each $\alpha>0$, there are two closed subspaces $Q_{1}:=Q_{1}(\alpha)$ and $Q_{2}:=Q_{2}(\alpha)$ of $H$ (depending on $\alpha)$ such that $\left(b_{1}\right) H=Q_{1} \oplus Q_{2} ;\left(b_{2}\right) Q_{1}$ and $Q_{2}$ are invariant subspaces of $S^{*}(\cdot) ;\left.\left(b_{3}\right) A^{*}\right|_{Q_{1}}$, the restriction of $A^{*}$ on $Q_{1}$ is bounded and satisfies that $\sigma\left(\left.A^{*}\right|_{Q_{1}}\right) \subset \mathbb{C}_{-\alpha}^{+} ;\left.\left(b_{4}\right) S^{*}(\cdot)\right|_{Q_{2}}$, the restriction of $S^{*}(\cdot)$ on $Q_{2}$ is exponentially stable.

Then, system $[A, B]$ is stabilizable if and only if the pair $\left(A^{*}, B^{*}\right)$ satisfies $(H E S I)_{\beta}$ for some $\beta>0$.
Remark 1.12. Several notes on Theorem 1.11 are as follows:
(i) If $A$ is skew-adjoint (i.e., $A=-A^{*}$ ), then the semigroup $S^{*}(\cdot)$ is uniformly bounded.
(ii) If the semigroup $S(\cdot)$ is compact, then for each $\alpha>0$, we can find two closed subspaces $Q_{1}$ and $Q_{2}$ of $H$ such that $Q_{1}$ is finite-dimensional; conditions $\left(b_{1}\right)-\left(b_{4}\right)$ in (b) of Theorem 1.11 hold. (See [8, Section 3, Chapter IV, Section 3, ChapterV].)
(iii) In assumption (b) of Theorem 1.11, it is not required that $Q_{1}$ has a finite dimension.

The last main result of this paper shows that $(\mathrm{HESI})_{\beta}$ (for some $\left.\beta>0\right) /(\mathrm{HESI})$ is a necessary condition on the exponentially/rapidly stabilizability for system $[A, B]$, with $\left(A_{1}\right)-\left(A_{3}\right)$ holding.

Theorem 1.13. Under assumptions $\left(A_{1}\right)-\left(A_{3}\right)$, the following conclusions are true:
(i) If system $[A, B]$ is stabilizable, then the pair $\left(A^{*}, B^{*}\right)$ satisfies (HESI) ${ }_{\beta}$ for some $\beta>0$.
(ii) If system $[A, B]$ is rapidly stabilizable, then the pair $\left(A^{*}, B^{*}\right)$ satisfies (HESI).

### 1.5 Related works

- H. O. Fattorini in [9] established a frequency-domain condition similar to Lemma 1.6 for the special infinite-dimensional setting, where $B \in \mathcal{L}(U ; H)$; system $[A, B]$ can be decomposed into two decoupled subsystems: one is in a finite-dimensional subspace and controllable; the other is in an infinite-dimensional subspace and exponentially stable. For more studies in this direction, we refer the readers to $[3,7,23]$ and the references therein. The setting in [9] is covered by our setting, where $\left(A_{1}\right)-\left(A_{3}\right)$ and (b) in Theorem 1.11 hold (see (ii) in Remark 1.12). Thus, Theorem 1.11 can be considered an extension of the related result in [9].
- K. Liu proved in [18] that if $A$ is skew-adjoint and $B \in \mathcal{L}(U ; H)$, then system $[A, B]$ is stabilizable if and only if $i \mathbb{R} \in \rho\left(A-B B^{*}\right)$ and $\sup _{\omega \in \mathbb{R}}\left\|\left(\mathrm{i} \omega I-A+B B^{*}\right)^{-1}\right\|_{\mathcal{L}(H)}<+\infty$. Later, Q. Zhou and M. Yamamoto in [32] obtained that if $A$ is skew-adjoint and $B \in \mathcal{L}(U ; H)$, then system $[A, B]$ is stabilizable if and only if there was $C>0$ such that

$$
\|\varphi\|_{H}^{2} \leq C\left(\left\|\left(\mathrm{i} \omega I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \text { for } \omega \in \mathbb{R}, \quad \varphi \in H_{1} .
$$

These are two frequency-domain criteria on the stabilizability for the case $A=-A^{*}$ and $B \in$ $\mathcal{L}(U ; H)$. However, the condition that $A=-A^{*}$ implies condition (a) in Theorem 1.11. Thus, Theorem 1.11 can also be considered an extension of the above frequency-domain criteria.

- R. Rebarber and H. Zwart in [25] introduced the concept of the open-loop stabilizability for system $[A, B]$ and provided necessary conditions in the frequency-domain for the open-loop stabilizability in infinite dimensional settings. Such stabilizability is defined as follows: If there is $\sigma>0$ such that for each $y_{0} \in H$, there is a control $u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{+} ; U\right)\left(=\left(C_{0}^{\infty}\left(\mathbb{R}^{+} ; U\right)\right)^{\prime}\right)$ such that the solution (in the sense of distribution) $y\left(\cdot ; u, y_{0}\right)$ to system (1.1) (with the initial condition $y(0)=y_{0}$ and the control $u$ ) satisfies $e^{\sigma \cdot} y\left(\cdot ; u, y_{0}\right) \in L^{2}\left(\mathbb{R}^{+} ; H\right)$, then system $[A, B]$ is called open-loop stabilizable. Clearly, the open-loop stabilizability is weaker than the closed-loop stabilizability. (Several examples that are open-loop stabilizable but not closed-loop stabilizable were provided in [25].) For more studies on the open-loop stabilizability in infinite dimensional settings, we refer the readers to $[24,31,33,34,35]$. Our condition (HESI) $\beta_{\beta}$ is partially inspired by [25] and related works.


### 1.6 Plan of this paper

This paper is organized as follows: In Section 2, we present some criteria on the stabilizability for system $[A, B]$. In Section 3, we prove our main theorems. In Section 4, we provide selected applications. Section 5 is Appendix.

## 2 Other criteria on the stabilization

This section provides criteria on stabilizability for system $[A, B]$ from the perspective of integral transformation. Although they are not easily verifiable, they play important roles in the proofs of our main theorems.

To present them, we must introduce the following function spaces: Let $X$ be a sparable, complex Hilbert space and $\alpha \geq 0$. For each open and connected subset $S \subset \mathbb{C}$, we let $\mathcal{H}(S ; X)$ be the set of all $X$-valued holomorphic functions on $S$. We define the following Hardy space:

$$
\mathcal{H}^{2}\left(\mathbb{C}_{-\alpha}^{+} ; X\right):=\left\{f \in \mathcal{H}\left(\mathbb{C}_{-\alpha}^{+} ; X\right): \mathcal{M}_{\alpha}(f)<+\infty\right\} \text { with } \mathcal{M}_{\alpha}(f):=\sup _{\omega_{1}>-\alpha} \int_{\mathbb{R}}\left\|f\left(\omega_{1}+\mathrm{i} \omega_{2}\right)\right\|_{X}^{2} d \omega_{2},
$$

and the following weighted $L^{2}$-space:

$$
L_{\alpha}^{2}\left(\mathbb{R}^{+} ; X\right):=\left\{h: \mathbb{R} \rightarrow X: e^{\alpha \cdot} h(\cdot) \in L^{2}(\mathbb{R} ; X) ; \quad h=0 \text { on } \mathbb{R}^{-}\right\}
$$

with the inner product:

$$
\langle g, h\rangle_{L_{\alpha}^{2}\left(\mathbb{R}^{+} ; X\right)}:=\int_{\mathbb{R}^{+}} e^{2 \alpha t} g(t) h(t) d t
$$

One can easily check that $L_{\alpha}^{2}\left(\mathbb{R}^{+} ; X\right)$ is a Hilbert space and continuously embedded into $L^{2}\left(\mathbb{R}^{+} ; X\right)$. Throughout this paper, we extend each $f \in L^{2}\left(\mathbb{R}^{+} ; X\right)$ over $\mathbb{R}$ by setting it to be zero over $\mathbb{R}^{-}$(we denote this extension in same way $)$. Thus, we have $L_{0}^{2}\left(\mathbb{R}^{+} ; X\right)=L^{2}\left(\mathbb{R}^{+} ; X\right)$.

Theorem 2.1. Suppose that $\left(A_{1}\right)-\left(A_{3}\right)$ hold. Then, the following statements are equivalent:
(i) System $[A, B]$ is stabilizable.
(ii) There is $\alpha>0$ such that for each $\beta \in[0, \alpha)$ and $y_{0} \in H$, there is $\left(\xi\left(\cdot ; y_{0}\right), \eta\left(\cdot ; y_{0}\right)\right) \in \mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; H\right) \times$ $\mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; U\right)$ such that

$$
\begin{align*}
& \left\langle\xi\left(\lambda ; y_{0}\right),\left(\bar{\lambda} I-A^{*}\right) \varphi\right\rangle_{H}+\left\langle\eta\left(\lambda ; y_{0}\right), B^{*} \varphi\right\rangle_{U}=\left\langle y_{0}, \varphi\right\rangle_{H} \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H_{1},  \tag{2.1}\\
& \left\|\xi\left(\lambda ; y_{0}\right)\right\|_{H} \leq \frac{C(\beta)}{\operatorname{Re\lambda +\beta }}\left\|y_{0}\right\|_{H}, \quad\left\|\eta\left(\lambda ; y_{0}\right)\right\|_{U} \leq \frac{D(\beta)}{\sqrt{\operatorname{Re\lambda +\beta }}}\left\|y_{0}\right\|_{H} \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \tag{2.2}
\end{align*}
$$

where $C(\beta)>0$ and $D(\beta)>0$ are two constants independent of $y_{0}$.
(iii) There is $\beta \geq 0$ such that for each $y_{0} \in H$, there is $\left(\xi\left(\cdot ; y_{0}\right), \eta\left(\cdot ; y_{0}\right)\right) \in \mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; H\right) \times \mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; U\right)$ satisfying (2.1).

To prove Theorem 2.1, we need the following lemmas: The first lemma contains several results quoted from [7, Section A.6.3, Chapter A]:

Lemma 2.2. Let $\alpha \geq 0$. Then, the following statements are true:
(i) $f \in \mathcal{H}^{2}\left(\mathbb{C}_{-\alpha}^{+} ; X\right)$ if and only if there is a unique $h \in L_{\alpha}^{2}\left(\mathbb{R}^{+} ; X\right)$ such that $f(\lambda)=\int_{\mathbb{R}^{+}} e^{-t \lambda} h(t) d t$ $\left(\lambda \in \mathbb{C}_{-\alpha}^{+}\right)$, i.e., $\mathcal{H}^{2}\left(\mathbb{C}_{-\alpha}^{+} ; X\right)$ and $L_{\alpha}^{2}\left(\mathbb{R}^{+} ; X\right)$ are linear isomorphic. Moreover, $\frac{1}{2 \pi} \mathcal{M}_{\alpha}(f)=$ $\int_{\mathbb{R}^{+}} e^{2 \alpha t}\|h(t)\|_{X}^{2} d t$.
(ii) For each $f \in \mathcal{H}^{2}\left(\mathbb{C}_{-\alpha}^{+} ; X\right)$, there is a unique $f_{\alpha}^{*} \in L^{2}(\mathbb{R} ; X)$ such that $\lim _{\omega_{1} \rightarrow-\alpha} \| f\left(\omega_{1}+\mathrm{i} \cdot\right)-$ $f_{\alpha}^{*} \|_{L^{2}(\mathbb{R} ; X)}=0$. Moreover, $\left\|f_{\alpha}^{*}\right\|_{L^{2}(\mathbb{R} ; X)}^{2}=\mathcal{M}_{\alpha}(f)$.
(iii) $\mathcal{H}^{2}\left(\mathbb{C}_{-\alpha}^{+} ; X\right)$, with inner product $\langle f, g\rangle_{\mathcal{H}^{2}\left(\mathbb{C}_{-\alpha}^{+} ; X\right)}:=\left\langle f_{\alpha}^{*}, g_{\alpha}^{*}\right\rangle_{L^{2}(\mathbb{R} ; X)}\left(f, g \in \mathcal{H}^{2}\left(\mathbb{C}_{-\alpha}^{+} ; X\right)\right.$ ), is a Hilbert space.

The second lemma is as follows, which is clear if $B \in \mathcal{L}(U ; H)$. However, for our framework, we do not find accurate literature that provides its proof. Thus, we provide it for the completeness of the paper.

Lemma 2.3. Suppose that $\left(A_{1}\right)-\left(A_{3}\right)$ hold. If system $[A, B]$ is stabilizable with decay rate $\alpha>0$, then for each $\beta \in(0, \alpha)$, system $[A+\beta I, B]$ is stabilizable.

Proof. We arbitrarily fix $\beta \in(0, \alpha)$. Since system $[A, B]$ is stabilizable with decay rate $\alpha>0$, we can use the same method as that used in Step 1 of the proof of [17, Theorem 3.4] to find a positive constant $C(\alpha)$ such that

$$
\left\|S^{*}(t) \varphi\right\|_{H}^{2} \leq C(\alpha)\left(\int_{0}^{t}\left\|B^{*} S^{*}(s) \varphi\right\|_{U}^{2} d s+e^{-2 \alpha t}\|\varphi\|_{H}^{2}\right) \text { for } t \in \mathbb{R}^{+}, \varphi \in H_{1}
$$

This yields that for each $t \in \mathbb{R}^{+}$,

$$
\begin{equation*}
\left\|S_{\beta}^{*}(t) \varphi\right\|_{H}^{2} \leq C(\alpha) e^{2 \beta t} \int_{0}^{t}\left\|B^{*} S_{\beta}^{*}(s) \varphi\right\|_{H}^{2} d s+C(\alpha) e^{-2(\alpha-\beta) t}\|\varphi\|_{H}^{2} \text { for } \varphi \in H_{1} \tag{2.3}
\end{equation*}
$$

where $S_{\beta}(\cdot)$ is the $C_{0}$-semigroup on $H$ generated by $A_{\beta}:=A+\beta I$ with its domain $D\left(A_{\beta}\right)=D(A)$. Let $T>0$ satisfy $\delta_{T}:=C(\alpha) e^{-2(\alpha-\beta) T}<1$. Then, it follows from (2.3) that

$$
\left\|S_{\beta}^{*}(T) \varphi\right\|_{H}^{2} \leq C(\alpha) e^{2 \beta T} \int_{0}^{T}\left\|B^{*} S_{\beta}^{*}(s) \varphi\right\|_{H}^{2} d s+\delta_{T}\|\varphi\|_{H}^{2} \text { for } \varphi \in H_{1}
$$

With Lemma 1.5, the above shows that system $\left[A_{\beta}, B\right]$ is stabilizable. This completes the proof.
Proof of Theorem 2.1. We organize the proof into the following steps.
Step 1. We prove $(i) \Rightarrow(i i)$.
Suppose that system $[A, B]$ is stabilizable with decay rate $\alpha>0$. We arbitrarily fix $\beta \in[0, \alpha)$. According to Lemma 2.3, system $\left[A_{\beta}, B\right]$ (where $A_{\beta}:=A+\beta I$ ) is stabilizable, i.e., there is $\gamma>0$, a $C_{0}$-semigroup $\mathcal{S}_{\beta, \gamma}(\cdot)$ on $H$ with the generator $\mathcal{A}_{\beta, \gamma}: D\left(\mathcal{A}_{\beta, \gamma}\right) \subset H \rightarrow H$, and a $K_{\beta, \gamma} \in \mathcal{L}\left(D\left(\mathcal{A}_{\beta, \gamma}\right) ; U\right)$ such that
(a1) there is $C_{\beta, \gamma, 1}>0$ such that $\left\|\mathcal{S}_{\beta, \gamma}(t)\right\|_{\mathcal{L}(H)} \leq C_{\beta, \gamma, 1} e^{-\gamma t}$ for all $t \in \mathbb{R}^{+}$;
(b1) for each $x \in D\left(\mathcal{A}_{\beta, \gamma}\right), \mathcal{A}_{\beta, \gamma} x=\widetilde{A}_{\beta} x+B K_{\beta, \gamma} x$, where $\widetilde{A}_{\beta}:=\widetilde{A}+\beta I$, with $\widetilde{A}$ provided by (1.2);
(c1) there is $C_{\beta, \gamma, 2}>0$ such that $\left\|K_{\beta, \gamma} \mathcal{S}_{\beta, \gamma}(\cdot) x\right\|_{L^{2}\left(\mathbb{R}^{+} ; U\right)} \leq C_{\beta, \gamma, 2}\|x\|_{H}$ for each $x \in D\left(\mathcal{A}_{\beta, \gamma}\right)$.
From these properties we deduce the following facts:
(O1) Based on (b1) and (c1), for each $y_{0} \in D\left(\mathcal{A}_{\beta, \gamma}\right)$,

$$
\begin{equation*}
u_{K_{\beta, \gamma}}\left(\cdot ; y_{0}\right):=K_{\beta, \gamma} \mathcal{S}_{\beta, \gamma}(\cdot) y_{0}=K_{\beta, \gamma} y_{K_{\beta, \gamma}}\left(\cdot ; y_{0}\right) \in L_{0}^{2}\left(\mathbb{R}^{+} ; U\right) \tag{2.4}
\end{equation*}
$$

and

$$
y_{K_{\beta, \gamma}}\left(t ; y_{0}\right):=\mathcal{S}_{\beta, \gamma}(t) y_{0}=\widetilde{S}_{\beta}(t) y_{0}+\int_{0}^{t} \widetilde{S}_{\beta}(t-s) B u_{K_{\beta, \gamma}}\left(s ; y_{0}\right) d s \text { for all } t \in \mathbb{R}^{+},
$$


(O2) We arbitrarily fix $y_{0} \in D\left(\mathcal{A}_{\beta, \gamma}\right)$. By (a1) and (2.4), we obtain that if $t \in \mathbb{R}^{+}$,

$$
\begin{align*}
\left\|u_{K_{\beta, \gamma}}\left(t ; y_{0}\right)\right\|_{U} & =\left\|K_{\beta, \gamma} y_{K_{\beta, \gamma}}\left(t ; y_{0}\right)\right\|_{U}=\left\|K_{\beta, \gamma} \mathcal{S}_{\beta, \gamma}(t) y_{0}\right\|_{U} \\
& \leq\left\|K_{\beta, \gamma}\left(\rho_{1} I-\mathcal{A}_{\beta, \gamma}\right)^{-1}\right\|_{\mathcal{L}(H ; U)}\left\|\mathcal{S}_{\beta, \gamma}(t)\left(\rho_{1} I-\mathcal{A}_{\beta, \gamma}\right) y_{0}\right\|_{H} \\
& \leq C_{\beta, \gamma, 1} e^{-\gamma t}\left\|K_{\beta, \gamma}\left(\rho_{1} I-\mathcal{A}_{\beta, \gamma}\right)^{-1}\right\|_{\mathcal{L}(H ; U)}\left\|\left(\rho_{1} I-\mathcal{A}_{\beta, \gamma}\right) y_{0}\right\|_{H}, \tag{2.5}
\end{align*}
$$

where $\rho_{1} \in \rho\left(\mathcal{A}_{\beta, \gamma}\right) \cap \mathbb{R}^{+}$, and we use that $K_{\beta, \gamma} \in \mathcal{L}\left(D\left(\mathcal{A}_{\beta, \gamma}\right) ; U\right)$.
(O3) We arbitrarily fix $y_{0} \in D\left(\mathcal{A}_{\beta, \gamma}\right)$ and define

$$
\begin{equation*}
\xi\left(\lambda ; y_{0}\right):=\int_{\mathbb{R}^{+}} e^{-\lambda t} y_{K_{\beta, \gamma}}\left(t ; y_{0}\right) d t ; \quad \eta\left(\lambda ; y_{0}\right):=-\int_{\mathbb{R}^{+}} e^{-\lambda t} u_{K_{\beta, \gamma}}\left(t ; y_{0}\right) d t, \quad \lambda \in \mathbb{C}_{0}^{+} . \tag{2.6}
\end{equation*}
$$

Considering the above two functions, we have the following conclusions: First, by (2.6) and (i) of Lemma 2.2, we see that $\xi\left(\cdot ; y_{0}\right) \in \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right)$ and $\eta\left(\cdot ; y_{0}\right) \in \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; U\right)$. Second, based on (2.4)-(2.6), (a1) and (c1), we find

$$
\begin{equation*}
\left\|\xi\left(\lambda ; y_{0}\right)\right\|_{H} \leq \frac{C_{\beta, \gamma, 1}}{\operatorname{Re} \lambda}\left\|y_{0}\right\|_{H} \text { and }\left\|\eta\left(\lambda ; y_{0}\right)\right\|_{U} \leq \frac{C_{\beta, \gamma, 2}}{\sqrt{\operatorname{Re} \lambda}}\left\|y_{0}\right\|_{H} \text { for } \lambda \in \mathbb{C}_{0}^{+} \tag{2.7}
\end{equation*}
$$

Third, based on (a1), (c1), and Lemma 2.2, we obtain

$$
\begin{gather*}
\left\|\xi\left(\cdot ; y_{0}\right)\right\|_{\mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right)}^{2}=2 \pi \int_{\mathbb{R}^{+}}\left\|y_{K_{\beta, \gamma}}\left(t ; y_{0}\right)\right\|_{H}^{2} d t \leq \gamma^{-1} \pi C_{\beta, \gamma, 1}^{2}\left\|y_{0}\right\|_{H}^{2}  \tag{2.8}\\
\left\|\eta\left(\cdot ; y_{0}\right)\right\|_{\mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; U\right)}^{2}=2 \pi \int_{\mathbb{R}^{+}}\left\|u_{K_{\beta, \gamma}}\left(t ; y_{0}\right)\right\|_{U}^{2} d t \leq 2 \pi C_{\beta, \gamma, 2}^{2}\left\|y_{0}\right\|_{H}^{2}
\end{gather*}
$$

Next, we show Claim One: For each $y_{0} \in H$, there is $\left(\xi\left(\cdot ; y_{0}\right), \eta\left(\cdot ; y_{0}\right)\right) \in \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right) \times \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; U\right)$ that satisfies (2.7) and

$$
\begin{equation*}
\left\langle\xi\left(\lambda ; y_{0}\right),\left(\bar{\lambda} I-A_{\beta}^{*}\right) \varphi\right\rangle_{H}+\left\langle\eta\left(\lambda ; y_{0}\right), B^{*} \varphi\right\rangle_{U}=\left\langle y_{0}, \varphi\right\rangle_{H} \text { for } \lambda \in \mathbb{C}_{0}^{+}, \varphi \in H_{1} \tag{2.9}
\end{equation*}
$$

The proof of Claim One will be organized using two cases.
Case 1. We consider that $y_{0} \in D\left(\mathcal{A}_{\beta, \gamma}\right)$.
First, based on (O3), we have (2.7) for this case. We now show (2.9) for this case. For this purpose, we arbitrarily fix $y_{0} \in D\left(\mathcal{A}_{\beta, \gamma}\right)$ and $\varphi \in H_{1}=D\left(A_{\beta}^{*}\right)$. From (O1) and the main theorem in [1] (see also [21, Theorem on Page 259]), we obtain

$$
\left\{\begin{array}{l}
\frac{d}{d t}\left\langle y_{K_{\beta, \gamma}}\left(t ; y_{0}\right), \varphi\right\rangle_{H}=\left\langle y_{K_{\beta, \gamma}}\left(t ; y_{0}\right), A_{\beta}^{*} \varphi\right\rangle_{H}+\left\langle u_{K_{\beta, \gamma}}\left(t ; y_{0}\right), B^{*} \varphi\right\rangle_{U}, \quad t \in \mathbb{R}^{+},  \tag{2.10}\\
y_{K_{\beta, \gamma}}(0)=y_{0}
\end{array}\right.
$$

The combination of this result, (a1), and (2.5) yield

$$
\begin{equation*}
e^{-\lambda} \frac{d}{d t}\left\langle y_{K_{\beta, \gamma}}\left(\cdot ; y_{0}\right), \varphi\right\rangle_{H} \in L^{1}\left(\mathbb{R}^{+} ; \mathbb{C}\right) \text { for each } \lambda \in \mathbb{C}_{0}^{+} \tag{2.11}
\end{equation*}
$$

Now, (a1), (2.11), and (2.6) lead to

$$
\int_{\mathbb{R}^{+}} e^{-\lambda t} \frac{d}{d t}\left\langle y_{K_{\beta, \gamma}}\left(t ; y_{0}\right), \varphi\right\rangle_{H} d t=\left\langle\lambda \xi\left(\lambda ; y_{0}\right), \varphi\right\rangle_{H}-\left\langle y_{0}, \varphi\right\rangle_{H}=\left\langle\xi\left(\lambda ; y_{0}\right), \bar{\lambda} \varphi\right\rangle_{H}-\left\langle y_{0}, \varphi\right\rangle_{H}, \lambda \in \mathbb{C}_{0}^{+}
$$

From the above and (2.10), one can directly obtain that $\left(\xi\left(\cdot ; y_{0}\right), \eta\left(\cdot ; y_{0}\right)\right)$ (which is defined by (2.6)) satisfies (2.9).
Case 2. We consider that $y_{0} \in H$.

According to the density of $D\left(\mathcal{A}_{\beta, \gamma}\right)$ in $H$, there is a sequence $\left\{y_{0}^{n}\right\}_{n \in \mathbb{N}^{+}} \subset D\left(\mathcal{A}_{\beta, \gamma}\right)$ such that $y_{0}^{n} \rightarrow y_{0}$ in $H$ as $n \rightarrow+\infty$. Thus, $\left\{y_{0}^{n}\right\}_{n \in \mathbb{N}^{+}}$is a Cauchy sequence in $H$. Moreover, by (2.6) and (2.8), we have

$$
\left\|\xi\left(\cdot ; y_{0}^{n}\right)-\xi\left(\cdot ; y_{0}^{m}\right)\right\|_{\mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right)}=\left\|\xi\left(\cdot ; y_{0}^{n}-y_{0}^{m}\right)\right\|_{\mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right)} \leq \sqrt{\gamma^{-1} \pi} C_{\beta, \gamma, 1}\left\|y_{0}^{n}-y_{0}^{m}\right\|_{H} \quad \forall n, m \in \mathbb{N}^{+}
$$

Hence, $\left\{\xi\left(\cdot ; y_{0}^{n}\right)\right\}_{n \in \mathbb{N}^{+}}$is a Cauchy sequence in $\mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right)$. Then, according to (iii) in Lemma 2.2, there is $\xi^{*}(\cdot) \in \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right)$ such that

$$
\begin{equation*}
\xi\left(\cdot ; y_{0}^{n}\right) \rightarrow \xi^{*}(\cdot) \text { in } \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right) \text { as } n \rightarrow+\infty \tag{2.12}
\end{equation*}
$$

By $(i)$ in Lemma 2.2, we can find $h^{*}(\cdot)$ in $L^{2}\left(\mathbb{R}^{+} ; H\right)$ such that $\xi^{*}(\cdot)=\int_{\mathbb{R}^{+}} e^{-\cdot t} h^{*}(t) d s$. The combination of this result, (2.6), (2.12) and (i) in Lemma 2.2 yield that if we write $h^{n}(t):=y_{K_{\beta, \gamma}}\left(t ; y_{0}^{n}\right), t \in \mathbb{R}^{+}$ ( $n \in \mathbb{N}^{+}$), then we have

$$
\int_{\mathbb{R}^{+}}\left\|h^{n}(t)-h^{*}(t)\right\|_{H}^{2} d t=\frac{1}{2 \pi}\left\|\xi\left(\cdot ; y_{0}^{n}\right)-\xi^{*}(\cdot)\right\|_{\mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right)}^{2} \rightarrow 0 \text { as } n \rightarrow+\infty
$$

Thus, for each $\lambda \in \mathbb{C}_{0}^{+}$,

$$
\begin{align*}
\left\|\xi\left(\lambda ; y_{0}^{n}\right)-\xi^{*}(\lambda)\right\|_{H}^{2} & \leq\left(\int_{\mathbb{R}^{+}} e^{-\operatorname{Re} \lambda t}\left\|h^{n}(t)-h^{*}(t)\right\|_{H} d t\right)^{2} \\
& \leq(2 \operatorname{Re} \lambda)^{-1}\left\|h^{n}-h^{*}\right\|_{L^{2}\left(\mathbb{R}^{+} ; H\right)}^{2} \rightarrow 0 \text { as } n \rightarrow+\infty \tag{2.13}
\end{align*}
$$

Similarly, we can show that there is $\eta^{*}(\cdot) \in \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; U\right)$ such that for each $\lambda \in \mathbb{C}_{0}^{+}$,

$$
\begin{equation*}
\left\|\eta\left(\lambda ; y_{0}^{n}\right)-\eta^{*}(\lambda)\right\|_{U} \rightarrow 0 \text { as } n \rightarrow+\infty \tag{2.14}
\end{equation*}
$$

Therefore, by (2.9), (2.13) and (2.14), we obtain that for $\varphi \in H_{1}$ and $\lambda \in \mathbb{C}_{0}^{+}$,

$$
\begin{aligned}
& \left\langle\xi^{*}(\lambda),\left(\bar{\lambda} I-A^{*}\right) \varphi\right\rangle_{H}+\left\langle\eta^{*}(\lambda), B^{*} \varphi\right\rangle_{U} \\
= & \lim _{n \rightarrow+\infty}\left\langle\xi\left(\lambda ; y_{0}^{n}\right),\left(\bar{\lambda} I-A^{*}\right) \varphi\right\rangle_{H}+\left\langle\eta\left(\lambda ; y_{0}^{n}\right), B^{*} \varphi\right\rangle_{U}=\lim _{n \rightarrow+\infty}\left\langle y_{0}^{n}, \varphi\right\rangle_{H}=\left\langle y_{0}, \varphi\right\rangle_{H},
\end{aligned}
$$

which leads to (2.9). Meanwhile, based on (2.13) and (2.14), we can directly observe that (2.7) holds for all $y_{0} \in H$. Hence, Claim One has been proven.

Finally, we arbitrarily fix $y_{0} \in H$. Letting $\lambda=\beta+\mu$ with $\mu \in \mathbb{C}_{-\beta}^{+}$, formulas (2.9) and (2.7) lead to

$$
\begin{gather*}
\left\langle\xi\left(\mu+\beta ; y_{0}\right),\left(\bar{\mu} I-A^{*}\right) \varphi\right\rangle_{H}+\left\langle\eta\left(\mu+\beta ; y_{0}\right), B^{*} \varphi\right\rangle_{U}=\left\langle y_{0}, \varphi\right\rangle_{H} \text { for } \mu \in \mathbb{C}_{-\beta}^{+}, \varphi \in H_{1}  \tag{2.15}\\
\left\|\xi\left(\mu+\beta ; y_{0}\right)\right\|_{H} \leq \frac{C_{\beta, \gamma, 1}}{\operatorname{Re} \mu+\beta}\left\|y_{0}\right\|_{H} \text { and }\left\|\eta\left(\mu+\beta ; y_{0}\right)\right\|_{U} \leq \frac{C_{\beta, \gamma, 2}}{\sqrt{\operatorname{Re} \mu+\beta}}\left\|y_{0}\right\|_{H} \text { for } \mu \in \mathbb{C}_{-\beta}^{+} . \tag{2.16}
\end{gather*}
$$

One can directly check that $\left(\xi\left(\cdot+\beta ; y_{0}\right), \eta\left(\cdot+\beta ; y_{0}\right)\right) \in \mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; H\right) \times \mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; U\right)\left(\right.$ since $\left(\xi\left(\cdot ; y_{0}\right), \eta\left(\cdot ; y_{0}\right)\right) \in$ $\mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; H\right) \times \mathcal{H}^{2}\left(\mathbb{C}_{0}^{+} ; U\right)$ ). Thus, (2.15) and (2.16) imply that (2.1) and (2.2) hold with $C(\beta):=C_{\beta, \gamma, 1}$ and $D(\beta):=C_{\beta, \gamma, 2}$, respectively. Hence, conclusion (ii) is true.
Step 2. The proof of $(i i) \Rightarrow(i i i)$ is trivial.
Step 3. We prove $(i i i) \Rightarrow(i)$.
Suppose that (iii) holds, i.e., there is $\beta \geq 0$ such that for each $y_{0} \in H$, there is $\left(\xi\left(\cdot ; y_{0}\right), \eta\left(\cdot ; y_{0}\right)\right) \in$ $\mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; H\right) \times \mathcal{H}^{2}\left(\mathbb{C}_{-\beta}^{+} ; U\right)$ satisfying (2.1). We arbitrarily fix $y_{0} \in H$. Then, based on $(i)$ in Lemma 2.2, there is a unique $(y(\cdot), u(\cdot)) \in L_{\beta}^{2}\left(\mathbb{R}^{+} ; H\right) \times L_{\beta}^{2}\left(\mathbb{R}^{+} ; U\right)$ such that

$$
\begin{equation*}
\xi\left(\lambda ; y_{0}\right)=\int_{\mathbb{R}^{+}} e^{-\lambda t} y(t) d t ; \quad \eta\left(\lambda ; y_{0}\right)=-\int_{\mathbb{R}^{+}} e^{-\lambda t} u(t) d t, \lambda \in \mathbb{C}_{\beta}^{+} \tag{2.17}
\end{equation*}
$$

Let $\omega:=\max \left\{1, \lim _{t \rightarrow+\infty} t^{-1} \ln \|S(t)\|_{\mathcal{L}(H)}\right\}$. Then, $\xi\left(\cdot ; y_{0}\right)$ and $\eta\left(\cdot ; y_{0}\right)$ are well defined over $\mathbb{C}_{\omega}^{+}$, and moreover, by $\left[8\right.$, Proposition 2.2, Chapter IV], we have $\mathbb{C}_{\omega}^{+} \subset \rho(A)(=\rho(\widetilde{A}))$. We arbitrarily fix $\lambda \in \mathbb{C}_{\omega}^{+}$. Then, we have that $\left(\bar{\lambda} I-A^{*}\right)^{-1} \in \mathcal{L}\left(H ; H_{1}\right)$, and it follows from the proof of Theorem 3.1 in [21, Section 1.3, Chapter 1] that

$$
\begin{equation*}
\left(\bar{\lambda} I-A^{*}\right)^{-1} \varphi=\int_{\mathbb{R}^{+}} e^{-\bar{\lambda} t} S^{*}(t) \varphi d t \text { for each } \varphi \in H \tag{2.18}
\end{equation*}
$$

We arbitrarily fix $\psi \in H_{1}$. There are two facts. First, replacing $\varphi$ by $\left(\bar{\lambda} I-A^{*}\right)^{-1} \psi$ in (2.1) $\left(\lambda \in \mathbb{C}_{\omega}^{+}\right)$ leads to

$$
\begin{equation*}
\left\langle\xi\left(\lambda ; y_{0}\right), \psi\right\rangle_{H}+\left\langle\eta\left(\lambda ; y_{0}\right), B^{*}\left(\bar{\lambda} I-A^{*}\right)^{-1} \psi\right\rangle_{U}=\left\langle y_{0},\left(\bar{\lambda} I-A^{*}\right)^{-1} \psi\right\rangle_{H} \tag{2.19}
\end{equation*}
$$

Second, with assumption $\left(A_{2}\right)$, we have $B^{*} \in \mathcal{L}\left(H_{1} ; U\right)$ and $B^{*}\left(\lambda I-A^{*}\right)^{-1} \in \mathcal{L}(H ; U)$, thus,

$$
\begin{equation*}
\left\langle\eta\left(\lambda ; y_{0}\right), B^{*}\left(\bar{\lambda} I-A^{*}\right)^{-1} \psi\right\rangle_{U}=\left\langle B \eta\left(\lambda ; y_{0}\right),\left(\bar{\lambda} I-A^{*}\right)^{-1} \psi\right\rangle_{H_{-1}, H_{1}} . \tag{2.20}
\end{equation*}
$$

Now, we claim that

$$
\begin{equation*}
e^{-\operatorname{Re} \lambda \cdot} \int_{0}^{\cdot} \widetilde{S}(\cdot-s) B u(s) d s \in L^{1}\left(\mathbb{R}^{+} ; H_{-1}\right) \cap L^{2}\left(\mathbb{R}^{+} ; H_{-1}\right) \tag{2.21}
\end{equation*}
$$

For this purpose, we first recall that $\rho_{0}$ is provided in assumption $\left(A_{2}\right)$, so we have $\left(\rho_{0} I-\widetilde{A}\right)^{-1} B \in$ $\mathcal{L}(U ; H)$. Moreover, by [30, Proposition 2.10.3, Chapter 2], we have that $\rho_{0} I-\widetilde{A}$ is a unitary linear map from $H$ to $H_{-1}$. Hence, for each $t \in \mathbb{R}^{+}$,

$$
\begin{aligned}
& e^{-\operatorname{Re} \lambda t}\left\|\int_{0}^{t} \widetilde{S}(t-s) B u(s) d s\right\|_{H_{-1}}=e^{-\operatorname{Re} \lambda t}\left\|\int_{0}^{t} S(t-s)\left(\rho_{0} I-\widetilde{A}\right)^{-1} B u(s) d s\right\|_{H} \\
\leq & C(\omega)\left\|\left(\rho_{0} I-\widetilde{A}\right)^{-1} B\right\|_{\mathcal{L}(U ; H)} e^{-\operatorname{Re} \lambda t} \int_{0}^{t} e^{\omega(t-s)}\|u(s)\|_{U} d s \\
\leq & C(\omega)\left\|\left(\rho_{0} I-\widetilde{A}\right)^{-1} B\right\|_{\mathcal{L}(U ; H)} e^{-\operatorname{Re} \lambda t}\left(\int_{0}^{t} e^{2 \omega s} d s\right)^{\frac{1}{2}}\left(\int_{0}^{t}\|u(s)\|_{U}^{2} d s\right)^{\frac{1}{2}} \\
\leq & C(\omega)\left\|\left(\rho_{0} I-\widetilde{A}\right)^{-1} B\right\|_{\mathcal{L}(U ; H)}(2 \omega)^{-\frac{1}{2}}\|u\|_{L_{\beta}^{2}\left(\mathbb{R}^{+} ; U\right)} e^{-(\operatorname{Re} \lambda-\omega) t} .
\end{aligned}
$$

Since $\operatorname{Re} \lambda>\omega$, the above leads to (2.21).
Based on $(i)$ in Remark 1.1, (2.17), (2.18) and (2.21), using the Fubini theorem and $u=0$ in $(-\infty, 0)$, we obtain

$$
\begin{aligned}
& \left\langle B \eta\left(\lambda ; y_{0}\right),\left(\bar{\lambda} I-A^{*}\right)^{-1} \psi\right\rangle_{H_{-1}, H_{1}} \\
= & -\left\langle B \int_{\mathbb{R}^{+}} e^{-\lambda t} u(t) d t, \int_{\mathbb{R}^{+}} e^{-\bar{\lambda} t} S^{*}(t) \psi d t\right\rangle_{H_{-1}, H_{1}} \\
= & -\left\langle\left(\rho_{0} I-\widetilde{A}\right)^{-1} B \int_{\mathbb{R}^{+}} e^{-\lambda t} u(t) d t,\left(\rho_{0} I-A^{*}\right) \int_{\mathbb{R}^{+}} e^{-\bar{\lambda} t} S^{*}(t) \psi d t\right\rangle_{H} \\
= & -\int_{\mathbb{R}^{+}} \int_{t}^{+\infty}\left\langle e^{-\lambda(\sigma-t)}\left(\rho_{0} I-\widetilde{A}\right)^{-1} B u(\sigma-t), e^{-\bar{\lambda} t} S^{*}(t)\left(\rho_{0} I-A^{*}\right) \psi\right\rangle_{H} d \sigma d t \\
= & -\int_{\mathbb{R}^{+}} e^{-\lambda \sigma} \int_{0}^{\sigma}\left\langle\left(\rho_{0} I-\widetilde{A}\right)^{-1} B u(\sigma-t), S^{*}(t)\left(\rho_{0} I-A^{*}\right) \psi\right\rangle_{H} d t d \sigma \\
= & -\int_{\mathbb{R}^{+}} e^{-\lambda \sigma}\left\langle\int_{0}^{\sigma} \widetilde{S}(\sigma-t) B u(t) d t, \psi\right\rangle_{H-1, H_{1}} d \sigma .
\end{aligned}
$$

The combination of this result, (2.19) and (2.20) imply that

$$
\begin{equation*}
\int_{\mathbb{R}} e^{-\lambda t}\langle F(t), \psi\rangle_{H_{-1}, H_{1}} d t=0 \text { for } \lambda \in \mathbb{C}_{\omega}^{+}, \psi \in H_{1} \tag{2.22}
\end{equation*}
$$

where $F(t):=y(t)-\widetilde{S}(t) y_{0}-\int_{0}^{t} \widetilde{S}(t-s) B u(s) d s$ for $t \geq 0$, while $F(t):=0$ for $t<0$. With (2.21), we can apply the inverse Fourier transform to (2.22) with respect to $\operatorname{Im} \lambda$ to conclude that

$$
y(t)=\widetilde{S}(t) y_{0}+\int_{0}^{t} \widetilde{S}(t-s) B u(s) d s \text { a.e. } t \in \mathbb{R}^{+}
$$

which leads to $y(\cdot)=y\left(\cdot ; y_{0}, u\right)$ a.e. in $\mathbb{R}^{+}$. With $(y(\cdot), u(\cdot)) \in L_{\beta}^{2}\left(\mathbb{R}^{+} ; H\right) \times L_{\beta}^{2}\left(\mathbb{R}^{+} ; U\right) \subset L^{2}\left(\mathbb{R}^{+} ; H\right) \times$ $L^{2}\left(\mathbb{R}^{+} ; U\right)$, we obtain

$$
\begin{equation*}
\mathcal{U}_{a d}\left(y_{0}\right):=\left\{u(\cdot) \in L^{2}\left(\mathbb{R}^{+} ; U\right): y\left(\cdot ; y_{0}, u\right) \in L^{2}\left(\mathbb{R}^{+} ; H\right)\right\} \neq \emptyset \tag{2.23}
\end{equation*}
$$

Since $y_{0}$ was arbitrarily taken from $H$, (2.23) and [17, Proposition 3.9] imply that system $[A, B]$ is exponentially stabilizable. Hence, we have completed the proof of Theorem 2.1.

## 3 Proofs of the main theorems

Before presenting the proofs of the main theorems, we need the following lemmas:
Lemma 3.1. Suppose that $A \in \mathcal{L}(H)$ and $B \in \mathcal{L}(U ; H)$. Then, the following statements are equivalent:
(i) System $[A, B]$ is exactly controllable at some $T>0$;
(ii) There are constants $T>0$ and $C(T)>0$ such that

$$
\|\varphi\|_{H}^{2} \leq C(T) \int_{0}^{T}\left\|B^{*} e^{A^{*} t} \varphi\right\|_{U}^{2} d t \text { for } \varphi \in H
$$

(iii) There is $n \in \mathbb{N}$ such that $\operatorname{Span}\left\{B U, A B U, \ldots, A^{n} B U\right\}=H$;
(iv) For each $\lambda \in \mathbb{C}$, there is $C(\lambda)>0$ such that $\|\varphi\|_{H}^{2} \leq C(\lambda)\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right)$ for all $\varphi \in H$.

Proof. It is well-known that $(i) \Leftrightarrow(i i)$ (e.g., [30, Theorem 11.2.1, Chapter 11]). Using Baire category theorem, one can directly verify that $(i) \Rightarrow(i i i)$, while the proof of $(i i i) \Rightarrow(i)$ can be found in [29, Theorem 2.3]. The proof of $(i i i) \Leftrightarrow(i v)$ can be found in [27] (see the main theorem and the remark on it there). This completes the proof.

Lemma 3.2. System $[A, B]$ is rapidly stabilizable if and only if for each $\alpha>0$, system $\left[A_{\alpha}, B\right]$ is stabilizable, where $A_{\alpha}:=A+\alpha I$.

If $B \in \mathcal{L}(U ; H)$, then Lemma 3.2 is well known. However, for our framework, we do not find an accurate literature with its proof. Thus, we prove it here.

Proof of Lemma 3.2. First, let $S_{\alpha}(\cdot)$ be the $C_{0}$-semigroup generated by $A_{\alpha}$. Then, we have $S_{\alpha}(t)=$ $e^{\alpha t} S(t), t \geq 0$.

Now, we suppose that system $[A, B]$ is rapidly stabilizable. Then, according to [17, Theorem 3.4], for each $\alpha>0$, there is $C(\alpha)>0$ such that

$$
\left\|S^{*}(t) \varphi\right\|_{H}^{2} \leq C(\alpha)\left(\int_{0}^{t}\left\|B^{*} S^{*}(s) \varphi\right\|_{U}^{2} d s+e^{-(2 \alpha+1) t}\|\varphi\|_{H}^{2}\right) \quad \text { for } \varphi \in H_{1}, t \in \mathbb{R}^{+}
$$

Hence, for $\alpha>0$,

$$
\begin{equation*}
\left\|S_{\alpha}^{*}(t) \varphi\right\|_{H}^{2} \leq C(\alpha) e^{2 \alpha t} \int_{0}^{t}\left\|B^{*} S_{\alpha}^{*}(s) \varphi\right\|_{U}^{2} d s+C(\alpha) e^{-t}\|\varphi\|_{H}^{2} \text { for } \varphi \in H_{1}, t \in \mathbb{R}^{+} \tag{3.1}
\end{equation*}
$$

For each $\alpha>0$, we let $T>0$ satisfy $\delta:=D(\alpha) e^{-T}<1$. Then, based on (3.1), we have

$$
\left\|S_{\alpha}^{*}(T) \varphi\right\|_{H}^{2} \leq C_{1}(\alpha) e^{2 \alpha T} \int_{0}^{T}\left\|B^{*} S_{\alpha}^{*}(s) \varphi\right\|_{U}^{2} d s+\delta\|\varphi\|_{H}^{2} \text { for } \varphi \in H_{1}
$$

The combination of this and $(i)$ of Lemma 1.5 yield that system $\left[A_{\alpha}, B\right]$ is stabilizable.
Conversely, we suppose that, for each $\alpha>0$, system $\left[A_{\alpha}, B\right]$ is stabilizable. Then, according to $(i)$ of Lemma 1.5, for each $\alpha>0$, there is $C(\alpha)>0$ such that

$$
\left\|S_{\alpha}^{*}(t) \varphi\right\|_{H}^{2} \leq C(\alpha)\left(\int_{0}^{t}\left\|B^{*} S_{\alpha}^{*}(s) \varphi\right\|_{U}^{2} d s+\|\varphi\|_{H}^{2}\right) \text { for } \varphi \in H_{1}, t \in \mathbb{R}^{+}
$$

which implies that if $\alpha>0$,

$$
\left\|S^{*}(t) \varphi\right\|_{H}^{2} \leq C(\alpha)\left(\int_{0}^{t}\left\|B^{*} S^{*}(s) \varphi\right\|_{U}^{2} d s+e^{-\alpha t}\|\varphi\|_{H}^{2}\right) \text { for } \varphi \in H_{1}, t \in \mathbb{R}^{+}
$$

With (ii) of Lemma 1.5, the above leads to the rapid stabilizability of system $[A, B]$. This completes the proof of Lemma 3.2.

We start with proving Theorem 1.13.
Proof of Theorem 1.13. We first prove ( $i$ ). Suppose that system $[A, B]$ is stabilizable. According to Theorem 2.1, there are constants $\beta_{0}>0, C\left(\beta_{0}\right) \geq 1$ and $D\left(\beta_{0}\right)>0$ such that for each $y_{0} \in H$, there is $\left(\xi\left(\cdot ; y_{0}\right), \eta\left(\cdot ; y_{0}\right)\right) \in \mathcal{H}^{2}\left(\mathbb{C}_{-\beta_{0}}^{+} ; H\right) \times \mathcal{H}^{2}\left(\mathbb{C}_{-\beta_{0}}^{+} ; U\right)$ that satisfies (2.1) and (2.2). Then, based on (2.1) and (2.2), for $\lambda \in \mathbb{C}_{-\beta_{0}}^{+}$and $y_{0} \in H$,

$$
\left|\left\langle y_{0}, \varphi\right\rangle_{H}\right| \leq\left(\frac{C\left(\beta_{0}\right)}{\operatorname{Re} \lambda+\beta_{0}}\left\|\left(\bar{\lambda} I-A^{*}\right) \varphi\right\|_{H}+\frac{D\left(\beta_{0}\right)}{\sqrt{\operatorname{Re} \lambda+\beta_{0}}}\left\|B^{*} \varphi\right\|_{U}\right)\left\|y_{0}\right\|_{H} \text { for } \varphi \in H_{1} .
$$

Thus, for each $\lambda \in \mathbb{C}_{-\beta_{0}}^{+}$,

$$
\begin{equation*}
\|\varphi\|_{H} \leq \frac{C\left(\beta_{0}\right)}{\operatorname{Re} \lambda+\beta_{0}}\left\|\left(\bar{\lambda} I-A^{*}\right) \varphi\right\|_{H}+\frac{D\left(\beta_{0}\right)}{\sqrt{\operatorname{Re} \lambda+\beta_{0}}}\left\|B^{*} \varphi\right\|_{U} \text { for } \varphi \in H_{1} . \tag{3.2}
\end{equation*}
$$

Suppose that $\left\|S^{*}(t)\right\| \leq C(\omega) e^{\omega t}$ for each $t \in \mathbb{R}^{+}$for some constants $\omega>0$ and $C(\omega)>0$. Taking $\beta \in\left(0, \beta_{0}\right)$. By [21, Theorem 5.3 and Remark 5.4, Section 1.5, Chapter 1], we have that, for each $\lambda \in \mathbb{C}_{\max \{\omega, 2|\beta-\omega|-\beta\}}^{+}$,

$$
\begin{align*}
\|\varphi\|_{H} & \leq \frac{C(\omega)}{\operatorname{Re} \lambda-\omega}\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H} \leq \frac{C(\omega)}{(\operatorname{Re} \lambda+\beta)-|\beta-\omega|}\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H} \\
& =\frac{C(\omega)}{\frac{1}{2}(\operatorname{Re} \lambda+\beta)+\left(\frac{1}{2}(\operatorname{Re} \lambda+\beta)-|\beta-\omega|\right)}\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H} \\
& \leq \frac{2 C(\omega)}{\operatorname{Re} \lambda+\beta}\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H} \text { for } \varphi \in H_{1} . \tag{3.3}
\end{align*}
$$

If $\lambda \in \mathbb{C}_{-\beta}^{+} \backslash \mathbb{C}_{\max \{\omega, 2|\beta-\omega|-\beta\}}^{+}$, then

$$
\frac{D(\beta)}{\sqrt{\operatorname{Re} \lambda+\beta_{0}}} \leq \frac{D(\beta)(\max \{\omega, 2|\beta-\omega|-\beta\}+\beta)}{\sqrt{\beta_{0}-\beta}} \frac{1}{\operatorname{Re} \lambda+\beta}
$$

The combination of this relation, (3.3), (3.2) and Definition 1.7 imply that the pair $\left(A^{*}, B^{*}\right)$ satisfies $(\mathrm{HESI})_{\beta}$.

Next, we prove (ii). Suppose that system $[A, B]$ is rapidly stabilizable. Lemma 3.2 implies that, for an arbitrarily fixed $\alpha>0$, system $[A+\alpha I, B]$ is stabilizable. Then, according to the conclusion $(i)$ of Theorem 1.13, there is $C(\alpha)>0$ such that if $\lambda \in \mathbb{C}_{0}^{+}$,

$$
\|\varphi\|_{H}^{2} \leq \frac{C(\alpha)}{(\operatorname{Re} \lambda)^{2}}\left(\left\|\left(\lambda I-\left(A^{*}+\alpha I\right)\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \quad \text { for } \varphi \in H_{1}
$$

Hence, if $\lambda \in \mathbb{C}_{-\alpha}^{+}$,

$$
\|\varphi\|_{H}^{2} \leq \frac{C(\alpha)}{(\operatorname{Re} \lambda+\alpha)^{2}}\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \quad \text { for } \varphi \in H_{1}
$$

Since $\alpha>0$ was arbitrarily taken, the above shows that the pair $\left(A^{*}, B^{*}\right)$ satisfies (HESI). This completes the proof of Theorem 1.13.

We now prove Theorem 1.9.
Proof of Theorem 1.9. First, since $A^{*}$ is normal, we can write $E^{A^{*}}$ for the unique spectral measure corresponding to $A^{*}$, which is provided by the spectral theorem (e.g., [16, Theorem 6.47, Chapter 6]). We divide the proof into two steps.
Step 1. We prove conclusion (i).
By Theorem 1.13, we have the necessity. The remainder is to show the sufficiency. We suppose that the pair $\left(A^{*}, B^{*}\right)$ satisfies $(\mathrm{HESI})_{\beta}$ for some $\beta>0$. Then, there is $\beta>0$ and $C(\beta)>0$ satisfying (1.5). Without loss of generality, we can assume that $\mathbb{C}_{-\varepsilon}^{+} \cap \sigma\left(A^{*}\right) \neq \emptyset$ for each $\varepsilon>0$. (Otherwise, there is $\varepsilon^{*}>0$ such that $\mathbb{C}_{-\varepsilon^{*}}^{+} \cap \sigma\left(A^{*}\right)=\emptyset$. Then, it follows from [8, Corollary 3.4, Section 3, Chapter IV and Lemma 1.9, Section 1, Chapter V] that $S^{*}(\cdot)$ and $S(\cdot)$ are exponentially stable. Thus, by taking the feedback law as 0 , we obtain the sufficiency.) We take $\omega>0$ such that $\left\|S^{*}(t)\right\|_{\mathcal{L}(H)} \leq C(\omega) e^{\omega t}$ for each $t \in \mathbb{R}^{+}$. The remainder of the proof in this step is organized into two sub-steps.
Sub-step 1.1. We prove that for each $\beta^{*} \in(0, \beta)$, there are $T:=T\left(\beta^{*}\right)>0$ and $C\left(T, \beta^{*}\right)>0$ such that

$$
\begin{equation*}
\left\|S^{*}(T) E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{H}^{2} \leq C\left(T, \beta^{*}\right) \int_{0}^{T}\left\|B^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) S^{*}(t) E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{U}^{2} d t \text { for } \varphi \in H_{1} \tag{3.4}
\end{equation*}
$$

We arbitrarily fix $\beta^{*} \in(0, \beta)$. Since $\sigma\left(A^{*}\right) \cap \mathbb{C}_{-\gamma}^{+}$is bounded (by our assumption), it follows from the spectral theorem that
(a) $A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)=E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) A^{*}$ is a bounded operator on $H$;
(b) $E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H$ is an invariant subspace of $A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)$.

Thus, we have $E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H=D\left(A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right)$and $A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \in \mathcal{L}\left(E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H\right)$. Consequently, $E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) S^{*}(\cdot)\left(=S^{*}(\cdot) E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right)$is the $C_{0}$-semigroup on $H$, which is generated by $A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)$. Based on $(b)$, we know that $E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H$ is an invariant subspace of $S^{*}(t)$ for each $t \in \mathbb{R}^{+}$, so $E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) S^{*}(\cdot)$ is a $C_{0}$-semigroup on $E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H$. Meanwhile, based on $(a)$ and assumption $\left(A_{2}\right)$ (see also $(i)$ in Remark 1.1), $B^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \in \mathcal{L}\left(E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H ; U\right)$. Indeed, we have

$$
\left\|B^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{U} \leq\left\|\left(B^{*}\left(\rho_{0} I-A^{*}\right)^{-1}\right)\right\|_{\mathcal{L}(H ; U)}\left\|\left(\rho_{0} I-A^{*}\right) E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right\|_{\mathcal{L}(H)}\|\varphi\|_{H}
$$

for all $\varphi \in E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H$.
Now, we claim that there is $C\left(\beta, \beta^{*}\right)>0$ such that if $\lambda \in \mathbb{C}$,

$$
\begin{equation*}
\|\varphi\|_{H}^{2} \leq C\left(\beta, \beta^{*}\right)\left(\left\|\left(\lambda I-A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right) \varphi\right\|_{H}^{2}+\left\|B^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{U}^{2}\right) \text { for } \varphi \in E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H \tag{3.5}
\end{equation*}
$$

Indeed, (1.5) implies that for $\lambda \in \overline{\mathbb{C}_{-\frac{\beta^{*}+\beta}{2}}}\left(\subset \mathbb{C}_{-\beta}^{+}\right)$and $\varphi \in E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H$,

$$
\begin{equation*}
\|\varphi\|_{H}^{2} \leq \frac{4 C(\beta)}{\left(\beta-\beta^{*}\right)^{2}}\left(\left\|\left(\lambda I-A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right) \varphi\right\|_{H}^{2}+\left\|B^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{U}^{2}\right) \tag{3.6}
\end{equation*}
$$

However, according to the spectral theorem,

$$
\left\|\left(\lambda I-A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right)^{-1} \varphi\right\|_{H}^{2} \leq \frac{4}{\left(\beta-\beta^{*}\right)^{2}}\|\varphi\|_{H}^{2} \text { for } \lambda \in \mathbb{C}_{-\frac{\beta^{*}+\beta}{2}}^{-}, \varphi \in E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H
$$

which implies that

$$
\|\varphi\|_{H}^{2} \leq \frac{4}{\left(\beta-\beta^{*}\right)^{2}}\left\|\left(\lambda I-A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right) \varphi\right\|_{H}^{2} \text { for } \lambda \in \mathbb{C}_{-\frac{\beta^{*}+\beta}{2}}^{-}, \varphi \in E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H
$$

This fact and (3.6) lead to (3.5) with $C\left(\beta, \beta^{*}\right):=\frac{4(1+C(\beta))}{\left(\beta-\beta^{*}\right)^{2}}$. Since

$$
\left(A^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right), B^{*} E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right)\right) \in \mathcal{L}\left(E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H\right) \times \mathcal{L}\left(E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) H ; U\right)
$$

(3.5) and Lemma 3.1 imply that there is $T:=T\left(\beta^{*}\right)>0$ and $C\left(T, \beta^{*}\right)>0$ that satisfies (3.4). (Here, we use that $\left\|S^{*}(T) E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{H} \leq C(\omega) e^{\omega T}\left\|E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{H}$ for each $\varphi \in H_{1}$.) Thus, we have completed Sub-step 1.1.
Sub-step 1.2. We prove that the system $[A, B]$ is stabilizable.
We arbitrarily fix $\beta^{*} \in(0, \beta)$. The facts are as follows: First, according to Substep 1.1, there are constants $T_{0}>0$ and $C\left(T_{0}, \beta^{*}\right)>0$ such that (3.4) (where $T=T_{0}$ and $C\left(T, \beta^{*}\right)=C\left(T_{0}, \beta^{*}\right)$ ) holds. Second, one can easily check that $A^{*} E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right)$(with its domain $E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) H_{1}$ ) generates the $C_{0}$-semigroup $S^{*}(\cdot) E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right)$on $E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) H$. Third, the spectral theorem implies that $\sigma\left(A^{*} E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right)\right) \subset \overline{\mathbb{C}_{-\beta^{*}}^{-}}$ and thus

$$
\begin{equation*}
\sup \left\{\operatorname{Re} \lambda: \lambda \in \sigma\left(A^{*} E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right)\right)\right\} \leq-\beta^{*} \tag{3.7}
\end{equation*}
$$

Since $A^{*}$ is a normal operator and $E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right)$is an orthogonal projection, we have that $A^{*} E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right)$ is normal on $E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) H$. Then, by (3.7) and [8, Corollary 3.4, Section 3, Chapter IV and Lemma 1.9, Section 1, Chapter V], we obtain that for each $\eta \in\left(0, \beta^{*}\right)$, there is $C(\eta)>0$ such that

$$
\begin{equation*}
\left\|S^{*}(t) E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right)\right\|_{\mathcal{L}(H)} \leq C(\eta) e^{-\eta t} \text { for } t \in \mathbb{R}^{+} \tag{3.8}
\end{equation*}
$$

Now, we claim that for each $T \geq 2 T_{0}$, there is $C\left(T_{0}, \omega, \beta^{*}, \eta\right)>0$ such that

$$
\begin{equation*}
\left\|S^{*}(T) \varphi\right\|_{H}^{2} \leq C\left(T_{0}, \omega, \beta^{*}, \eta\right)\left(\int_{0}^{T}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t+e^{-2 \eta T}\|\varphi\|_{H}^{2}\right) \text { for } \varphi \in H_{1} \tag{3.9}
\end{equation*}
$$

For this purpose, we arbitrarily fix $T \geq 2 T_{0}$. Let $N:=\left[T / T_{0}\right]$, then $N \geq 2$ and $N T_{0} \leq T<(N+1) T_{0}$. Based on (3.4) (with $T=T_{0}$ and $C\left(T, \beta^{*}\right)=C\left(T_{0}, \beta^{*}\right)$ ) and (3.8), we have that, for each $\varphi \in H_{1}$,

$$
\begin{align*}
& \left\|S^{*}(T) \varphi\right\|_{H}^{2}=\left\|S^{*}\left(T-N T_{0}\right) S^{*}\left(N T_{0}\right) \varphi\right\|_{H}^{2} \leq(C(\omega))^{2} e^{2 \omega T_{0}}\left\|S^{*}\left(N T_{0}\right) \varphi\right\|_{H}^{2} \\
= & (C(\omega))^{2} e^{2 \omega T_{0}}\left(\left\|S^{*}\left(T_{0}\right) E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) S^{*}\left((N-1) T_{0}\right) \varphi\right\|_{H}^{2}+\left\|S^{*}\left(N T_{0}\right) E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) \varphi\right\|_{H}^{2}\right) \\
\leq & (C(\omega))^{2} e^{2 \omega T_{0}}\left(C\left(T_{0}, \beta^{*}\right) \int_{0}^{T_{0}}\left\|B^{*} S^{*}\left((N-1) T_{0}+t\right) E^{A^{*}}\left(\mathbb{C}_{-\beta^{*}}^{+}\right) \varphi\right\|_{U}^{2} d t+\left\|S^{*}\left(N T_{0}\right) E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) \varphi\right\|_{H}^{2}\right) \\
\leq & I_{1}+I_{2} \tag{3.10}
\end{align*}
$$

where

$$
I_{1}:=(C(\omega))^{2} e^{2 \omega T_{0}}\left(2 C\left(T_{0}, \beta^{*}\right) \int_{(N-1) T_{0}}^{N T_{0}}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t+(C(\eta))^{2} e^{-2 \eta N T_{0}}\|\varphi\|_{H}^{2}\right)
$$

and

$$
I_{2}:=2(C(\omega))^{2} C\left(T_{0}, \beta^{*}\right) e^{2 \omega T_{0}} \int_{0}^{T_{0}}\left\|B^{*} S^{*}\left((N-1) T_{0}+t\right) E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) \varphi\right\|_{H}^{2} d t
$$

Based on assumption $\left(A_{3}\right)$ and (3.8), one can directly check that

$$
\begin{align*}
& I_{1} \leq 2(C(\omega))^{2} C\left(T_{0}, \beta^{*}\right) e^{2 \omega T_{0}} \int_{0}^{T}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t+(C(\omega) C(\eta))^{2} e^{2(\omega+\eta) T_{0}} e^{-2 \eta T}\|\varphi\|_{H}^{2}  \tag{3.11}\\
& I_{2}
\end{aligned} \begin{aligned}
& =2(C(\omega))^{2} C\left(T_{0}, \beta^{*}\right) e^{2 \omega T_{0}} \int_{0}^{T_{0}}\left\|B^{*} S^{*}(t) S^{*}\left((N-1) T_{0}\right) E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) \varphi\right\|_{H}^{2} d t \\
& \quad \leq 2(C(\omega))^{2} C\left(T_{0}, \beta^{*}\right) C\left(T_{0}\right) e^{2 \omega T_{0}}\left\|S^{*}\left((N-1) T_{0}\right) E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) \varphi\right\|_{H}^{2} \\
& \\
& \quad \leq 2(C(\omega))^{2} C\left(T_{0}, \beta^{*}\right) C\left(T_{0}\right)(C(\eta))^{2} e^{2 \omega T_{0}} e^{-2 \eta(N-1) T_{0}}\left\|E^{A^{*}}\left(\overline{\mathbb{C}_{-\beta^{*}}^{-}}\right) \varphi\right\|_{H}^{2} \\
& \quad \leq 2(C(\omega) C(\eta))^{2} C\left(T_{0}, \beta^{*}\right) C\left(T_{0}\right) e^{2(\omega+2 \eta) T_{0}} e^{-2 \eta T}\|\varphi\|_{H}^{2}
\end{align*}
$$

The above, (3.10), and (3.11) lead to (3.9) with

$$
C\left(T_{0}, \omega, \beta^{*}, \eta\right):=(C(\omega))^{2} e^{2 \omega T_{0}} \max \left\{2 C\left(T_{0}, \beta^{*}\right),(C(\eta))^{2} e^{2 \eta T_{0}}\left(1+2 C\left(T_{0}, \beta^{*}\right) C\left(T_{0}\right) e^{2 \eta T_{0}}\right)\right\}
$$

Using (3.9), we can find $\widehat{T}>0$ such that

$$
\left\|S^{*}(\widehat{T}) \varphi\right\|_{H}^{2} \leq C\left(T_{0}, \omega, \beta^{*}, \eta\right) \int_{0}^{\widehat{T}}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t+\frac{1}{2}\|\varphi\|_{H}^{2} \text { for } \varphi \in H_{1}
$$

The combination of this result and Lemma 1.5 yield that system $[A, B]$ is stabilizable. Thus, we have completed Sub-step 1.2 and Step 1.

Step 2. We prove conclusion (ii).
The necessity is proven in Theorem 1.13. Thus, we must only prove the sufficiency. Suppose that the pair $\left(A^{*}, B^{*}\right)$ satisfies (HESI). Then, for each $\beta>0$, there is $C(\beta)>0$ such that

$$
\|\varphi\|_{H}^{2} \leq \frac{C(\beta)}{(\operatorname{Re} \lambda+2 \beta)^{2}}\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\|B \varphi\|_{U}^{2}\right) \quad \text { for } \lambda \in \mathbb{C}_{-2 \beta}^{+}, \varphi \in H_{1},
$$

which yields

$$
\|\varphi\|_{H}^{2} \leq \frac{C(\beta)}{(\operatorname{Re} \lambda+\beta)^{2}}\left(\left\|\left(\lambda I-\left(A^{*}+\beta I\right)\right) \varphi\right\|_{H}^{2}+\|B \varphi\|_{U}^{2}\right) \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H_{1}
$$

The combination of this result and conclusion (i) of Theorem 1.9 imply that $[A+\beta I, B]$ is stabilizable. (Since $A$ is normal, $A+\beta I$ is also normal for any $\beta \in \mathbb{R}$.) Since $\beta>0$ can be arbitrarily chosen, Lemma 3.2 implies that $[A, B]$ is rapidly stabilizable.

Thus, we complete the proof of Theorem 1.9.
Finally, we prove Theorem 1.11.
The proof of Theorem 1.11. By Theorem 1.13, we only need to show the sufficiency. For this purpose, we suppose that there are constants $\beta>0$ and $C(\beta)>0$ that satisfy (1.5). We divide the remainder of the proof into two steps.

Step 1. We prove the stabilizability for system $[A, B]$ for case (a).
First, (a) in Theorem 1.11 implies that there is $C_{A}>0$ such that $\left\|S^{*}(t)\right\|_{\mathcal{L}(H)} \leq C_{A}$ for each $t \geq 0$.

Next, we arbitrarily fix $\tau>0$. Let

$$
\Theta_{\tau}(t):= \begin{cases}\sin \left(\frac{\pi t}{\tau}\right), & \text { if } t \in[0, \tau],  \tag{3.12}\\ 0, & \text { if } t \in \mathbb{R} \backslash[0, \tau]\end{cases}
$$

which satisfies

$$
\begin{equation*}
\Theta_{\tau}(\cdot) \in H^{1}(\mathbb{R}) \tag{3.13}
\end{equation*}
$$

and

$$
\Theta_{\tau}^{\prime}(t)= \begin{cases}\frac{\pi}{\tau} \cos \left(\frac{\pi t}{\tau}\right), & \text { if } t \in[0, \tau],  \tag{3.14}\\ 0, & \text { if } t \in \mathbb{R} \backslash[0, \tau]\end{cases}
$$

Now, we arbitrarily fix $\varphi \in H_{1}$ and define

$$
w(t):=\Theta_{\tau}(t) z(t), t \in \mathbb{R}, \quad \text { where } z(t):= \begin{cases}S^{*}(t) \varphi, & \text { if } t \geq 0  \tag{3.15}\\ 0, & \text { if } t<0\end{cases}
$$

By assumption, we have $\|z(t)\|_{H} \leq C_{A}\|\varphi\|_{H}$ for each $t \in \mathbb{R}$. The combination of this result, (3.15) and (3.13) imply that $w \in H^{1}(\mathbb{R} ; H)$ and

$$
w^{\prime}(t)= \begin{cases}A^{*} w(t)+\Theta_{\tau}^{\prime}(t) z(t) & \text { if } t \geq 0  \tag{3.16}\\ 0, & \text { if } t<0\end{cases}
$$

Thus, we can apply the Fourier transform to (3.16) to obtain

$$
\begin{equation*}
\left(\mathrm{i} \varsigma I-A^{*}\right) \mathcal{F}[w](\varsigma)=\mathcal{F}[g](\varsigma) \text { a.e. } \varsigma \in \mathbb{R}, \tag{3.17}
\end{equation*}
$$

where $g(\cdot):=\Theta_{\tau}^{\prime}(\cdot) z(\cdot)$, and $\mathcal{F}[f]$ denotes the Fourier transform of $f \in L^{2}(\mathbb{R} ; H)$. Integrating (1.5) (where $\varphi$ and $\lambda$ are replaced by $\mathcal{F}[w](\varsigma)$ and is) with respect to $\varsigma$ over $\mathbb{R}$, using (3.17), we obtain

$$
\begin{equation*}
\int_{\mathbb{R}}\|\mathcal{F}[w](\varsigma)\|_{H}^{2} d \varsigma \leq \beta^{-2} C(\beta)\left(\int_{\mathbb{R}}\|\mathcal{F}[g](\varsigma)\|_{H}^{2} d \varsigma+\int_{\mathbb{R}}\left\|B^{*} \mathcal{F}[w](\varsigma)\right\|_{U}^{2} d \varsigma\right) \tag{3.18}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
\mathcal{F}[g](\cdot) \in L^{2}(\mathbb{R} ; H) \tag{3.19}
\end{equation*}
$$

Thus, the first integral on the right-hand side of (3.18) is finite. We now claim

$$
\begin{equation*}
B^{*} \mathcal{F}[w](\cdot) \in L^{2}(\mathbb{R} ; U) \tag{3.20}
\end{equation*}
$$

Two facts ensuring (3.20) are as follows: First, we have

$$
\begin{equation*}
\mathcal{F}\left[B^{*} w\right](\cdot) \in L^{2}(\mathbb{R} ; U) \tag{3.21}
\end{equation*}
$$

Indeed, it follows from (3.13) and assumption $\left(A_{2}\right)$ (see $(i)$ in Remark 1.1) that

$$
\begin{aligned}
\left\|B^{*} w(\cdot)\right\|_{U} & =\left\|\Theta_{\tau}(\cdot) B^{*}\left(\rho_{0} I-A^{*}\right)^{-1} S^{*}(\cdot)\left(\rho_{0} I-A^{*}\right) \varphi\right\|_{U} \\
& \leq C_{A}\left|\Theta_{\tau}(\cdot)\right|\left\|B^{*}\left(\rho_{0} I-A^{*}\right)^{-1}\right\|_{\mathcal{L}(H ; U)}\left\|\left(\rho_{0} I-A^{*}\right) \varphi\right\|_{H} \in L^{2}\left(\mathbb{R}^{+} ; \mathbb{R}\right)
\end{aligned}
$$

while it follows from (3.12) and (3.15) that $\left\|B^{*} w(t)\right\|_{U}=0$ when $t \in \overline{\mathbb{R}^{-}}$. These relations lead to (3.21). Second, one can check that for a.e. $\varsigma \in \mathbb{R}$,

$$
\begin{aligned}
\mathcal{F}\left[B^{*} w\right](\varsigma) & =\int_{\mathbb{R}} e^{-\mathrm{i} \varsigma t} B^{*} w(t) d t=\int_{\mathbb{R}^{+}} e^{-\mathrm{i} \varsigma t} B^{*}\left(\rho_{0} I-A^{*}\right)^{-1} \Theta_{\tau}(t) S^{*}(t)\left(\rho_{0} I-A^{*}\right) \varphi d t \\
& =B^{*}\left(\rho_{0} I-A^{*}\right)^{-1} \int_{\mathbb{R}^{+}} e^{-\mathrm{i} \varsigma t} \Theta_{\tau}(t) S^{*}(t)\left(\rho_{0} I-A^{*}\right) \varphi d t=B^{*} \int_{\mathbb{R}^{+}} e^{-\mathrm{i} \varsigma t} \Theta_{\tau}(t) S^{*}(t) \varphi d t
\end{aligned}
$$

$$
\begin{equation*}
=B^{*} \int_{\mathbb{R}} e^{-\mathrm{i} \varsigma t} w(t) d t=B^{*} \mathcal{F}[w](\varsigma) \tag{3.22}
\end{equation*}
$$

where we used the fact $w(\cdot) \in L^{2}(\mathbb{R} ; H)$. Clearly, (3.20) follows from (3.21) and (3.22).
Now, based on (3.19), (3.20), (3.18), (3.12), (3.13) and Plancherel's theorem, we obtain

$$
\begin{equation*}
\int_{0}^{\tau}\left\|\Theta_{\tau}(t) z(t)\right\|_{H}^{2} \leq \beta^{-2} C(\beta)\left(\int_{0}^{\tau}\left\|B^{*} \Theta_{\tau}(t) z(t)\right\|_{U}^{2} d t+\int_{0}^{\tau}\left\|\Theta_{\tau}^{\prime}(t) z(t)\right\|_{H}^{2} d t\right) \tag{3.23}
\end{equation*}
$$

We will use (3.23) to obtain the weak observability, which leads to the stabilizability of $[A, B]$. Indeed, since $\left\|S^{*}(t)\right\|_{\mathcal{L}(H)} \leq C_{A}$ for all $t \geq 0$, it follows from (3.12) that

$$
\begin{gathered}
\frac{1}{2} \tau C_{A}^{-2}\left\|S^{*}(\tau) \varphi\right\|_{H}^{2}=C_{A}^{-2} \int_{\frac{\tau}{4}}^{\frac{3 \tau}{4}}\left\|S^{*}(\tau) \varphi\right\|_{H}^{2} d s \leq \int_{\frac{\tau}{4}}^{\frac{3 \tau}{4}}\left\|S^{*}(s) \varphi\right\|_{H}^{2} d s ; \\
\int_{0}^{\tau}\left\|\Theta_{\tau}(t) z(t)\right\|_{H}^{2} d t=\int_{0}^{\tau} \sin ^{2}\left(\frac{\pi t}{\tau}\right)\left\|S^{*}(t) \varphi\right\|_{H}^{2} d t \geq \int_{\frac{\tau}{4}}^{\frac{3 \pi}{4}} \sin ^{2}\left(\frac{\pi t}{\tau}\right)\left\|S^{*}(t) \varphi\right\|_{H}^{2} d t \geq \frac{1}{2} \int_{\frac{\tau}{4}}^{\frac{3 \tau}{4}}\left\|S^{*}(t) \varphi\right\|_{H}^{2} d t .
\end{gathered}
$$

These relations yield that

$$
\begin{equation*}
\frac{1}{4} \tau C_{A}^{-2}\left\|S^{*}(\tau) \varphi\right\|_{H}^{2} \leq \int_{0}^{\tau}\left\|\Theta_{\tau}(t) z(t)\right\|_{H}^{2} d t \tag{3.24}
\end{equation*}
$$

Using (3.12) and (3.14), we further have

$$
\begin{gathered}
\int_{0}^{\tau}\left\|B^{*} \Theta_{\tau}(t) z(t)\right\|_{U}^{2} d t \leq \int_{0}^{\tau}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t \\
\int_{0}^{\tau}\left\|\Theta_{\tau}^{\prime}(t) z(t)\right\|_{H}^{2} d t \leq \tau^{-2} \pi^{2} \int_{0}^{\tau}\left\|S^{*}(t) \varphi\right\|_{H}^{2} d t \leq \tau^{-1}\left(\pi C_{A}\right)^{2}\|\varphi\|_{H}^{2}
\end{gathered}
$$

With (3.23) and (3.24), these relations imply

$$
\begin{equation*}
\left\|S^{*}(\tau) \varphi\right\|_{H}^{2} \leq 4 \tau^{-1} \beta^{-2} C(\beta) C_{A}^{2} \int_{0}^{\tau}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t+4 \tau^{-2} \beta^{-2} C(\beta) \pi^{2} C_{A}^{4}\|\varphi\|_{H}^{2} \tag{3.25}
\end{equation*}
$$

Taking $\tilde{\tau}>0$ such that $4 \tilde{\tau}^{-2} \beta^{-2} C(\beta) \pi^{2} C_{A}^{4} \leq \frac{1}{2}$ in (3.25) leads to

$$
\left\|S^{*}(\tilde{\tau}) \varphi\right\|_{H}^{2} \leq 4 \tilde{\tau}^{-1} \beta^{-2} C(\beta) C_{A}^{2} \int_{0}^{\tilde{\tau}}\left\|B^{*} S^{*}(t) \varphi\right\|_{U}^{2} d t+\frac{1}{2}\|\varphi\|_{H}^{2}
$$

The combination of this result and conclusion $(i)$ in Lemma 1.5 imply that system $[A, B]$ is stabilizable. Step 2. We prove the stabilizability for system $[A, B]$ for case (b).

According to assumption (b) (in Theorem 1.11), there are two closed subspaces $Q_{1}:=Q_{1}(\beta)$ and $Q_{2}:=Q_{2}(\beta)$ of $H$ satisfying $\left(b_{1}\right)-\left(b_{4}\right)$ (where $\alpha$ is replaced by $\beta$ ). Based on $\left(b_{1}\right)$, we can define $P: H \rightarrow Q_{1}$ in the following manner: $P f=f_{1}$, for each $f \in H$, where $f=f_{1}+f_{2}$ with $f_{j} \in Q_{j}(j=1,2)$. Based on assumption $\left(b_{2}\right)$, one can directly check the following:

$$
\begin{equation*}
P S^{*}(t)=S^{*}(t) P, t \geq 0 ; \quad P H_{1} \subset H_{1} ; \quad A^{*} P=P A^{*} \text { on } H_{1} . \tag{3.26}
\end{equation*}
$$

We write $S_{1}^{*}(\cdot):=P S^{*}(\cdot)$ and $S_{2}^{*}(\cdot):=(I-P) S^{*}(\cdot) ; A_{1}^{*}=\left.A^{*}\right|_{Q_{1}}$ and $A_{2}^{*}=\left.A^{*}\right|_{Q_{2}}$. Based on (3.26), one can easily check that $S_{j}^{*}(\cdot)$ is the $C_{0}$-semigroup on $Q_{j}$, generated by $A_{j}^{*}, j=1,2$.

Two facts are as follows: First, by $\left(b_{3}\right)$, we have that $A_{1}^{*} \in \mathcal{L}\left(Q_{1}\right)$, which implies $D\left(A_{1}^{*}\right)=Q_{1}$. The combination of this result and assumption $\left(A_{2}\right)$ (see also (i) in Remark 1.1) yield that

$$
\begin{equation*}
\left.B^{*} P\right|_{Q_{1}}=\left(B^{*}\left(\rho_{0} I-A^{*}\right)^{-1}\right)\left(\rho_{0} I-A_{1}^{*}\right) \in \mathcal{L}\left(Q_{1} ; U\right) \tag{3.27}
\end{equation*}
$$

Second, by $\left(b_{3}\right)$, we have $\sigma\left(A_{1}^{*}\right) \subset \mathbb{C}_{-\beta}^{+}$which implies

$$
\begin{equation*}
\overline{\mathbb{C}_{-\beta}^{-}} \subset \rho\left(A_{1}^{*}\right) \tag{3.28}
\end{equation*}
$$

Based on (3.28) and (1.5), for each $\lambda \in \mathbb{C}$, there is $C(\lambda)>0$ such that

$$
\begin{equation*}
\|\varphi\|_{H}^{2} \leq C(\lambda)\left(\left\|\left(\lambda I-A_{1}^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} P \varphi\right\|_{U}^{2}\right) \text { for } \varphi \in Q_{1} . \tag{3.29}
\end{equation*}
$$

(Indeed, if $\lambda \in \mathbb{C}_{-\beta}^{+}$, we can use (1.5) to find $C(\lambda)$ above, while when $\lambda \notin \mathbb{C}_{-\beta}^{+}$, we can choose $C(\lambda)=$ $\left\|\left(\lambda I-A_{1}^{*}\right)^{-1}\right\|_{\mathcal{L}(H)}^{2}$ because of (3.28).)

Now, based on (3.29), (3.27) and boundedness of $A_{1}^{*}$, we can apply Lemma 3.1 to find $T>0$ and $C(T)>0$ such that

$$
\left\|S_{1}^{*}(T) \varphi\right\|_{H}^{2} \leq C(T) \int_{0}^{T}\left\|B^{*} P S_{1}^{*}(t) \varphi\right\|_{U}^{2} d t \text { for } \varphi \in Q_{1}
$$

The combination of this result and $\left(b_{2}\right)$ yield

$$
\begin{align*}
& \mid P S^{*}(T) \varphi\left\|_{H}^{2}=\right\| S_{1}^{*}(T) P \varphi \|_{H}^{2} \\
& \leq C(T) \int_{0}^{T}\left\|B^{*} P S_{1}^{*}(t) P \varphi\right\|_{U}^{2} d t=C(T) \int_{0}^{T}\left\|B^{*} P S^{*}(t) \varphi\right\|_{U}^{2} d t \text { for } \varphi \in H_{1} . \tag{3.30}
\end{align*}
$$

Based on $\left(b_{4}\right)$ and (3.30), using a similar method as in Sub-step 1.2 of the proof of Theorem 1.9, there are $\widehat{T}>0$ and $C(\widehat{T})>0$ such that

$$
\left\|S^{*}(\widehat{T}) \varphi\right\|_{H}^{2} \leq \widehat{C}(\widehat{T}) \int_{0}^{\widehat{T}}\left\|B^{*} S^{*}(t)\right\|_{U}^{2} d t+\frac{1}{2}\|\varphi\|_{H}^{2} \text { for } \varphi \in H_{1}
$$

The combination of this result and $(i)$ of Lemma 1.5 lead to the stabilizability of system $[A, B]$.
Hence, we have completed the proof of Theorem 1.11.

## 4 Applications

This section provides several applications of our main theorems to specific control PDEs. We start with introducing the concept of "thick sets": We say a measurable subset $E \subset \mathbb{R}^{N}$ (with $N \in \mathbb{N}^{+}$) to be thick, if there is $\varepsilon>0$ and $L>0$ such that

$$
\left|E \cap Q_{L}(x)\right| \geq \varepsilon L^{N} \text { for each } x \in \mathbb{R}^{N},
$$

where $Q_{L}(x)$ denotes the closed cube in $\mathbb{R}^{N}$, centered at $x$ and of side length $L$, and $\left|E \cap Q_{L}(x)\right|$ denotes the Lebesgue measure of $E \cap Q_{L}(x)$. Then, we quote the following lemma, which is related to the thick sets and will be used later:
Lemma 4.1. ([15, Theorem 1]) If $\omega$ is a thick set, then for each $R>0$, there exists $C(R, \omega)>0$ such that, for each $f \in L^{2}\left(\mathbb{R}^{N}\right)$ with $\operatorname{supp}(\mathcal{F}[f]) \subset[-R, R]^{N}$, the following estimate holds

$$
\|f\|_{L^{2}\left(\mathbb{R}^{N}\right)} \leq C(R, \omega)\left\|\chi_{\omega} f\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}
$$

### 4.1 Ginzburg-Landau equation in $\mathbb{R}^{N}$

Let $a \in \mathbb{R}^{+}$and $b \in \mathbb{R}$. Let $\omega \subset \mathbb{R}^{N}$ (with $N \in \mathbb{N}^{+}$) be a measurable set with its characteristic function $\chi_{\omega}$. We consider the controlled Ginzburg-Landau equation in $\mathbb{R}^{N}$ :

$$
\left\{\begin{array}{l}
y_{t}=(a+\mathrm{i} b) \triangle y+\chi_{\omega} u \quad \text { in } \mathbb{R}^{+} \times \mathbb{R}^{N},  \tag{4.1}\\
y(0, \cdot)=y_{0}(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right),
\end{array}\right.
$$

where $u \in L^{2}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{N}\right)\right)$. Equation (4.1) can be put into our framework by setting: $H=U=L^{2}\left(\mathbb{R}^{N}\right)$; $A:=(a+\mathrm{i} b) \triangle$, with its domain $H^{2}\left(\mathbb{R}^{N}\right) ; B:=\chi_{\omega}$. One can directly check that $\left(A_{1}\right)-\left(A_{3}\right)$ are true. One can also check that $A$ is normal (using Fourier transform) and generates an analytic semigroup. The latter and (ii) of Remark 1.10 yield that $\sigma(A) \cap \mathbb{C}_{-\gamma}^{+}$is bounded for each $\gamma>0$. Therefore, Theorem 1.9 can be applied. It provides the following results:

Theorem 4.2. If $\omega$ is a thick set, then equation (4.1) is rapidly stabilizable.
Proof. According to (ii) in Theorem 1.9 and Definition 1.7, we only need to show the following: For each $\beta>0$, there is $C(\beta)>0$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq C(\beta)\left(\|(\lambda I-(a-\mathrm{i} b) \triangle) \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\left\|\chi_{\omega} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}\right) \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H^{2}\left(\mathbb{R}^{N}\right) \tag{4.2}
\end{equation*}
$$

For this purpose, we arbitrarily fix $\varphi \in H^{2}\left(\mathbb{R}^{N}\right), \beta>0$ and $\lambda \in \mathbb{C}_{-\beta}^{+}$. Plancherel's theorem implies that

$$
\begin{aligned}
\|(\lambda I-(a-\mathrm{i} b) \triangle) \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} & =\left\|\left(\lambda+(a-\mathrm{i} b)|\xi|^{2}\right) \mathcal{F}[\varphi]\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \\
& =\int_{\mathbb{R}^{N}}\left(\left.\left.|\operatorname{Re} \lambda+a| \xi\right|^{2}\right|^{2}+\left.\left.|\operatorname{Im} \lambda-b| \xi\right|^{2}\right|^{2}\right)|\mathcal{F}[\varphi](\xi)|^{2} d \xi \\
& \geq \beta^{2} \int_{\mathbb{R}^{N}} \chi_{|\xi| \geq \sqrt{2 a^{-1} \beta}}|\mathcal{F}[\varphi](\xi)|^{2} d \xi
\end{aligned}
$$

The combination of this result, Lemma 4.1, and the Plancherel theorem yield that there is $C_{1}(\beta, a, \omega)>0$ such that

$$
\begin{aligned}
\|\varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq & \beta^{-2}\|(\lambda I-(a-\mathrm{i} b) \triangle) \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\int_{\mathbb{R}^{N}} \chi_{|\xi| \leq \sqrt{2 a^{-1 \beta}}}|\mathcal{F}[\varphi](\xi)|^{2} d \xi \\
\leq & \beta^{-2}\|(\lambda I-(a-\mathrm{i} b) \triangle) \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+C_{1}(\beta, a, \omega) \int_{\mathbb{R}^{N}} \chi_{\omega}(x)\left|\mathcal{F}^{-1}\left[\chi_{|\xi| \leq \sqrt{2 a^{-1} \beta}} \mathcal{F}[\varphi]\right](x)\right|^{2} d x \\
\leq & \beta^{-2}\|(\lambda I-(a-\mathrm{i} b) \triangle) \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+2 C_{1}(\beta, a, \omega) \int_{\mathbb{R}^{N}} \chi_{\omega}(x)|\varphi(x)|^{2} d x \\
& +2 C_{1}(\beta, a, \omega) \int_{\mathbb{R}^{N}}\left|\mathcal{F}^{-1}\left[\chi_{|\xi| \geq \sqrt{2 a^{-1} \beta}} \mid \mathcal{F}[\varphi]\right](x)\right|^{2} d x \\
\leq & \beta^{-2}\left(2 C_{1}(\beta, a, \omega)+1\right)\|(\lambda I-(a-\mathrm{i} b) \triangle) \varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+2 C_{1}(\beta, a, \omega)\left\|\chi_{\omega} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}
\end{aligned}
$$

which leads to (4.2) and completes the proof.

### 4.2 Fractional heat equation in $\mathbb{R}^{N}$

Let $s \in(0,1)$ and $N \in \mathbb{N}^{+}$. Let $\omega \subset \mathbb{R}^{N}$ be a measurable set with its characteristic function $\chi_{\omega}$. We consider the following controlled fractional heat equation:

$$
\left\{\begin{array}{l}
\partial_{t} y+(-\triangle)^{\frac{s}{2}} y=\chi_{\omega} u  \tag{4.3}\\
y(0, \cdot)=y_{0}(\cdot) \in L^{2}\left(\mathbb{R}^{N}\right)
\end{array} \text { in } \mathbb{R}^{+} \times \mathbb{R}^{N}\right.
$$

where $u \in L^{2}\left(\mathbb{R}^{+} ; \mathbb{R}^{N}\right)$ and $(-\triangle)^{\frac{s}{2}}$ is defined by

$$
\begin{equation*}
(-\triangle)^{\frac{s}{2}} f:=\mathcal{F}^{-1}\left[|\xi|^{s} \mathcal{F}[f]\right], \quad f \in C_{c}^{\infty}\left(\mathbb{R}^{N}\right) \tag{4.4}
\end{equation*}
$$

Equation (4.3) can be put into our framework by setting: $H=U=L^{2}\left(\mathbb{R}^{N}\right) ; A:=-(-\triangle)^{\frac{s}{2}}$ with domain $D(A):=H^{s}\left(\mathbb{R}^{N}\right) ; B:=\chi_{\omega}$. One can easily check that $\left(A_{1}\right)-\left(A_{3}\right)$ hold, $A^{*}=A$, and $A$ generates an analytic semigroup. The latter and (ii) of Remark 1.10 yield that $\sigma(A) \cap \mathbb{C}_{-\gamma}^{+}$is bounded for each $\gamma>0$. Therefore, Theorem 1.9 can be applied. Moreover, the spectral measure $E^{A^{*}}$ (corresponding to $A^{*}$ ) is provided as follows: for each Borel set $\Omega \subset \mathbb{C}$,

$$
\begin{equation*}
\left[E^{A^{*}}(\Omega)\right] f:=\mathcal{F}^{-1}\left[\chi_{-|\xi|^{s} \in\left(\Omega \cap \overline{\mathbb{R}^{-}}\right)} \mathcal{F}[f]\right] \text { for } f \in L^{2}\left(\mathbb{R}^{N}\right) \tag{4.5}
\end{equation*}
$$

Regarding equation (4.3), we have the following: Fact 1: If $\omega$ is thick, then equation (4.3) is not null controllable in general (see [14]). Fact 2: Equation (4.3) is rapidly stabilizable if and only if $\omega$ is thick (see [17, Theorem 4.5]), where it was proven by the weak observability inequality. Next, we utilize (ii) of Theorem 1.9 to provide a proof for the sufficiency by the frequency-domain inequality.
Propositon 4.3. If $\omega$ is a thick set, then for each $\beta>0$, there is $C(\beta)>0$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq \frac{C(\beta)}{(\operatorname{Re} \lambda+\beta)^{2}}\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\left\|B^{*} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}\right) \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H^{s}\left(\mathbb{R}^{N}\right) \tag{4.6}
\end{equation*}
$$

Proof. We arbitrarily fix $\beta>0$. Let $k:=k(\beta)=[\beta]+2$. We set $E_{k}:=E^{A^{*}}(\{z \in \mathbb{C}: \operatorname{Re} z \in[-k, 0]\})$, where $E^{A^{*}}$ is provided in (4.5). Then, [13, Lemma 3.1] implies that

$$
\begin{equation*}
\left\|E_{k} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq e^{C_{0} k^{\frac{1}{s}}}\left\|B^{*} E_{k} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \text { for } \varphi \in L^{2}\left(\mathbb{R}^{N}\right) \tag{4.7}
\end{equation*}
$$

where $C_{0}>0$ is a constant, which is independent of $k$. Let $A_{k}^{*}:=A^{*}+\left(k-\frac{1}{2}\right) I$. Now we claim

$$
\begin{equation*}
\left\|\left(I-E_{k}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq \frac{1}{\left(\operatorname{Re} \lambda+\frac{1}{2}\right)^{2}}\left\|\left(\lambda I-A_{k}^{*}\right)\left(I-E_{k}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)} \text { for } \lambda \in \mathbb{C}_{-\frac{1}{2}}^{+}, \varphi \in H^{s}\left(\mathbb{R}^{N}\right) \tag{4.8}
\end{equation*}
$$

For this purpose, we arbitrarily fix $\lambda \in \mathbb{C}_{-\frac{1}{2}}^{+}, \varphi \in H^{s}\left(\mathbb{R}^{N}\right)$. Since $A=A^{*}$, it follows from (4.4) and (4.5) that

$$
\left(\lambda I-A_{k}^{*}\right)\left(I-E_{k}\right) \varphi=\mathcal{F}^{-1}\left[\chi_{\left\{|\xi|^{s}>k\right\}}\left(\lambda-k+\frac{1}{2}+|\xi|^{s}\right) \mathcal{F}[\varphi]\right]
$$

The combination of this result and the Plancherel theorem yield

$$
\begin{aligned}
& \left\|\left(\lambda I-A_{k}^{*}\right)\left(I-E_{k}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}=\int_{\mathbb{R}^{N}}\left|\chi_{\left\{|\xi|^{s}>k\right\}}\left(\lambda-k+\frac{1}{2}+|\xi|^{s}\right) \mathcal{F}[\varphi](\xi)\right|^{2} d \xi \\
\geq & \left|\lambda+\frac{1}{2}\right|^{2} \int_{\mathbb{R}^{N}}\left|\chi_{\left\{|\xi|^{s}>k\right\}} \mathcal{F}[\varphi](\xi)\right|^{2} d \xi \geq\left(\operatorname{Re} \lambda+\frac{1}{2}\right)^{2}\left\|\left(I-E_{k}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}
\end{aligned}
$$

which leads to (4.8).
Next, since $A^{*} E_{k}=E_{k} A^{*}$, (4.7) and (4.8) imply that for $\lambda \in \mathbb{C}_{-\frac{1}{4}}^{+}$and $\varphi \in H^{s}\left(\mathbb{R}^{N}\right)$,

$$
\begin{aligned}
\|\varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} & \leq\left\|\left(I-E_{k}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\left\|E_{k} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq\left\|\left(I-E_{k}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+e^{C_{0} k^{\frac{1}{s}}}\left\|B^{*} E_{k} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \\
& \leq\left(1+2 e^{C_{0} k^{\frac{1}{s}}}\right)\left\|\left(I-E_{k}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+2 e^{C_{0} k^{\frac{1}{s}}}\left\|B^{*} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \\
& \leq 16\left(1+2 e^{C_{0} k^{\frac{1}{s}}}\right)\left\|\left(\lambda I-A_{k}^{*}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+2 e^{C_{0} k^{\frac{1}{s}}}\left\|B^{*} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}
\end{aligned}
$$

The combination of this result and Definition 1.7 (see also Proposition 5.1 in Appendix) imply that there are $\gamma>0$ and $C(\gamma, k)>0$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2} \leq \frac{C(\gamma, k)}{(\operatorname{Re} \eta+\gamma)^{2}}\left(\left\|\left(\eta I-A_{k}^{*}\right) \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}+\left\|B^{*} \varphi\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}\right) \text { for } \eta \in \mathbb{C}_{-\gamma}^{+}, \varphi \in H^{s}\left(\mathbb{R}^{N}\right) \tag{4.9}
\end{equation*}
$$

Since $\beta+1 \leq k$, letting $\eta=\lambda+k-\frac{1}{2}$ in (4.9) leads to (4.6) with $C(\beta):=C(\gamma, k)$. This completes the proof.

### 4.3 One-dimensional heat equation with point-wise controls

Let $c>\pi^{2}, x_{0} \in(0,1)$, and $\delta(\cdot)$ be the Dirac function at $x=0 \in \mathbb{R}$. We consider the following heat equation with point-wise controls:

$$
\begin{cases}y_{t}=\left(\partial_{x}^{2}+c\right) y+\delta\left(\cdot-x_{0}\right) u & \text { in } \mathbb{R}^{+} \times(0,1)  \tag{4.10}\\ y(\cdot, 0)=y(\cdot, 1)=0 & \text { in } \mathbb{R}^{+} \\ y(0, \cdot)=y_{0}(\cdot) \in L^{2}(0,1) & \end{cases}
$$

where $u \in L^{2}\left(\mathbb{R}^{+}\right)$. Equation (4.10) can be put into our framework by setting: $H:=L^{2}(0,1) ; U:=\mathbb{R}$; $A:=\partial_{x}^{2}+c$ (with its domain $\left.D(A):=H_{1}:=H_{0}^{1}(0,1) \cap H^{2}(0,1)\right) ; B:=\delta\left(\cdot-x_{0}\right)$. One can easily check that assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ are true, $A$ is self-adjoint, and $A$ generates an analytic semigroup (see [17, Example 4.3]). The latter and (ii) of Remark 1.10 yield that $\sigma(A) \cap \mathbb{C}_{-\gamma}^{+}$is bounded for each $\gamma>0$. Therefore, Theorem 1.9 can be applied.

Regarding equation (4.10), we have the following: Fact 1: For irrational number $x_{0} \in(0,1)$, equation (4.10) is not null controllable (see [17, Example 4.3]). Fact 2: Equation (4.10) is rapidly stabilizable if and only if $x_{0} \in(0,1)$ is irrational (see [17, Theorem 4.9]). Thus, a natural question is what happens about equation (4.10) when $x_{0}$ is rational? The next theorem provides the answer for this question. We will prove it using Theorem 1.9.

Theorem 4.4. System (4.10) is stabilizable in $L^{2}(0,1)$ if and only if $x_{0} \notin\left\{k / n \in(0,1): k \in \mathbb{N}^{+}, n=\right.$ $1,2, \ldots,[\sqrt{c} / \pi]\}$.

Proof. First, the eigenvalues and the corresponding normalized eigenfunctions of $A^{*}$ are as follows: $\lambda_{n}:=$ $-(n \pi)^{2}+c ; e_{n}(x):=\sqrt{2} \sin (n \pi x), x \in(0,1), n \in \mathbb{N}^{+}$.

We start with proving the necessity. By contradiction, we suppose that there is $x_{0}=k / n \in(0,1)$ (with $n \in\{1,2, \ldots,[\sqrt{c} / \pi]\}, k \in \mathbb{N}^{+}$) such that system (4.10) is stabilizable. Then, we have $e_{n}\left(x_{0}\right)=$ $\sqrt{2} \sin \left(n \pi x_{0}\right)=0$, which implies that $B^{*} e_{n}=0$. Since $1 \leq n \leq[\sqrt{c} / \pi]$, one can directly check that

$$
\lambda_{n}=-(n \pi)^{2}+c \geq-([\sqrt{c} / \pi] \pi)^{2}+c \geq 0, \text { and thus } \lambda_{n} \in \mathbb{C}_{0}^{+}
$$

For any $\beta>0$, the right-hand side of (1.5) (where $\lambda=\lambda_{n}$ and $\varphi=e_{n}$ ) is 0 , while the left-hand side of (1.5) (where $\lambda=\lambda_{n}$ and $\varphi=e_{n}$ ) is 1. So (1.5) is not true for any $\beta>0$. Thus, it follows from (i) of Theorem 1.9 that system (4.10) is not stabilizable, which causes a contradiction and completes the proof of the necessity.

We next prove the sufficiency. We will show that if $x_{0} \notin\left\{k / n \in(0,1): k \in \mathbb{N}^{+}, n=1,2, \ldots,[\sqrt{c} / \pi]\right\}$, then there is $\beta>0$ such that the pair $\left(A^{*}, B^{*}\right)$ satisfies (HESI) ${ }_{\beta}$. We let $n^{*}:=[\sqrt{c} / \pi]$. Since $x_{0} \notin\{k / n \in$ $\left.(0,1): k \in \mathbb{N}^{+}, n=1,2, \ldots, n^{*}\right\}$, we have

$$
\begin{equation*}
e_{n}\left(x_{0}\right) \neq 0 \text { for each } n \in\left\{1,2, \ldots, n^{*}\right\} \tag{4.11}
\end{equation*}
$$

We define the following projection operator: $P_{n^{*}} \varphi:=\sum_{n=1}^{n^{*}}\left\langle\varphi, e_{n}\right\rangle_{H} e_{n}(\varphi \in H)$. Let

$$
H_{n^{*}}^{+}:=P_{n^{*}} H ; \quad \beta:=-\frac{1}{2} \lambda_{n^{*}+1} .
$$

Since $n^{*}=[\sqrt{c} / \pi]$, one can directly check that $\beta>0$.
Now, we claim that there is $C(\beta)>0$ such that

$$
\begin{equation*}
\|\varphi\|_{H}^{2} \leq C(\beta)\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H_{1} \tag{4.12}
\end{equation*}
$$

Indeed, based on (4.11), one can easily check that

$$
\operatorname{Ker}\left(\left.\left(\lambda I-A^{*} P_{n^{*}}, B^{*} P_{n^{*}}\right)^{\top}\right|_{H_{n^{*}}^{+}}\right)=\{0\} \text { for } \lambda \in \mathbb{C} .
$$

Since $H_{n^{*}}^{+}$is finite-dimensional, the above yields that for each $\lambda \in \mathbb{C}$, there is $C(\lambda)>0$ such that

$$
\begin{equation*}
\left\|P_{n^{*}} \varphi\right\|_{H}^{2} \leq C(\lambda)\left(\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2}+\left\|B^{*} P_{n^{*}} \varphi\right\|_{U}^{2}\right) \text { for } \varphi \in H_{1} . \tag{4.13}
\end{equation*}
$$

To continue our proof, we let

$$
\Re_{\beta, \delta}:=\{z \in \mathbb{C}: \operatorname{Re} z \in[-\beta, c+1], \operatorname{Im} z \in[-\delta, \delta]\} ; \widetilde{\Re}_{\beta, \delta}:=\{z \in \mathbb{C}: \operatorname{Re} z \in[-\beta, c+1], \operatorname{Im} z \notin[-\delta, \delta]\}
$$

The remainder of the proof of (4.12) is divided into three steps.

Step 1. We prove that there is $C_{1}(\beta, \delta)>0$ such that

$$
\begin{equation*}
\left\|P_{n^{*}} \varphi\right\|_{H}^{2} \leq C_{1}(\beta, \delta)\left(\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2}+\left\|B^{*} P_{n^{*}} \varphi\right\|_{U}^{2}\right) \text { for } \lambda \in \Re_{\beta, \delta}, \varphi \in H_{1} . \tag{4.14}
\end{equation*}
$$

We arbitrarily fix $\eta_{0} \in \Re_{\beta, \delta}$. Let $C\left(\eta_{0}\right)>0$ satisfy (4.13) with $\lambda=\eta_{0}$. We let $r=r\left(\eta_{0}\right):=$ $\left(2 \sqrt{C\left(\eta_{0}\right)}\right)^{-1}$ and write $O_{r}\left(\eta_{0}\right)$ for the open ball in $\mathbb{C}$, which is centered at $\eta_{0}$ and has radius $r$. Then, for each $\lambda \in O_{r}\left(\eta_{0}\right)$ and $\varphi \in H_{1}$,

$$
\begin{aligned}
\left\|\left(\eta_{0} I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2} & \leq 2\left|\lambda-\eta_{0}\right|^{2}\left\|P_{n^{*}} \varphi\right\|_{H}^{2}+2\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2} \\
& \leq 2 r^{2}\left\|P_{n^{*}} \varphi\right\|_{H}^{2}+2\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2} \\
& \leq\left(2 C\left(\eta_{0}\right)\right)^{-1}\left\|P_{n^{*}} \varphi\right\|_{H}^{2}+2\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2}
\end{aligned}
$$

The combination of this result and (4.13) (with $\lambda=\eta_{0}$ ) provide

$$
\begin{equation*}
\left\|P_{n^{*}} \varphi\right\|_{H}^{2} \leq 4 C\left(\eta_{0}\right)\left(\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2}+\left\|B^{*} P_{n^{*}} \varphi\right\|_{U}^{2}\right) \text { for } \lambda \in O_{r}\left(\eta_{0}\right), \varphi \in H_{1} \tag{4.15}
\end{equation*}
$$

We call $\left(\eta_{0}, r\right) \in \Re_{\beta, \delta} \times \mathbb{R}^{+}$to be an admissible pair if this pair satisfies (4.15). Since $\Re_{\beta, \delta}$ is compact, there are finite admissible pairs $\left\{\left(\eta_{0, j}, r_{j}\right)\right\}_{j=1}^{p}$ (for some $p \in \mathbb{N}^{+}$) such that $\Re_{\beta, \delta} \subset \cup_{j=1}^{p} O_{r_{j}}\left(\eta_{0, j}\right)$. Therefore, we have (4.14) with $C_{1}(\beta, \delta):=4 \sup _{1 \leq j \leq p} C\left(\eta_{0, j}\right)$.
Step 2. We prove

$$
\begin{equation*}
\left\|P_{n^{*}} \varphi\right\|_{H}^{2} \leq \delta^{-2}\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2} \text { for } \lambda \in \widetilde{\Re}_{\beta, \delta}, \quad \varphi \in H_{1} . \tag{4.16}
\end{equation*}
$$

If $\lambda \in \widetilde{\Re}_{\beta, \delta}$ and $\varphi=\sum_{n=1}^{\infty} a_{n} e_{n} \in H_{1}$, then

$$
\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2}=\sum_{n=1}^{n^{*}}\left|\lambda-\lambda_{n}\right|^{2}\left|a_{n}\right|^{2} \geq \sum_{n=1}^{n^{*}}|\operatorname{Im} \lambda|^{2}\left|a_{n}\right|^{2} \geq \delta^{2}\left\|P_{n^{*}} \varphi\right\|_{H}^{2}
$$

which leads to (4.16).
Step 3. We prove that there is $C(\beta)>0$ that satisfies (4.12).
If $\lambda \in \mathbb{C}_{c+1}^{+}$, for $\varphi=\sum_{n=1}^{+\infty} a_{n} e_{n} \in H_{1}$,

$$
\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}=\sum_{n=1}^{+\infty}\left|\lambda-\lambda_{n}\right|^{2}\left|a_{n}\right|^{2} \geq\left|\lambda-\lambda_{1}\right|^{2} \sum_{n=1}^{+\infty}\left|a_{n}\right|^{2} \geq\left(\pi^{2}+1\right)^{2}\|\varphi\|_{H}^{2}
$$

which leads to (4.12) with $C(\beta):=\left(\pi^{2}+1\right)^{-2}$.
If $\lambda \in \mathbb{C}_{-\beta}^{+} \backslash \mathbb{C}_{c+1}^{+}\left(\right.$which implies that $\operatorname{Re} \lambda>\frac{1}{2} \lambda_{n^{*}+1}$ by the definition of $\beta$ ), for $\varphi=\sum_{n=1}^{+\infty} a_{n} e_{n} \in H_{1}$, we obtain

$$
\begin{aligned}
\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2} & \geq\left\|\left(\lambda I-A^{*}\right)\left(I-P_{n^{*}}\right) \varphi\right\|_{H}^{2}=\sum_{n=n^{*}+1}^{+\infty}\left|\lambda-\lambda_{n}\right|^{2}\left|a_{n}\right|^{2} \\
& \geq\left|\lambda-\lambda_{n^{*}+1}\right|^{2}\left\|\left(I-P_{n^{*}}\right) \varphi\right\|_{H}^{2} \geq \beta^{2}\left\|\left(I-P_{n^{*}}\right) \varphi\right\|_{H}^{2}
\end{aligned}
$$

and consequently

$$
\begin{equation*}
\left\|\left(I-P_{n^{*}}\right) \varphi\right\|_{H}^{2} \leq \beta^{-2}\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2} \tag{4.17}
\end{equation*}
$$

The conclusions in Steps 1, 2 where $\delta=\beta / 2$ imply that there is $C_{1}(\beta)>0$ such that

$$
\left\|P_{n^{*}} \varphi\right\|_{H}^{2} \leq C_{1}(\beta)\left(\left\|\left(\lambda I-A^{*}\right) P_{n^{*}} \varphi\right\|_{H}^{2}+\left\|B^{*} P_{n^{*}} \varphi\right\|_{U}^{2}\right)
$$

The combination of this result and (4.17) yield that

$$
\begin{equation*}
\|\varphi\|_{H}^{2} \leq\left(C_{1}(\beta)+\beta^{-2}\right)\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} P_{n^{*}} \varphi\right\|_{U}^{2}\right) . \tag{4.18}
\end{equation*}
$$

Moreover, since $\lambda \in \mathbb{C}_{-\beta}^{+}$and $\beta=-\frac{1}{2} \lambda_{n^{*}+1}$, we can find $C_{2}(\beta)>0$ such that

$$
\begin{aligned}
\left\|B P_{n^{*}} \varphi\right\|_{U}^{2} & \leq 2\left\|B^{*} \varphi\right\|_{U}^{2}+2\left\|B^{*}\left(I-P_{n^{*}}\right) \varphi\right\|_{U}^{2} \leq 2\left\|B^{*} \varphi\right\|_{U}^{2}+4\left|\sum_{n=n^{*}+1}^{+\infty} a_{n} \sin \left(n \pi x_{0}\right)\right|^{2} \\
& \leq 2\left\|B^{*} \varphi\right\|_{U}^{2}+4\left(\sum_{n=n^{*}+1}^{+\infty}\left|a_{n}\left(\lambda-\lambda_{n}\right)\right|^{2}\right)\left(\sum_{n=n^{*}+1}^{+\infty}\left|\beta+\lambda_{n}\right|^{-2}\right) \\
& \leq 2\left\|B^{*} \varphi\right\|_{U}^{2}+C_{2}(\beta)\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}
\end{aligned}
$$

Considering (4.18), we obtain (4.12) with $C(\beta):=C_{1}(\beta)+C_{2}(\beta)+\beta^{-2}+2$.
In summary, we conclude that (4.12) is true. This result and Definition 1.7 imply that the pair $\left(A^{*}, B^{*}\right)$ satisfies $(\mathrm{HESI})_{\beta}$. Then, according to $(i)$ in Theorem 1.9, system (4.10) is stabilizable, and the sufficiency has been proven.

Hence, we have completed the proof of Theorem 4.4.

## 5 Appendix

Propositon 5.1. Suppose that $\left(A_{1}\right)-\left(A_{3}\right)$ hold. Then the inequalities (1.5) and (1.6) are equivalent.
Proof. We first show (1.5) $\Rightarrow$ (1.6). Suppose that (1.5) holds. Let $\beta_{1} \in(0, \beta)$. Then, it follows from (1.5) that for $\lambda \in \mathbb{C}_{-\beta_{1}}^{+}$,

$$
\|\varphi\|_{H}^{2} \leq \frac{C(\beta)}{\left(\beta-\beta_{1}\right)^{2}}\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \quad \text { for } \varphi \in H_{1}
$$

which leads to (1.6) with a different $C(\beta)>0$.
Next, we show $(1.6) \Rightarrow(1.5)$. Suppose that (1.6) is true. First, there are two constants $\omega>0$ and $C(\omega)>0$ such that $\left\|S^{*}(t)\right\| \leq C(\omega) e^{\omega t}$ for all $t \in \mathbb{R}^{+}$, which implies that $\mathbb{C}_{\omega}^{+} \subset \rho\left(A^{*}\right)$ and that for each $\lambda \in \mathbb{C}_{\omega}^{+},\left\|\left(\lambda I-A^{*}\right)^{-1}\right\|_{\mathcal{L}(H)} \leq C(\omega)(\operatorname{Re} \lambda-\omega)^{-1}$ (see [21, Theorem 5.3 and Remark 5.4, Section 1.5, Chapter 1]). These facts, together with the same argument in (3.3), imply that for each $\lambda \in \mathbb{C}_{\max \{\omega, 2|\beta-\omega|-\beta\}}^{+}$,

$$
\begin{equation*}
\|\varphi\|_{H} \leq \frac{2 C(\omega)}{\operatorname{Re} \lambda+\beta}\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H} \text { for } \varphi \in H_{1} \tag{5.1}
\end{equation*}
$$

Meanwhile, it follows from (1.6) that for $\lambda \in \mathbb{C}_{-\beta}^{+} \backslash \mathbb{C}_{\max \{\omega, 2|\beta-\omega|-\beta\}}^{+}$, we have

$$
\|\varphi\|_{H}^{2} \leq \frac{(\beta+\max \{\omega, 2|\beta-\omega|-\beta\})^{2}}{(\operatorname{Re} \lambda+\beta)^{2}} C(\beta)\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \text { for } \varphi \in H_{1}
$$

where we recall that the quotient in front of $C(\beta)$ are large than or equal to 1 . The combination of this result and (5.1) yield

$$
\|\varphi\|_{H}^{2} \leq \frac{C(\beta, \omega)}{(\operatorname{Re} \lambda+\beta)^{2}}\left(\left\|\left(\lambda I-A^{*}\right) \varphi\right\|_{H}^{2}+\left\|B^{*} \varphi\right\|_{U}^{2}\right) \text { for } \lambda \in \mathbb{C}_{-\beta}^{+}, \varphi \in H_{1}
$$

where $C(\beta, \omega):=(\beta+\max \{\omega, 2|\beta-\omega|-\beta\})^{2} C(\beta)+4(C(\omega))^{2}$. This implies that (1.5) holds. This completes the proof.
Remark 5.2. The following example shows that (1.5) is more sharp than (1.6) to describe the optimal decay rate of system $[A, B]$ : Suppose that $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}\left(n, m \in \mathbb{N}^{+}\right)$, i.e., system $[A, B]$ is
a finite-dimensional system in $\mathbb{R}^{n}$. Further, we assume that $[A, B]$ is stabilizable, but not controllable. It follows that there is an invertible matrix $P \in \mathbb{R}^{n \times n}$ such that

$$
P A P^{-1}=\left(\begin{array}{cc}
A_{1} & A_{2} \\
0 & A_{3}
\end{array}\right), \quad P B=\binom{B_{1}}{0}
$$

where $\left[A_{1}, B_{1}\right]$ is controllable and $\sigma\left(A_{3}\right)$ is non-empty and in $\mathbb{C}_{0}^{-}$, i.e., $\sigma^{*}:=\max \left\{\operatorname{Re} \lambda: \lambda \in \sigma\left(A_{3}\right)\right\}<0$. We define the optimal decay rate of system $[A, B]$ as follows:

$$
\sigma^{\sharp}:=\inf \left\{\alpha \in \mathbb{R}: \exists F \in \mathbb{R}^{m \times n} \text { s.t. } A+B F \text { is expoentially stable with decay rate } \alpha\right\} .
$$

One can directly check that $\sigma^{\sharp}=-\sigma^{*}$. If there is $F^{\sharp} \in \mathbb{R}^{m \times n}$ such that $A+B F^{\sharp}$ is exponentially stable with decay rate $\alpha^{\sharp}$, then we say the optimal decay rate of $[A, B]$ can be reached, otherwise, we say that it can not be reached. We take $\lambda^{*} \in \sigma\left(A_{3}\right)(\subset \sigma(A))$ such that Re $\lambda^{*}=\sigma^{*}$. If the geometric multiplicity of $\lambda^{*}$ equals to its algebraic multiplicity, then, by the classical argument, we can directly check that the optimal decay rate of $[A, B]$ can be reached. Moreover, by the Laplace transform, we can conclude that (1.5) holds for $\beta=\sigma^{\sharp}$, but (1.6) holds only for $\beta<\sigma^{\sharp}$. If the geometric multiplicity of $\lambda^{*}$ is strictly less than its algebraic multiplicity, then, we can directly check that the optimal decay rate of $[A, B]$ can not be reached. In this case, we can show that (1.5) and (1.6) hold only for $\beta<\sigma^{\sharp}$. In summary, (1.5) holds for $\beta=\alpha^{\sharp}$ in some cases, while (1.6) holds only for $\beta<\alpha^{\sharp}$. Therefore, we say that (1.5) is more sharp than (1.6).
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