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Differentiability of the Value Function on H'(Q) of Semilinear
Parabolic Infinite Time Horizon Optimal Control Problems under
Control Constraints

Karl Kunisch * Buddhika Priyasad

April 28, 2024

Abstract

An abstract framework guaranteeing the continuous differentiability of local value functions on
H'(Q) associated with optimal stabilization problems subject to abstract semilinear parabolic
equations in the presence of norm constraints on the control is established. It guarantees the
local well-posedness of the associated Hamilton-Jacobi-Bellman equation in the classical sense.
Examples illustrate that the assumptions imposed on the dynamical system are satisfied for
practically relevant semilinear equations.

1 Introduction.

Continuous differentiability of local value functions with respect to initial data in H'(2) associated
with norm-constrained optimal control problems on the infinite time horizon for semilinear parabolic
equations is investigated. This is an extension of our work in [BK] where a similar problem was
investigated in the situation where the domain of the value function is L?() rather than H'((Q).
The motivation for these two different settings is the following. The class of semilinear equations
for which local differentiability of the value function can be established is wider for H'(€2) initial
data than that for L?(€) initial data. The L?(f2) framework, on the other hand, is of independent
value. It can be more flexible for consistent numerical realizations, for instance, than the setting
in H'(Q). Concerning the structure of proofs we can frequently proceed similarly as in [BK], on a
technical level, however, many differences need to be overcome.

To accomplish our goal we utilize techniques for sensitivity analysis of abstract infinite dimen-
sional optimization problems. We consider the optimality conditions for our constraint optimal
control problem as parameter dependent generalized equations and apply known results on the
Lipschitz continuous dependence of their solutions [Don]. Once Lipschitz continuity of the optimal
controls with respect to initial data is established, differentiability of the value function and the
derivation of the Hamilton Jacobi Bellman (HJB) equation will follow by considerations which are
rather straightforward by now. On a technical level, the most severe difficulties arise due to the fact
that we consider infinite horizon rather the finite horizon problems. These are the natural settings
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for optimal stabilization problems. We shall assume that the linear part of the dynamical system is
feedback stabilizable, see eg. [KR, Tri]. Subsequently we derive appropriate conditions which guar-
antee that the nonlinear equations allow stabilizing controls. These conditions will also guarantee
that the adjoint state associated to a local optimal control is unique. Utilizing the transversality
condition this later property is typically immediate for finite horizon problems, but it is not at
all obvious in the infinite horizon case. Concerning the treatment of the norm constraints on the
controls, utilizing properties of the adjoint states, we shall be able to argue that the constraints are
inactive for the optimal controls beyond a certain time horizon. This property is essential (at least
for our approach) to guarantee the uniqueness of the adjoint states and their Lipschitz continuous
dependence on the parameters, see eg. Step 2 of the proof of Proposition 3.2.

Let us point out a remarkable consequence of our analysis: While differentiability of the local
value function V on a subset of H!(f2) guarantees that its Riesz representations lie in a subset of
H' (), the use of dynamic programming will guarantee that the Riesz representations themselves
are elements of H'(£2). This will allow that the HJB equation can in fact be interpreted on subsets
of H'(£2), which would otherwise not be possible, due to the appearance of the action of the state
equation.

The results of the paper require a smallness assumption on the initial data. While this is
restrictive we conjecture that it is inevitable. Under structural assumptions, on the nonlinearity,
for instance monotonicity, or assumptions on the stabilizability of the nonlinear equation, rather
than only on the leading linear part as will be used in this paper, it may be possible to obtain
semi-global or global results, in the sense that for every local optimal solution satisfying a second
order condition, the value function is differentiable in a neighborhood. This could be of interest for
future work.

Concerning the literature, there appears to be very little focusing on the C! property of the
value function for infinite dimensional systems. For the finite dimensional case we can mention
[Fra, Chapter 5], [CF], [Goe]. It should be recalled that regularity of the value function is a special
case, since in general we can only expect its Lipschitz continuity, see for instance [BC], and more
recent results in [BF]|. On the other hand there are many papers on the sensitivity analysis of finite
horizon optimal control problems with pointwise, and thus affine, control constraints. We quote
some of them [BM], [Gri], [GV], [GHH], [Mal], [MT], [Tro], [Wac]. These papers are not written
with the intention of application towards the HJB equation. The [BKP1], [BKP2] Taylor functions
expansions are provided for optimal stabilization problems without norm constraints related to
bilinear problems and the Navier-Stokes equation, respectively.

The following sections are structured as follows. Section 2 contains the precise problem state-
ment, the assumptions which are postulated throughout the remainder of the paper, and the state-
ment of the two main theorems. Section 3 contains the technical developments which lead up to
the analysis of the adjoint equations, the transversality condition, and second order optimality.
Lipschitz continuous dependence of the optimal controls, and the associated states and adjoint
states with respect to the initial condition is contained in Section 4. This is proved by verifying
the Dontchev-Robinson strong regular point condition. The local C''-property of the value function
and the HJB equation are treated Section 5. Section 6 contains concrete problems, which illustrate
the applicability of the assumptions with respect to specific nonlinearities.
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2 Differentiability of value function for optimal stabilization

2.1 Problem formulation

Let © be an open connected bounded subset of R with a C! boundary I'. The associated space-
time cylinder is denoted by @ = € x (0, 00) and the associated lateral boundary by ¥ =I" x (0, c0).
We consider the following the optimal stabilization problem in abstract form with associated value
function,

. 1 [ a [
V= it o [T G [ ()
y € Woo(D(A),Y) = J0 0
u(t) S uad
subject to the semilinear parabolic equation
yi = Ay + F(y) + Bu in L*(I;Y), (2.1a)
y(0) = o in V. (2.1b)

Here I = (0,00), Y = L?(Q2), V = HY(Q), and W (D(A),Y) denotes the classical space for strong
solutions of semilinear parabolic problems. Together with the operator A it will be introduced
below. Further U,y C U stands for the set of admissible controls which is defined as Uy,q = {v € U :
vl < n}, where n > 0, and U is a Hilbert space which will be identified with its dual. By Py,
we denote the Hilbert space projection of U onto U,q, U = L*(I;U), and

Uwg ={u €U :||u(t)|y <n, for ae. t >0}, (2.2)

and finally B € L(U,Y"). For this choice of admissible controls the dynamical system can be sta-
bilized for all sufficiently small initial data in V', see Corollary 3.3 and Remark 3.1, provided that
the pair (A, B) is exponentially stabilizable.

Throughout F' stands for the substitution operator associated to a mapping f : R — R, so that
(Fy)(t) = f(y(t)). Sufficient conditions which guarantee the existence of solutions to (2.1) as well
as solutions (g, u) to (P), with yo € V sufficiently small, will be given below. We shall also make
use of the adjoint equation associated to an optimal state g, given by

—pe—A'p—F'(§)*p=—7 in L*(I; [D(A)]), (2.3a)
Jim p(t) =0 in V' (2.3b
—00

Its solution p will be considered in L*(I;Y) as well as in Woo(V, V') = {v € L*(;V) : v €
L?(I;V")}, and eventually in Wy, (D(A),Y).
2.2 Further notation and assumptions on A

Since V is continuously and densely embedded in Y the inclusions V' C Y C V' constitute a Gelfand
triple with Y as pivot space. Let a be a continuous bilinear form on V' which is V' — Y coercive:

JpeRand 0 >0:  a(v,v) + plof >0 ||v|}, forallv e V. (2.4)
This bilinear form induces the operator A by means of
D(A)={veV:w— a(v,w)is Y — continuous},
(Av,w) = —a(v,w),Yv € D(A),Yw € V.

3
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This operator is closed and densely defined in Y, and it can be uniquely extended to an operator
A € L(V,V'). Tt generates an analytic, exponentially bounded semigroup e?? with ||e/?|| £y < e,
see eg. [BPDM, Part II, Chapter 1, pg 115]. The adjoint of A, considered as operator in Y will
be denoted by A*. We assume that D(A) = D(A*), algebraically and topologically. We shall also
consider A as a bounded linear operator in £(D(A),Y"), with dual A" € L(Y,[D(A)]’). Since D(A*)
is dense in Y, we recall from eg. [LT, Section 0.3, pg 6] that A’ is the unique extension of the
operator A* € L(D(A*),Y) to an element in L(Y, [D(A)]’). For any T' € (0, 00), we define the space
W(0,T;D(A),Y) which we endow with the norm

d7y 2

1/2
9l o:rp00) = (HAyu%Q(o,T;Y) T ) Y EW(O.TD(4), V).
(0,13Y)

(2.5)
Generally, given T' > 0 and two Hilbert spaces X C Y, by W(0,T; X,Y) we denote the space

L2

d
W(0,T; X,Y) = {y e LX(0,T; X); di; c LQ(O,T;Y)} . (2.6)

For T = 0o, we write W (X,Y) and I = (0,00). We further define WY = {y € W, : y(0) = 0}.
We also set

d
W (T, 00; X,Y) = {y € LX(T, 00; X); d% c L2(T,oo;Y)}.

We shall frequently use that W (D(A),Y') embeds continuously into C([0,00), V), see e.g. [LM,
Theorem 4.2, Chapter 1] and that tli)m y(t) =0in V, for y € Woo(D(A),Y), see e.g. [CK]. Further

|Z|| denotes the norm of the embedding constant of Wuo(D(A),Y) into L?(I;Y) and ||i|| is the
norm of the embedding V into Y.

For 6 > 0 and y € V, we define the open neighborhoods By (6) = {y €V : |yl <4}, and
By(y,0) ={y € V: [ly = glly, <4}
2.3 Assumptions for problem (P)

Here we summarize the main assumptions which will be utilized throughout the remainder of this
paper.

Assumption Al. The linear system (A, B) with B € L(U,Y) is exponentially stabilizable , i.e.
there exists K € L(Y,U) such that the semigroup eA=BE) 45 exponentially stable on'Y .
Regarding assumption (A1), we refer to e.g. [Tri].

Assumption A2. The nonlinearity F : Woo(D(A),Y) — L*(I;Y) is twice continuously Fréchet
differentiable, with second Fréchet derivative F" bounded on bounded subsets of Weo(D(A),Y), and
F(0) = 0.

Assumption A3. F : W(0,T;D(A),Y) — LY0,T;H') is weak-to-weak continuous for every
T > 0, for some Hilbert space H which embeds continuously and densely in Y .

Recall that (Ll(O,T;’H')), = L>(0,T;H), see [Emm, Theorem 7.1.23(iv), p 164]. Moreover,
L>(0,T;H) is dense in L2(0,T;Y), see [MS, Lemma A.1, p 2231].
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Assumption A4. F'(y) and F'(y)* are elements of L(L*(I; V), L*(I;Y)) for eachy € Wo(D(A),Y).

Remark 2.1. The requirement that F'(0) = 0 in (A1) is consistent with the fact that we focus on
the stabilization problem with 0 as steady state for (3.19). Without loss of generality we further
assume that

F'(0) =0, (2.7)

which can always be achieved by making F’(0) to be perturbation of A.

Remark 2.2. Assumption (A2) is in only needed locally in the neighborhood of local solutions
of (P) which will be under consideration. But it is convenient to assume this regularity globally.
Assumption (A4) will only be utilized at the y-component of local solutions (y,u) of problem (P).
Such local solutions § may enjoy higher regularity than being generic elements in W (D(A),Y).
In case of finite dimensional problems with all function spaces over  replaced by R? and A, B
matrices of dimensions d x d and d X m, Assumption (A1) is vacuously satisfied, Assumption (A2)
becomes an assumption on the feedback stabilizability of the pair (A, B). Assumptions (A3) - (A4)
need to be checked for the specific non-linearity which constitutes the control system.

2.4 Main Theorems

Now we present the main results of this paper. We shall refer to value functions associated to local
minima as ‘local value function’. The first theorem asserts continuous differentiability of local value
functions V w.r.t. yo, for all yg small enough. The second theorem establishes that V satisfies the
HJB equation in the classical sense. This will be proven in Sections 4 and 5 below. Moreover we
need to establish the underlying assumption that problem (P) is well-posed. This will lead to a
smallness assumption on the initial states 1.

We shall further prove the Lipschitz continuity of the state, the adjoint state, and the control
with respect to the initial condition yg € V in the neighborhood of a locally optimal solution
(y,u) corresponding to a sufficiently small reference initial state go. This will imply the desired
differentiability of the local value function associated to local minima.

Theorem 2.1. Let (A1)-(A4) hold. Then associated to each local solution (y(yo),u(yo)) of (P)
- of which there exists at least one - there exists a neighborhood U(yy) in V such that each local
value function V : U(yp) C V — R is continuously differentiable, provided that yo is sufficiently
close to the origin in V. Moreover the Riesz representor of V' is an element of C(U(yo), V).

Theorem 2.2. Let (Al)-(A4) hold, and let (y(yo),u(yo))€ Weo(D(A),Y) x Uyq denote a local
solution of (P) for yo with sufficiently small norm in V. Assume that for some Ty > 0 we have
F(y(go,u)) € C([0,Tp); V') where y(go,u) denotes the solution to (2.1) on [0,Tp) with arbitrary
u € C([0,Tp);Y) and sufficiently small §o. Then the following Hamilton-Jacobi-Bellman equation
holds in a neighborhood (7(3/0) of yo in V:

1 leY 2
Vi) (Ay + F () + 5 I} + 5

P, (—;B*V@))

+ (B*V’(y),IP’uad (—iB*V'(y))) ~0.

Y Y

Moreover the optimal feedback law is given by

uw="Py, <—;B*v’(y)> : (2.9)
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The condition on the smallness of yg will be discussed in Remark 4.1 below. Roughly it involves
well-posedness of the optimality system and second order sufficient optimality at local solutions.
A more detailed statement of these two theorems will be given in Theorem 5.1 and Theorem 5.2
below.

3 Well-posedness of (P) and optimality conditions

3.1 Well-posedness of (P)

Here we prove well-posedness for (P) with small initial data. We recall the following consequence
of the fact that under our general assumptions A is the generator of an analytic semigroup.

Consequence 1. For all yo € V,f € L*(0,T;Y), and T > 0, there exists a unique solution
y € W(0,T;D(A),Y) to
y=Ay+ [, y(0)=yo. (3.1)

Furthermore, y satisfies
Wl o) < <@ (Iolly + 11200 ) (3:2)
for a continuous function c. Assuming that y € L*(I;Y), consider the equation

y=A-phy+py+f, y(0)=uyo,
T/ \7—/
p p

where f, € L*(I;Y). Then the operator A, generates a strongly continuous analytic semigroup on
Y which is exponentially stable, see [BPDM, Theorem I1.1.3.1]. It follows that y € W (D(A),Y),
that there exists M, such that

1l oy < Mo (I0lly + 1ol 2 ) (3.3)
and that y is the unique solution to (3.1) in W (D(A),Y), see [BKP2, Section 2.2] .

Lemma 3.1. There exists a constant C > 0, such that for all § € (0,1] and for all y1 and y2 in
Woo(D(A),Y) with [yillw, pcayy) < 0 and ||y2llw. peayy) < 0 it holds that

[ F(y1) — F(y2)”L2(1;Y) < 6C [y — yQHWOO(D(A),Y) : (3.4)

Proof. Let y1,y2 be as in the statement of the lemma. Using (A2) and Remark 2.1 we obtain the
estimate

1
1F(y1) — F(yQ)HLQ(I,Y) < /O HF/(yl +t(y2 — 1)) — F/(O)H/:(WOO(D(A),Y),L?(I,Y)) dt ||ly2 — Z/IHWOO(D(A),Y)

1 1
S A /0 HF//(S(yl + t(y2 - yl)))(ﬁ/Q + (1 — t)yl)HL(WOQ(D(A),Y),L2(I,Y)) dsdt ||y2 — ylHWoo(D(A),Y)

Now the claim follows by Assumption (A2). O
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Lemma 3.2. Let As be the generator of an exponentially stable analytic semigroup et onY. Let
C' denote the constant from Lemma 3.1. Then there exists a constant My such that for all yg € V
and f € L*(I;Y) with

. 1

Y= llyolly + 1/l 2(r;yy < 102

the system
ye=Asy + Fy)+ f, 5(0) = o (3.5)
has a unique solution y € Wuo(D(A),Y), which satisfies
Wl wee (Da)y) < 2MsY.

Utilizing Lemma 3.1, this lemma can be verified in the same manner as [BKP2, Lemma 5, p 6]. In
the following corollary we shall use Lemma 3.2 with A; = A— BK, and the constant corresponding
to M, will be denoted by M. We also recall the constant 1 from (2.2).

Corollary 3.3. For all yg € Y with

. 1 Ul
ol = e { T 30 TR [, TN }
there exists a control u € Uyq such that the system
ye = Ay + F(y) + Bu, y(0) = o (3.6)
has a unique solution y € Woo satisfying

lyllw. peay,y) < 2Mk [lyolly , and

(3.7)
lully < 1K | zev,en 1211w (peay,yy < 2Mk lyolly 1K ¢y, 0 1Z1-

Proof. By Assumption (A1), there exists K such that A — BK generates an exponentially stable
analytic semigroup on Y. Taking u = — Ky, equation (3.6) becomes

ye = (A—BK)y+ F(y), v(0)=wo. (3.8)

Then by Lemma 3.2 with 4 = [|yo||;, there exists Mg such that (3.8) has a solution y € W (D(A),Y)
satisfying

19llwo oa),y) < 2Mk [lyolly
and thus the first inequality in (3.7) holds. For the feedback control we obtain

lullo = [1Kyllo < 1Ko lyllzayy < MK zonanlIZHyllwe < 2Mkllyollv K | zov,un 21, (3.9)

and thus the second inequality in (3.7) holds. We still need to assert that u € U,q. This follows
from the second smallness condition on [|yo||;, and (3.9). O

Remark 3.1. In the above proof stabilization was achieved by the feedback control u = —Ky. For
this u to be admissible it is needed that U,; has nonempty interior. The upper bound 7 could be
allowed to be time dependent as long as it satisfies g(f) In(t)| > 0.



Corollary 3.4. Let yo € V and let u € Uyq be such that the system

ye = Ay + F(y) + Bu, y(0) =yo

has a unique solution y € L*(I; V). If

7 o= lyolly + oy + Bullpagp, < mm{

then y € Woo(D(A),Y) and it holds that

Ui

1
ACME " 2Mp | K| £y IZ]

1Yl wee (D(a),y) < 2Mpy-

Proof. Since y € L?(I;Y), we can apply Lemma 3.2 to the equivalent system

y=(A—ply+F(y) + f,

where f = py + Bu. This proves the assertion.

2

(3.10)

O

Lemma 3.5. There exists 61 > 0 such that for all yo € By (61), problem (P) possesses a solution
(y,u) € Weo(D(A),Y) X Upq. Moreover, there exists a constant M > 0 independent of yo such that

max { 7l payyy - 1l } < M ol - (3.11)

Proof. The proof of this lemma follows with analogous argumentation as provided in [BKP2, Lemma

10

11

12

13

14

15

16

1

Ui

8]. Let us choose, d; < min{

ACME " 2MK || K] £y 121

, where C as in Lemma 3.1 and My

denotes the constant from Corollary 3.3. We obtain from Corollary 3.3 that for each yo € By (d1),
there exists a control u € U,y with associated state y satisfying

max { [y, 19w (pgayvy + < M lolly

(3.12)

where M = 2My max (L, 7] 1K 2oy, 00 ). We can thus consider a minimizing sequence (yn, un )nen €

1 -~
Woo(D(A),Y) X Ugg with J(yn,up) < 5M2 HyOH%/ (1 + «). Consequently for all n € N we have

~ 1+a
HynHm LY) ”?JOHY vV1+a and HunHLZ(I;u) < M [|yolly \V o

We set n(a, M) =i H[l—i—M W( 4 IeyY)

1Bl iy

(3.13)

—a )} Then we have [yolly+[lpyn + Bun|r2(1,y) <
n(c, M) |Jyolly,- After further reduction of &, we obtain for M, from Corollary 3.4:

1 .
v = lwolly + loyn + Bunll 21,y < 1CMZ if yo € By (1)

It follows from this corollary that the sequence {yn }nen is bounded in Woo(D(A),Y) with

sup [|ynlly.
neN

D(A)Y) = 2Mp77(047M) lyolly -

(3.14)
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Extracting if necessary a subsequence, there exists (7, 1) € Woo(D(A),Y) x U such that (yy, u,) —
(y,u) € Woo(D(A),Y) x U, and (y, u) satisfies (3.12).

Let us prove that (g, @) is feasible and optimal. Since U, is weakly sequentially closed and u,, € Ugq,
we find that @ € U,q. For each fixed T > 0 and arbitrary z € L>®(0,T;H) C L*(0,T;Y), we have
for all n € N that

T T
/0 <yn(t)7 Z(t)>ydt = /0 <Ayn(t) - F(yn(t)) + Bun(t)ﬂ Z(t)>ydt. (315)

Since 7, — g in L2(0,T;Y), we can pass to the limit in the Lh.s. of the above equality. Moreover,
since Ay, — Ay in L%(0,T;Y),

T T
|t svae —— [ (agto) ) v
0

n—oo 0

Analogously, we obtain that

/T<Bun(t), z(t))ydt —— T(Ba(t), z(t))ydt, for each z € L*(0,T;Y).
0

n—o0 0

If moreover z € L*>(0,T;H) C L?(0,T;Y), we assert by (A3) that

T
| En®) = P, 20Dt 0.

Thus we have for all z € L>(0,T;H)

T T
/0 () — Ay(t) — Bu(t), 2(t)) ydt = / (F(y(1)), =(t))vt. (3.16)

Since §y — Ay — Bu € L*(0,T;Y) and L>(0,T;H) is dense in L?(0,T;Y) we conclude that (3.16)

holds for all z € L?(0,T;Y). Thus (y,u) is feasible. By weak lower semicontinuitiy of norms it

follows that J(y,u) < liminf J(gp,uy,), which proves the optimality of (y, @), and (3.11) follows
n—oo

from (3.13). O

For the derivation of the optimality system for (P), we need the following lemma which is taken
from [BK, Lemma 10].

1
Lemma 3.6. Let G € L(Wo(D(A),Y),L*(I;Y)) such that |G| < s where |G|| denotes the
K

operator norm of G. Then for all f € LQ(I; Y) and yo € V, there exists a unique solution to the
problem:

ye = (A= BE)y(t) + (Gy)(t) + f(1), v = vo.

Moreover,
Mg

< K .
1Wllweeoeayy) < 7= MKl (HfHL2(I;Y) + HyoHv)
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3.2 Regular point condition and first order optimality condition

To establish optimality conditions for (P), we consider (P) as a special case of the following abstract
optimization problem

fr 1 .

e(y’u;yﬂ) =0, Yy e WOO(D(A)v Y)a u € Uad-

for yp € V. Thus e describes a parametric equality constraint. Indeed, the relationship between
these two problems is provided by

flo) =5 [l e+ § [Tl (3.18)
and Ay Fly) - B
_ (Y9 — Ay — I'\Yy) — DU
clpun) = (Y T = B (3.19)

with f: Weo(D(A),Y) X Uyg — RT and e : Woo(D(A),Y) X Ugg x V. — L3(I;Y) x V. In what
follows,

i. yo € V denotes a nominal reference parameter, and
ii. (g,u) is a local solution (Fy,).
With Assumption (A1) - (A3) holding it follows that
iii. f: Wx(D(A),Y) x Uyg — RT is twice continuously differentiable in a neighborhood of
(g, ),
iv. e: Woo(D(A),Y) x Ugg x V. — L3(I;Y) x V is continuous, and twice continuously differen-
tiable w.r.t. (y,u), with first and second derivative Lipschitz continuous in a neighborhood

of (ga u, ?/0)
We introduce the Lagrangian £ : Woo(D(A),Y) x Uyg x L*(I;Y) x V! — R associated to (3.17)
by
L(y,u,y0,A) = f(y,u) + (A e(y, w,Y0)) L2 (1,7 x V7, L2(17 ) x V- (3.20)

Here the initial condition yg € V enters as an index. We say that the regular point condition is
satisfied at (7,4, yo) € Woo(D(A),Y) X Ugg x V, if

0 € int {e'(y,u,yo) <W°°(D(A)’Y)> } , (3.21)

Usg — U

where int denotes the interior in the L?(I;Y) x V topology, and the prime stands for the derivative
with respect to (y,u). If this condition holds then the existence of a Lagrange multiplier Ao €
L?(I;Y) x V' is guaranteed such that the following first order optimality condition holds, see e.g.
[MZ]:

Y 9
(Lu(F, 1,90, M), u — @)y >0, Yu € Ung (3.22)
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This is equivalent to
»Cy(ga u, Yo, )‘0) =0,

0 € Lu(¥, 4, Y0, Xo) + Iy, ,(w), (3.23)
6(377 u, y(]) =0
where
Ny, (w)={aeU: (at),v(t) —ult)y <0,Vte I, veUs}. (3.24)

In the next proposition the regular point condition is expressed for our particular constraint e =0
and the first order optimality conditions for problem (P) are established.

Proposition 3.1. There exists d2 € (0,01] such that each local solution (y,u) with yo € By (d2)
is a regular point, i.e. (3.21) is satisfied, and there exists an adjoint state (p,p1) € L*(I;Y) x V'
satisfying

(vt — Av — F,(g)vvﬁ)LQ(I;Y) + <v(0)7ﬁ1>V,V’ + (ga U)LQ(I;Y) =0 fOT allv € WOO(D(A)7Y)7 (325)
(@ — B*p,u—u)y >0 for all u € Ugq. (3.26)

Moreover p satisfies
—pe— A'D—F'(y)'p=—y in L*(I;[D(A)]),
P € Woo (Y, [D(A)]), p1 = p(0), and Jim p(t)=0 inV'. (3.27)
In addition there evists M > 0, independent of yo € By (02), such that
1Pl wee viipcayy < M llyolly - (3.28)

Proof. To verify the regular point condition, we evaluate e defined in (3.19) at (y, u ) To check
the claim on the range of €¢/(7, 1, yo) we consider for arbitrary (r,s) € L2(I Y) x V he equation

—Az—F'(§)z— Bw—u)=r, 2(0)=s (3.29)
for unknowns (z,w) € Wo(D(A),Y) x Uyq. By taking w = —Kz € U we obtain
—(A=BK)z—F'(§)z+ Bu=r, 2(0) =s.

We apply Lemma 3.6 to this equation with G = —F'() and f = r— Bu. By Lemma 3.5 and (2.7) in
Remark 2.1 there exists d2 € (0, d1] such that HF’( M ewe )y, L2y < My Consequently

by Lemma 3.6 there exists M such that
Izllw (payyy < M (I7llz2eryy + Islly + 1Bl 2oy 1l )
< M(lrll 2y + Islly + 1Bl caiyy M llyolly ) (3.30)

with M as in (3.11). We still need to check whether w = — Kz is feasible, which will be the case if
w(t) < nfor a.e. t € I. Indeed we have

lw®)lly < IE g0 12Oly < 1K 2oy 1IZ1M (17l 2y + D8l + 1Bl zeyy M llyolly )-
Consequently, possibly after further reducing ds, and choosing 6 > 0 sufficiently small we have

|wll oo (1,yy < for all yo € By (d2) and all (r, s) satisfying [|(r, s)[| 2(1.y)xv < 5. (3.31)
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Consequently the regular point condition is satisfied. Hence there exists a multiplier A = (p,p1) €
L*(I;Y) x V' satisfying,

(Ly(F, 8y Y0, Dy P1)s V) Wao (D(A),Y ), Wao(D(A),Y) = 0, YV € Wio(D(A),Y), (3.32)
<£u(g7ﬁ‘7y07ﬁ7ﬁl)7u - E>U > 07 Vu € Uada

where

o0

L(y,u,yo,p,p1) = J(y,u) + / (p,yt — Ay — F(y) — Bu)ydt + (p1,y(0) — yo)v,v’-
0

This implies that (3.25) and (3.26) hold.
By (A4), we have F'(9)*p € L*(I;[D(A)]). Thus —A’ p— F'(§)*p+g € L*(I;[D(A)]'), and (3.25)
implies that p € W (Y,[D(A)]"). Next we verify that tllm p(t) = 0 in V'. For this purpose, we
consider A;I/Qp where A, = (A — pI) is exponentially stable. Since p € W (Y, [D(A)]’), we have
A;I/Qp € Woo(V, V') € C(I;Y). Then by [CK], we have tlim A;l/Qp(t) = 0in Y. This yields
—00

tlirn p(t) =0 in V’. Thus we derived
—00

—py — A*p — F'(§)*p = —3 in L*(I;[D(A)]') and Jim p(t) = 0 in v/,

and (3.25)-(3.27) hold. Testing the first identity in (3.32) with v € L?(I;Y) we also have p; =
p(0) € V', which is well-defined since p € W (Y, [D(A4)]) € C(I; V). )
It remains to estimate 5 € W (Y, [D(A)]'). Let r € L*(I;Y) with 170l L2(1,yy < 6, and consider

2z — Az — F'(§)2 — B(w — @) = —r, 2(0) = 0. (3.33)
Arguing as in (3.29)-(3.30) there exists a solution to (3.33) with w = —Kz such that
2 llw.. (p(a),yy < M@+ 1Bl cauyy M llvolly ) < M@+ 1Bl a,yy Md2) =: Ch. (3.34)

From (3.31) we have that [[wl| s ;) < 7. Let us now observe that by (3.25) with v = 2z, v(0) =
z(0) =0,
(D, 7)2(r,y) = (B =2 + Az + F'(9)2) 121,y + (B, B(w — @) r2(1y),
~ . - (3.35)
= (¥,2)2(ry) + (B, w — @)y
We next estimate using (3.34)
B2y < 1l 12 gy + ol w = @ < (12 + alllly ) (Co+n+ laly)

where C; depends on C; and the embedding Woo(D(A),Y) into L2(I;Y). By (3.11), this implies
the existence of a constant C5y such that

sup  (P:7)r2ry) < C2 [lyolly
HT||L2(1;Y)§5

and thus o
1P 2y < 5 Mool s for all o € By (32). (3.36)
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1 We estimate, again using (A4)
”PtHL2 LID(A)] HA D+ F/( )P — gHLQ([;['D(A)]/) < Cs Hﬁ”L?([;Y) + C4(HZ7HL2(1;Y) + HZUHL?(I;Y))-

2 By (3.11) and (3.36) we obtain ||p¢|,2(7,;p(a)) < C5 [lolly. Combining this estimate with (3.36)
3 yields (3.28). O

4 In the following result we obtain stronger properties for the adjoint states p.

s Proposition 3.2. For each local solution (y,u) with yo € By (d2) the associated adjoint state p is
s unique. It satisfies p € W (D(A),Y),

—p—Ap—F(g)'p=—y inL*;Y), (3.37)
7 and
tlggop( )=0 nV. (3.38)

s Moreover, there exists M > 0, independent of yo € By (d2), such that
15w coay.y) < M llvolly  and @ € C(T;U). (3.39)

o Proof. Throughout we fix an adjoint state p associated to a local solution (y,u) with yy € By (d2).

10

u Step 1: (Woo(V,V')-regularity). Since p € L?(I;Y) there exists a monotonically increasing se-

12 quence {t,}nen with li_}In t, = oo and p, = p(t,) — 0 in Y. Now consider following problem.
n—oo

—pt — A*'p— F'(§)*p = —y in L*(0,t,; V'), p(t,) = p, inY. (3.40)

13 Since F'(§)* € L(L?(I; V), L?(1;Y)) this problem admits a unique solution in W (0, ¢,,; V, V') which
14 coincides with p on [0,¢,]. Using that lim ¢, = oo this implies that p € Wi,.(0,00; V,V’). Next
n—oo

15 we derive a bound for p € W (V, V') . By (3.40) we obtain,

3 SIBOIR + alp(e),p(0)) + p B = (F ()P, Py + PO + @), B0y

16 By integrating w.r.t. ¢t on (0,%,) we obtain,

1 tn o tn ~
S5 + [“apaep [l a

1 _ tn s 3 tn 1 1 tn _
< g Il + 1@ pvplvacs [ (o4 )mwﬁ+24|m@w

1 _ 9 0 o 9 tn C2 1 tn 192
<o+ 5 [ aldr+ [ (o g ) lplde g [ gl ar
0 0 0

17 where ¢; denotes the norm of F'(y) € L(L*(I;V), L*>(I;Y)) according to (A4). Taking the limit
18 n — oo and using (2.4) we obtain

\V)

9/ 1Pl dt < ( ' 2p + ) ”ﬁ”%?([;y) +2 HgHiQ(I;Y) < 0. (3.41)
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This estimate, together with (3.11) and (3.28) implies the existence of a constant ¢y independent
of yo € By (d2) such that [|p[[ 21,y < 2 [[yolly,- Combining this with

~p = AP F'(5)'p=—-7 inL*0,00,V"), (3.42)
we obtain p € Weo(V, V') and the existence of a constant ¢z such that
1Pllwe vy < esllvolly Voo € By (62) (3.43)
follows. By [CK] this implies that tlim p(t) = 0 in Y. The optimality condition (A3) implies that
—00

1

(t) = =Py, ,(B*p(t)), where Py, denotes the projection onto U,q. Together with p € W (V, V') C
a <

C(I;Y) this implies that w € C'(I,U), which is the second claim in (3.39).

I~

Step 2: (Uniqueness of the multiplier). Let p and ¢ be two possibly different adjoint states and

denote by 6p = ¢ — p. We shall utilize the fact that there exists 7" such that ||B*p(t)|y < n and
| B*q(t)||ue < n for all t > T. Consequently B*p(t) =Py, (B*p(t)) = Py, ,(B*q(t)) = B*q(t) = u(t)
for all ¢t > T. Let us now consider the construction utilized in (3.33), now with r € S := {r €
L*(T,00;Y) : 7] 22(7,00;v) < 6}. We construct function pairs (z, w) with z € W2 (T, 0c0; D(A),Y) =
{2 € Woo(T,00;D(A),Y) : 2(T) = 0} and w = — Kz with [[w||pec(7,002¢) < 1 by means of

2z — Az — F'(§)z — B(w —u) = —r, 2(T) =0,

for any r € S. Note that ||[F"(9)|| 2w, (1,000(4),v),22(55v)) < 1F (Dl 2w (0(4),v),22(1;v))- Conse-
quently as in (3.34) we obtain existence of a solution to the above equation with ||zlyo (7,00 4),v) <
(1, with C] independent of r € S. Combining this with the equations satisfied by ¢ and p we obtain
for all r € S, using that z € W (T, 00; D(A),Y),

(06p, ) r21yy = (0p, =2t + Az + F'(9)2) 12(T,003v) + (B B(w — @) 12(700:7)
= (U= U, 2) 12T 003y) T (B*0p,w — 0) 12(7,00) = (U — U, w — W) 12(7,0024) = 0.

Here we used (3.26) and [|B*p(t)||u < n, ||B*q(t)||x < n for all ¢ > T in an essential manner. The
above equality implies that § = p on [0, 00). Next we observe that ¢ and p satisfy (3.42) on [0, T]
with the same terminal value p(T") at t = T. Consequently ¢ = p on [0,7] and the uniqueness of
the adjoint state follows.

Step 3: (Wuo(D(A),Y)-regularity). The proof is very similar to that of Step 1. Since p € L?(I; V)

there exists a monotonically increasing sequence {t, }nen with lim ¢, = co and p, = p(t,) — 0 in
n—oo

V. Now consider following problem.

—pe = A'p—F'(y)"p =~y in L*(0,t;Y), p(tn) =pn in V. (3.44)
Since F'(y)* € L(L*(I; V), L*(I;Y)) this problem admits a unique solution in W (0,t,; D(A),Y)
which coincides with p on [0, ¢,]. Using that lim ¢, = oo this implies that p € Wi,.(0, 00; D(A),Y).

n—oo

Next we obtain a bound for p € W(0,00;D(A),Y). Taking the inner product in (3.44) with
—A3p=(—A"+ pl)p we obtain,

1d, _

e @D(0), PO+ PO HIAPDIE < 3 14803+ (IF GO + o o0+ 150)I3)
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By integrating w.r.t. ¢ on (0,t,) we obtain,

1000 + 5 [ 14zl a
< gaa(ta) ) + ol [+ 5 [P GBI + ol + 151 dr

Taking the limit n — oo implies that

0 12(0)13 +/OO 1A7pIS- dt < 3/00 (IF" @) s + o B + 7)) dt.
0 0

Thus by (3.11), (3.43), and (A4) there exists a constant ¢4 independent of yy € By (d2) such that
||13HL2(I.D(A)) < c4||yolly,- Combining this with (3.44) we obtain p € W (D(A),Y) and the existence
of a constant c5 such that

1Pllwe (payyy < s lvolly > Voo € By (62)

follows. Finally A,p € W (I;Y,D(A’)) and thus tlim A,p(t) = 0in V' by (3.27). This implies
—00
that lim p(¢) =01in V.
t—o0 B

3.3 Second order optimality condition

Let (y,u) € W (D(A),Y) X Uyq be a local solution to (P) with yo € By (d2), so that the results of
the previous section are available, and let A € L(Wao(D(A),Y) X Ung, L2(I;Y) x U,q) denote the
operator representation of £ (¥, @, vo, D, p1), i-e.

(A(v1, wr), (v2, w2)) 21y xv,, = LG, @, Yo, P, p1) ((v1, w1 ), (va, w2)) (3.45)
where (v;, w;) € Woo(D(A),Y) X Uyq for i = 1,2, and define
€ = &5, 10) € L(Wao( D(A), Y) X Ui, L2(I;Y) x V). (3.46)

Above again, the primes denote differentiation with respect to (y,u).
We say that A is positive definite on ker & if

3k >0 (A(v, w), (v, w)) 2(1y)xU,g = £ ll(v, w)”%/VOO(D(A),Y)XUad , V(v,w) € ker £. (3.47)
The following proposition derives the second order sufficient optimality conditions for (P).

Proposition 3.3. Consider problem (P) with (A1)-(A4) holding. Then there exists 63 € (0, ds]
such that the second order sufficient optimality condition (3.47) is satisfied for (P) uniformly for
all local solutions with yy € By (d3).

Proof. The second derivative of e is given by

e (i, 1, yo) ((v1,w1), (va, ws)) = (F”(y)g}hw)) , You,v € Weo(D(A),Y), Ywi,wy € U. (3.48)

15



For the second derivative of £ w.r.t. (y,u), we find

‘C”(gv ﬂa yOaﬁa ]51)((7)17 wl)a (1)2) w2)) —

/Ooo<'l)1,1)2)ydt + Cv/ooo(wl,wg)ydt — /Ooo(p, F”(ﬂ)(vl,vg))ydt. (3.49)

By (A2) for F” and Lemma 3.5 , there exists M; such that for all v € W (D(A),Y),

| 1@ @ e ola< [ sy [P @], @ (350)
< 1Pl 2oy 1F" @) (v, 0) || 2 vy < M Bl 2aivry 1oy Dy v)
for each solution (y,u) of (P) with yo € By (d2). Then we obtain

ﬁ@%mmmﬂ@w%wwDZA m@w+a4|mMﬁ

— My Dl 2y IV (pay vy - (3:51)

Now let 0 # (v,w) € kerE C Wo(D(A),Y) X Uyq, where £ as defined in (3.46) is evaluated at
(y,u). Then,
v — Av — F'(g)v — Bw =0, v(0)=0.

Next choose p > 0, such that the semigroup generated by (A — pI) is exponentially stable. This is
possible due to (A1). We equivalently write the system in the previous equation as,

v — (A —plv — F'(g)v — pv — Bw =0, v(0)=0.

Now, we invoke Lemma 3.6 with A — BK replaced by A—pI, G = F'(3), and f(t) = pv(t) + Bw(t),
and the role of the constant My will now be assumed by a parameter M,. By selecting d3 € (0, d2]

such that |||y, (pa)y) sufficiently small, we can guarantee that HF’(g)Hﬁ(W (DAY )RL2(LY)) =

1/2Mp, see (3.11) and (2.7) in Remark 2.1. Then the following estimate holds,

[0llwoe(D(a),y) < 2Mp [[v + Bw|[ 21y -

This implies that
2 v 2 2
ol oy < Mo (101220 + 1l 22ry)) - (3.52)
for a constant M, depending on M,,||B||. These preliminaries allow the following lower bound on
L'

[e.e]

£ o) (o). () = [ ol [l e B 1l [0l o
- e > VRV 2 2
by (352 = [ ol +a [ el = SRR Il [0y + ol
_ 9 ~— 2
= (1= M ] 21y ) IolFeryy + (@ = BOAL ] 21y ) 021y

> 3 [[olF2r) + ol (3.53)
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where 4 = min {1 — My M, 1Dl 27y — M Mo ||15”L2(I~y)}~ By possible further reduction of d3
it can be guaranteed that 4 > 0, see (3.36). Then by (3.52), we obtain,

v

o v g
L"(§, 4, yo, p, p1) (v, w), (v, w)) 5 [HUH%?(I;Y) + Hw||%2(1;y)] + VA 1oy o) v)
2

-
2M>

2 g 2
> lollwe oeay,y) + 5 lwllze (v -

!

N |2

By selecting 4 = min {N, }, we obtain the positive definiteness of £, i.e.

2

S

Eu(ga u, ym@ﬁl)((% w)7 (U7 w)) 27 ”(Uv w)H%/Voo('D(A),Y)XU » Yo € BY(53)7 (Uv ’LU) € ker . (354)
O

4 Lipschitz stability of optimal controls

4.1 Generalized equations

We recall a result on parametric Lipschitz stability of solutions of generalized equations in a form
due to Dontchev [Don]. For this purpose we consider

0 € F(z)+N(), (4.1)

where F is a C''-mapping between two Banach spaces X and Z, and N : X — 2% is a set-valued
mapping with a closed graph. Let Z be a solution of (4.1). The generalized equation is said to be
strongly regular at z, if there exist open balls By (Z, d,) and Bz(0, d,) such that for all 3 € Bz(0,4,)
the linearized and perturbed equation

B e F(x)+F(z)(x—z)+N(x) (4.2)

admits a unique solution x = z(3) in By(Z,d,), and the mapping 3 +— = is Lipschitz continuous
from Bz(0,9,) to Bx(Z,d,). We have the following result which allows to conclude local stability
of the perturbed nonlinear problem from the stability of the linearized one.

Theorem 4.1. Let T be a solution of (4.1) and assume that (4.1) is strongly reqular T. Then there
exist open balls Bx(Z,0.) and Bz(0,0%) such that for all B € Bz(0,4,), the perturbed equation

B € F(x)+ N(x)
has a unique solution x = xz(B) in Bx(Z,d,), and the solution mapping B — x(B) is Lipschitz

continuous from Bz(0,0,) to Bx(Z,d.).

4.2 The perturbed optimal control problem

To cast the first order optimality system (3.23) as a special case of (4.1), let (y,u) be a local
solution of (P) with initial datum yo € By (d3), and let p denote the associated adjoint state. Then
optimality system for (P) can be expressed as:

0 € F(g,a,p) + (0,0,0,0Iy,,(a)", (4.3)

17
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where the function F : X — Z with
X =Wq(D(A),Y) x (UNC(I;U)) x Woo(D(A),Y), and

2 T 2 (44)
Z=L(LY)x(UNCL;U) x L*(;Y)xV
is given by
yt — Ay — F(y) — Bu
au — B*p
Fly,u,p) = N . , 4.5
(yup) —pt—Ap—F’(y)p+y ( )
y(O)—yg
and
My,,(w) ={acUNCUU) : (alt),v—ut))y <0,Vtel, ve By0)}, (4.6)

with B, (0) = {v € U : ||v[|;;, < n}. In order to apply Theorem 4.1 to (4.3), we need to show strong
regularity of this equation at the reference solution (y,w,p) of (4.3). First we note that F is
continuously differentiable by (A3). Observe also that for 3 = (51, 82, 83, 84) € Z the generalized
equation

B € Fly,u,p) +(0,0,0,0ly,,(u)). (4.7)

is the first order optimality system for

inf  Ju)= o s | ol de
y € Wao(D(A),Y) y € Woo(D(A),Y) 2o

u € Uyg u € Uyg

—I—‘;‘/OOO HUHzadt_/Ooo(y,/Bg)ydt_/Ooo(u,ﬁg)ydt7 (4.82)

subject to
v = Ay + Bu+ F(y) + 1 in L*(I;Y), (4.8b)
y(0) =yo + Ba in V. (4.8¢)
The linearized version of (4.7) is given by
/3 € ‘F(ga ﬂvﬁ) + f/(g> ﬂvﬁ)(y - ga U — a7p - ]5) + (O> Oa 07 aIUad(u)) 9 (49)

or equivalently

yr = Ay + Bu+ F'(9)(y — 9) — F(y) + b1, (4.10a)

au— B*p+0ly,,(u) > Ba, (4.10b)

—pr = A'p = F'(§) p+y— [F'(@)" P (y — 9) = Bs, (4.10c)
y(0) = yo + Ba. (4.10d)

This is the optimality system of the following perturbed linear-quadratic optimization problem

. 1 oo [e.e]
wf o Ja)= o Tl S [l
v € Wa(D(4),Y) y € Waol(D(4),¥) 2 J0 o
u € Uyyg u € Uyg

o0

- % /OOO([F’(Q)*ﬁ]’y —J,y —§ydt — /0 (y, B3)ydt — /Ooo(u,ﬁ2)u dt, (4.11a)
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subject to

{ ye = Ay + Bu+ F'(§)(y — §) — F(§) + B in L2(I;Y) (4.11b)
y(0) = yo + B4 in V. (4.11c)

Remark 4.1. Concerning some basic properties of problem (4.11) we can proceed as in Lemma
4.7, Remark 4.2, and Step (ii) of Theorem 2.1 of [KP1]. First, note that the second order sufficient
optimality condition in the sense of (3.47) for (P) and for (4.9) coincide. By Proposition 3.3 it is
satisfied by each local solution to (P) if yo € By (d3). Then there exists a bounded neighborhood
V of the origin in Z such that for each 8 € V there exists a unique solution (y(ﬁ), u(g)s p(ﬁ)) €
Wx(D(A),Y) x U x Woo(D(A),Y) to the perturbed linearized problem (4.11) or equivalently of
(4.10). Moreover (y(g), u(g)) € Woo(D(A),Y) x U depends Lipschitz continuously on 8 € V. For
the latter we can proceed as in Step (iii) of the proof in [KP1, Theorem 2.1]. Note, however, that
at ‘Ehis point we have not yet guaranteed that 8 — w(g) is Lipschitz continuous with values in
C(I;U), which is necessary due to the norm on X'. This, and the Lipschitz continuity of 3 — u(g)
will be established in the following subsection. In the proof of Lemma 4.1 we shall also require that

1821l 120y < ?, which is henceforth assumed to hold.

4.3 Lipschitz stability of optimal controls, states and adjoint states

Now we will show Lipschitz stability of optimal control, state and adjoint state, in a neighborhood
of a local solution (g, ) of (P) with initial datum yy € By (d3), and associated adjoint state p. This
will be achieved once Lipschitz continuity of the solution mapping 3 € Vi (y(ﬁ),u(ﬁ), p(ﬁ)) of the
perturbed linearized problem (4.11) is proven. For this purpose we require the following result for
the adjoint states.

Lemma 4.1. Let (A1)-(A4) hold and let (y,u), and p be a local solution and associated adjoint state
to (P) corresponding to an initial datum yo € By (d3). Then the mapping B +— p(gy is continuous

from V C Z to Weo(D(A),Y).

Proof. The proof related to that of Proposition 4.8 in [KP2], but it is sufficiently different so that
we prefer to provide it here.

Step 1: For 3 € V, with V as in Remark 4.1, there exists a unique solution (Y(@)> u(B), P(B)) to the
perturbed linear system (4.11). The perturbed costate equation, and the constraint on the control
can be expressed as

—0ip sy — A'pia) — F'(0)'pia) + v — [F' @)D (ysy —9) = H1 in L(I;Y), (4.12a)
(qug) — B*pgy — B2, w — ugy)v >0 for all w € Upq. (4.12b)

Since p(g) € Woo(D(A),Y) € C(I;Y) and By € C(I;Y), this implies that ug) € C(I;U).

Step 2: (Boundedness of {p(gy : B € V} in Woo(D(A),Y).) Since V is assumed to be bounded, by
Remark 4.1 there exists a constant M such that

19 e ppay.yy + )|l < M for all B e V.
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To argue the boundedness of p(g), replacing § by y(g) — [F'(9)*D]' (y(g) — ¥) We can first proceed as

in Step 8 of proof of Proposition 3.1 to obtain the boundedness of {[|p(g)llw..(v,pa)) : B € V}.
Subsequently we proceed as in Steps I and 8 of Proposition 3.2 to obtain the boundedness of

{Ip@)llwep(ayy) : B €V}

Step 3: (Continuity of pigy in Weo(D(A),Y)). Let {3, } be a convergent sequence in V with limit
3. Since {Hp(ﬁn)HW Dy " € N} is bounded, there exists a subsequence {BW} such that

P@,,) = P weakly in Woo(D(A),Y) and strongly L2(0,T;V) for every T € (0,00), see e.g. [Emm,
Satz 8.1.12, p 213]. Passing to the limit in the variational form of

—0wp, )~ AP, )~ F'@)pe,)+y - [F' @D (y(ﬂnk) - @) = (B )15

we obtain
—0p — AP — F'(9)" D+ y@) — [F'@)P (ye) —9) = (B (4.13)
Since the solution to this equation is unique we have pg y — p(g) weakly in W ( (A),Y). To
obtain strong convergence we set 68 = 3,, — 3, op =p(g,) — P(B): OY = Y(8,) — . From (4.12a)
we derive that
—0(0p) — A*(dp) — F'(5)" (op) + (I — [F"(9)"D)]' (0y) = (981, (4.14)

holds in L?(I;Y’). We shall employ a duality argument to obtain a bound on dp. Moreover we shall
argue that the constraint|ug)(t)|lys < 7 is inactive for all ¢ sufficiently large. Indeed, since p(g) €

A 1
W (D(A),Y) we have lim p(ﬂ)( ) =0 in V. Hence there exists 7' such that — HB* HM < Z

for all t > T', and by the choice of V, where we assumed that ||| c(tuy < 9 see Remark 4.1, we
also have that

Puy [ £ (B )+ 50)| = 1B+ o0l <5 @

oo e =

i.e. the constraint is inactive for ¢ > T;
Henceforth let r, z,w = —Kz and § be as introduced in (3.33) and recall that w € Uyg. Then
we obtain

T
(0, B(Kz = u(g, ) r2(ry) < /0 (P8, (1) = P (1), BIK=(t) — ugg,, ) (1)) v dt

4 [ g, )0~ i3y (0 K0) — g, (O
T

< /0 ' |B*(ris, ) 0 = iy ) [ 520 = uga, )|, @t

+ [ aga, )0 = Bun20)) = (@uga)(®) — Balt)). K2(0) — uga, (O

T

where we used that w € Uyq and feasibility of ug(t) for t > T. Consequently we have

(Op, B(Kz —w(g, ) r2(15v) < (HB”L(L{,Y) Hp(ﬁnk) - p(ﬁ)‘ o H“(Bnk) - u(ﬁ)H

+18ne2 = Baller) (1K ey N2l +

L2(0,7) U (4.16)

UBu) ||,y
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Let R; = {r € L(L;Y): Il p2eryy < 5}. For arbitrary » € Rj let z = 2(r) denote the solution to
(3.33) with 8 € V. We find

(Op, ) L2(ryy = (I = [F'(9)"P]') () — 0B1, 2) 21,y + (00, B(K2(8) — u(g))) 12(0 7y
and thus, using (4.16) and (3.34), we obtain for some Cy > 0,

||5PHL2(1;Y) = sup (6p,r)r2(1y)
TERg

< 0 (169, _ ony v, 1081882 20ty yv + 18l o iy + Iully) - (427)

Since ||0y]] 0, ”5p||L2(0,T;Y) = 0, [[(681,682)|L2(r;yyxv — O for n — 0 this implies

Woo(D(A),Y
that ||5pHL2(I;;)( —)> E) To obtain convergence to 0 of dp in W (V, V') we can proceed similarly as
in Step 1 of the proof of Proposition 3.2. For a moment we now emphasize the dependence of dp
on n and write &p, instead. Since dp, € L?(I;Y) of each n there exists a monotonically increasing
sequence {t(n)x}nen With limg_oo (1) = 0o and limg_,o 0p,(¢(n);) = 0 in Y. Now, replacing —y
by—(I — [F'()*p) dyn + (65n)1 we obtain analogously to (3.41)

_ 2
9/ H(SanV < +1+2,0> H‘Spn”LQ(IY +2H_ F/( ) ]léyn"i‘(‘sﬂn)lHL%I;y)-

The right hand side tends to 0 for n — oo, and hence limy, oo [|0pnl/r2(r;v) = 0. Utilizing this
fact in (4.14) the convergence limy o0 [|6pnllw..(v,v) = 0 follows. Since dp, € L*(I;V) we also
have limy_,o dpp(t(n)x) = 0 in V, for some monotonically increasing sequence {t(n)}nen with
limy_, o0 t(n)g = 00, for each n.

By taking the inner product in (4.14) with —A} = —A* + pI and continuing as in the Step & of
Proposition 3.2, we obtain,

1456018 d <
03/000 (IIF’(@)*(épxt)H%H[F’(m*ﬁ]’(ay)(t)uf/+p||(5p)(t)”%+H(w)l(t)ugy) ”

for a constant C5 independent of n. Since |[0yly_ pa)y) = 05 160l L2y = 0, [1(68)1ll 2y —
0 for n — 0O this implies that |[0p|[;2(;.pay — 0. Utilizing this fact in (4.14) we find that

limp o0 [|0P [l (p(a),y) = 0
O

Proposition 4.1. Let (A1)-(A4) hold and let (y,u), and p denote a local solution and associated
adjoint state to (P) corresponding to an initial condition yo € By (d3). Then there exists € > 0 and
C > 0 such that for all 3 and 3 € V N Bz(¢)

%)—y(mHWm(DWYﬁ by~ ro)| )+Hu(ﬁ)_u(B)HC(1u <clp-s|, @

holds.

Woo(D(A),Y
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Proof. The Lipschitz continuity of (ygy, u(g)) € Woo(D(A),Y) x U for B in a neighborhood of the
origin was already addressed in Remark 4.1. We need to assert the extra Lipschitz continuity of
ug € C(I;U) and the Lipschitz continuity of pg.

Let us henceforth set (y,u,p) = (y(,g),u(,@),p(ﬁ)), and (g, u,p) = (gj(ﬁ),ﬁ(é),ﬁ(é)) We also set
B=p8-73, op= P — ﬁ(B)’ 0y =y — ?9(,3)- Then we obtain the equation

~04(0p) — A*(dp) — F'(5)"(0p) + (I — [F'(9)"D))'(6y) = (661) € L*(L;Y) € L*(L;V').  (4.19)

Since H[F'(gj)*ﬁ)]’(éy)HLQ(I,Y) S 16yllw.. (p(a),y) equation (4.19) is well-defined on L3(I;V'). Hence
we can at first apply the same technique as in [KP1, Proposition 2, pg. 32| to obtain the Lipschitz
continuous dependence of dp with respect to 3. Indeed since p € W, (V, V') there exists T such

1
that —||B*p(t)|ly < g, for all t > T, and thus the control constraint is inactive on [T, co. Utilizing
«

31
A 4’
for all t > T and all B € V N Bz(¢), and thus by (4.12b) the control ug is inactive for these values
of 3 and t. We can now proceed as in the mentioned reference to assert that there exists a constant
C, independent of B3 € V N Bz(g) such that

1
the continuity established in Lemma 4.1 there exists € > 0 such that —[|B*p(g)(t) + 2(t)[ly <
o'

168w vy < €1 (I86lhw. oy + 60l + 188112 (4.20)

Next we need to obtain the Lipschitz continuity of p in W (D(A),Y). For this purpose we take
the inner product in (4.19) with —A7p = (—A* + pI)p and continue as in the Step 3 of Proposition
3.2. We find

H5PHL2 (I;D(4) = & <||5PHL2 ry)yt H(SyHWm(’D(A + ||5ﬂ1||1:2 LYy ) (4.21)
Combining the two inequalities from above, we obtain
H(SPHLQ(I;D(A)) <G (H@HWOO(D(A),Y) + [[0ully + waﬂz) : (4.22)

Then by (4.19), we obtain the Lipschitz continuity of p; in L?(I;Y) and of éy. Combining these
results we deduce that

10 llw.ooarw) < Cs (199w o) + 1dully + 168112 - (4.23)

We also have )
U(,B) = IPM d [—a (B*p(lg) +52)] S UﬂC([_;U),

and thus
A 1
(O = [P [ (B0 + 5a(0) ] = P [ (590003 + 220)] |
1
< —(IB7Hop@)ly + 198z -
This yields
10ull 7y < Ca <H5P||WOO(D(A),Y) + ||5»32||C(f;u)> : (4.24)
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Combining (4.23) and (4.24), there exists a constant L such that

*P@) —Po) H + ||y — ug) Hmc@m <L Hﬁ - BHZ (4.25)

Hz)([;) Ve HWOO(D(A),Y) Woo (D(A),Y)

for all 3 and B8 € V N Bz(e). O

We have concluded the verification of the strong regularity condition for problem (4.3) and can
conclude the following result from Theorem 4.1.

Corollary 4.2. Let the assumptions (Al)-(A4) hold and let (y,u) be a local solution of (P)
corresponding to an initial datum yoy € By (03). Then there exist 64 > 0, a neighborhood U =
Uy, u,p) C Wao(D(A),Y) x (UNC(I;U)) x We(D(A),Y), and a constant u > 0 such that for
each fjo € By (yo; 1) there exists a unique (y(ijo), w(fo), p(fo)) € U (i, u,p) satisfying the first order
condition, and

A~ ~ ~ ~

1 (y(90), u(go), p(F0)) — (y (o), U(Z/O),P(ﬂo))HWOO(D(A),Y)x(UnC(f;u))xWoo(D(A),Y)
< wllgo = dolly» (4.26)

for all 4o, 9o € By (yo,04). Moreover (y(3o),u(%o)) is a local solution of (P).
Above By (yo, 04) denotes the ball of radius d4 and center yo in V.

5 Differentiability of the cost-functional and HJB equation

As a consequence of the Corollary 4.2 and Proposition 3.3 concerning the second order sufficient
optimality condition, for each yp € By(d3) there exists a neighborhood within which the local
minimal value function V is well-defined and the corresponding controls, states and adjoint states
depend Lipschitz continuously on the initial data. Consequently the local value function itself
is locally Lipschitz continuous. Exploiting the structure of the cost functional in (P) Fréchet
differentiability of the minimal value function can be obtained. We continue to use the notation for
By (Y0, d4) of Corollary 4.2 above and locally optimal solutions are understood in the sense of U.

Theorem 5.1. (Sensitivity of Cost) Let the assumptions (Al)-(A4) hold and let (y,u) be a local
solution of (P) corresponding to an initial datum yo € By (03). Then for each 4o € By (yo,04) the
local minimal value function associated to (P) is Fréchet differentiable from By (yo,04) to R with
derivative given by

V'(0) = —p(0; 90), (5.1)
and the Riesz representor of V' lies in C(U(yp), V).

With Corollary 4.2 available (5.1) can be verified with the same techniques as the analogous one
with V replaced by L?*(Q) given in [KP1, Theorem 4.10]. The claim concerning the Riesz represen-
tor follows from (5.1) and Corollary 4.2.

For the final theorem we need an additional assumption.

Assumption A5. With the notation of the previous theorem there exists Ty € (0,00) such that
F(y(go,u)) € C([0,Ty,); V') for all go € B(yo,ds4) and all u € C([0,T);U), where y(Jo,u) denotes
the solution to (2.1) on [0,Ty) with initial condition gy and control w.
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Theorem 5.2. Let assumptions (A1)-(A5) hold and let (y,u) be a local solution of (P) corre-
sponding to an initial datum yo € By (d3). Then the followjng Hamilton-Jacobi-Bellman equation
holds for the local minimal value function (in the sense of U from Corollary 4.2) on By (yo,d4):

2
(07

Vi) (Ay + F)) + 5 ol + 5

Pt <—;B*V/(y)>

+ (V) Bu, (-28V0)) -0

Y Y

and the feedback law is given by
1 *
u=rFu, (~2BV)). (53)

Proof. The structure of the proof is rather standard, [KP1, Theorem 5.1]. But due to regularity
issues special treatment is required. Also compared to [KP1] we modify some arguments to allow
local rather than global solutions. Let gy € By (yo,d4) with associated local solution and adjoint

“ 1
state (g,u,p) € U . In particular we have that a(t) =Py, <aB*15(t)>, and since p € C([0,00); V)

it holds @ € C([0,00);U). Let 4y denote the limit of @ as time ¢ tends to 0. Since g € C(]0,00); V)
and since By (yo, d4) is open there exists 7y, € (0, Tp] such that g(t) € By (yo,04), for all t € [0, 7y, ),
and V is well-defined there.

Step 1. Let us first prove that
V' (90) (Ago + F(go) + Bio) + £(go, tio) = 0, (5.4)

1
where {(y,u) = 5”3/”%/ + %Huﬂz, Since by the previous theorem the Riesz representor of V'(7) is

an element of V, and since the arguments of V(o) are all contained in V', the left hand side of
the above equality is well-defined. Here we note that (A5) implies that F(gy) € V.

To verify the equality we use the dynamic programming principle in the form

= [ttt ads + () = V(i) =0 (55)

for 7 € (0,7y,)). By continuity of § and @ in Y, respectively U at time 0, the first term converges
to £(Yo, up) as T — 0. To take 7 — 0 in the second term we first consider
1, . . 1 . . 1 (7 _ . .
L(50)— o) = (M — o) + £ [N [FG) + Bals)ds (656)
0

where eAe=t! denotes the extension of the semigroup e* on Y, to V. This follows by [EN, Theorem
5.5] and an application of interpolation theory. Using (A5) and Ba € C([0,00);Y) we can pass to
the limit in V” in (5.6) to obtain that

1
lim = (4(7) — go) = Ago + F(90) + Big in V' (5.7)

70t T

Now we return to the second term in (5.5) which we express as

L ; e ety ey Loy
L) Vi) = [ V(o +5(3(r) — o)) 2(r) — o) ds
o , (5.8)
= [ 1900: 0+ 5(37) = ) H3() — ey .
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Using (5.7) and since y — p(0;y) is continuous from V' to itself at gy by Proposition 4.2, we can
pass to the limit in (5.8) to obtain

N SN N N N . N
lim = (V(§(r)) = V(io)) = V'(d0) (Ado + F (o) + Bio). (5.9)
Now we can pass to the limit in (5.5) and obtain (5.4).

Step 2: For u € U,q we define u € U,y by,

) = {u for 7 € (0,7),

u(t) for T € [T, 00)

and set ¥ = y(yo, @) as the solution to (2.1). Here 0 < 7 < min(T},) is chosen sufficiently small so
that @ lies in the region of locality of the local solution . Also note that §(t) € By (o, d4), for all ¢
sufficiently small, and hence V(g(¢)) is well-defined for all small t. By local optimality of & we have

/ﬂ (s))ds + - (V) ~ V(o)) 20,

for all 7 sufficiently small. We next pass to the limit 7 — 0T in the above inequality. This is trivial
for the first term which tends to (7o, u). For the second one we can argue as above, replacing (g, @)
by (y,4) in (5.6) and using (A5), resulting in

V' (90) (Ago + F(90) + Bu) + £(go,w) > 0, (5.10)

for arbitrary u € U,q. This inequality is an equality if u = 4, and thus the quadratic func-
tion on the left had side of (5.10) reaches its minimum 0 at u = dg. This implies that uy =

1
Py, (—QB*V’(Q0)> . Inserting this expression into (5.4) we obtain (5.2) at y = 9o, and (5.3) at

(y,u) = (Yo, Uo) holds as well. Since 9o € By (yo,04) was chosen arbitrarily the proof is com-
plete. O

6 Applications

In the final section we discuss the applicability of the presented theory for selected examples.
Throughout  denotes an open connected bounded subset of R%, with € convex or with a C1!
boundary I'. The associated space-time cylinder is denoted by @ = €2 x (0,00) and the associated
lateral boundary by ¥ = T' x (0,00). By v and 9,, we denote the outward unit normal and the
associated outward normal derivative on I'. The symbol < means an inequality up to some constant
C>0.

6.1 The Schlogl model in d € {1, 2, 3}.

Here we consider the optimal stabilization problem for the Schlégl model also known as Nagumo
model under control constraints in dimension d € {1,2,3}. In the earlier paper [BK]|, where the
initial conditions where taken in L?() the dimension was restricted to d = 1. Here we treat

= in }00 2 gOou2
W”*yew@ém%mzﬂ Iy de+ 5 [ ol ar (61)

u € Uyg
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subject to the semilinear parabolic equation

y: = Ay + R(y) + Bu in Q, (6.2)
0y =0 on X, (6.3)
y(x,0) = yo in Q. (6.4)

where R is the cubic polynomial of the form,
R(y) = ay(y — &1)(y — &2), with real numbers &7, &3, and a < 0,

and B € L(U,Y). Note that R(y) = ay> + by? + cy, with b = a(&1 + &) and ¢ = a&1&,. The origin
of the uncontrolled system is locally unstable, if £&1&2 < 0 and exponentially stable if £1&, > 0. To
cast this problem in the framework of Section 2, we set V = H(Q), a(v,w) = (Vv, Vw) — c(v,w)
and associated operator

Ay = (A + )y, with D(A) = {y € H*(Q) : d,y|r = 0} (6.5)

and
F(y) = ay3 + byQ. (6.6)

Clearly (2.4) is satisfied. Concerning condition (A1), if ¢ < 0 then the semigroup generated by
A is exponentially stable. In case ¢ > 0 feedback stabilization by finite dimensional controllers
was analyzed in [Tri, Theorem 6.1], and [KR] for instance. In [KR] stabilizability by finitely many
controllers was established for parabolic-like systems with the number of controllers associated to
the spectral properties of A. It is left to the reader to check that the nonlinearity F' is twice
differentiable as a mapping F : Wuo(D(A),Y) — L?(I;Y). For the sake of illustration, we verify
the continuity of the bilinear form of F” on W (D(A),Y) X Weo(D(A),Y). For this purpose, we
take v1,v2 € Woo(D(A),Y) and y1,y2 € Woo(D(A),Y) and estimate, setting oy = yo — 11

|(F"(y2) — F"(y1))(v1,1)2)HiQ(I,Y> < 6/ / |a 6y vyva|? daxdt
’ 0 Q
> 2 2 2 2 2 > 2
< 6/0 lal 10yl 760 1011176 0y lv2llze () dt < 6C lunll, (p(ay,v) HUQHWOO(D(A),Y)/O 16yl a) dt,
where C; depends on the continuous embedding V' — L9(Q), which holds for d < 3, and the
continuous injection W (D(A),Y) — C(I;V) is used. We also have F(0) = F’(0) = 0 and thus

(2.7) is satisfied. The following Lemma together with the compact embedding W (0,T;D(A),Y) —
L%(0,T;V), see e.g. [Emm, Satz 8.1.12, p213], implies that (A3) is satisfied with H =Y.

Lemma 6.1. For yi,yo € W(0,T;D(A),Y) and z € L*°(0,T;Y) the following estimates hold:
T
| 1t = sz
2 2
< Callzll 20,09y 1o — w2l 20,y [HyIHW(O,T;D(A),Y) + ||y2HW(0,T;D(A),Y)} , (6.7)
T
/0 |<y% - y%,z)y| dt < Cy ||Z||L2(O,T;Y) Iy — yQHLZ(O,T;V) [||y1”L2(0,T;V) + ||y2”L2(0,T;V)] (6.8)
where Cy,C3 > 0 are independent of y1,y2, and z.
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Proof. For the first inequality, we estimate, using embedding constants C; independent of 1,9, 2

T T
/ (Y3 — v3, 2)v | dt:/ /!(yi”—yg’)Z! dadt
0 0 Q
T

<Ca [ el I = wallogey 97 + v 35y
<Cs ||Z”Loo(0,T;Y) ly1 — y2HL2(o,T;V) Hy% + yg”LZ(o,T;m(Q)) :
Then we estimate, for i = 1, 2,
U,

T ) /2 T AL oo /2
il = [ W] = [ (fear) "] = [ [ ity

2
< Cs llyill oo,y il 20,750y < C7 Wil or:p(a),v) -

This proves the first inequality. The verification of the second inequality is left to the reader. [

Now we turn to (A4) and verify that F'(y) = 3ay? +2by € £ (L*(I;V),L*(1,Y)) . We concentrate
on the term y? and estimate for z € L2(I;V):

0o oo /3 s oo
4
| [oeraca < [ ( / \y|6dx) (/ |z|6dx) at < [ s Nolsco dt
0 Q 0 Q Q 0

< Cs 9llw.. 1oy vy 121720
and the claim follows. Finally for (A5), we utilize the fact that V C L%(Q) for d < 3, and
y € C(I; V) for yo € By (d4). This implies F(y) € C(I;Y) C C(I; V).

6.2 Quartic nonlinearity y* in d € {1,2}.

In this case we consider a semilinear parabolic problem with F(y) = ky* in dimension d € {1,2}.
The computations will be carried out for d = 2 but d = 1 will readily follow. Specifically the
controlled system is given as follows:

y: = Ay + ky* + Bu in Q, (6.9a)
y=0 on X, (6.9b)
y(x,0) = yo in Q. (6.9¢)

For this model (A1) is satisfied with A the Laplacian Y = L?(Q) with Dirichlet boundary conditions.
It generates an asymptotically stable analytic semigroup. We use Gagliardo’s inequality [BF, p173]
in dimension two to show that F : W (I; D(A),Y) — L*(I;Y) with F(y) = ky? is well-defined:

9 00 0 1 3, 18 6 5
I sy = [ Wiyt < [ (1 ] e < ol o 190y

Moreover, assumption (A2) requires us to show that F' is twice continuously differentiable. It can
be checked that F' is twice continuously differentiable with derivatives given by F'(y) = 4ky® and
F"(y) = 12ky?. By computations as carried out in Lemma 6.1, one can deduce F’ and F" are
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1 bounded on bounded subsets of W (D(A),Y).

s To verify (A3), we take z € L>°(0,T;Y) and estimate for y1,y2 € Woo(I; D(A),Y):
r 4 4 r 3 3 > 3 3
|t =t aes [ [ =) 08 +) ol dede S [ s = el o + 93] 121
r 3
S lellimory [ I = el (10 e + oelios )

T
3 3
el [ I = el (lal? + lly) d
2 2
S 12l o 191 = 2l 2oy (I + lvlzozny ) (Il + el o)) -

s+ This implies (A3), since weak convergence in W, (I; D(A), Y) implies strong convergence in L2(0, T; V).
5 For (A4), we show F'(y) = 4ky® € L(L*(I; V), L*(I;Y)) for y € W (D(A),Y). We estimate for
6 2 € L2(I; V),

6 2
1E el S [ [ 1% dedt 5 [ Il 1oy < C Mooy 10
7 Assumption (A5) follows by an analogous argumentation as presented in Section 6.1.

o With similar arguments the quintic nonlinearity can be considered in dimension 1.

1 6.3 Nonlinearities induced by functions with globally Lipschitz continuous sec-
1 ond derivative.

12 Consider the system (P) with A associated to a strongly elliptic second order operator with domain
13 H2(Q) N H (), so that (A1) are satisfied. Let F : Woo(D(A),Y) — L?(I;Y) be the Nemytskii
1« operator associated to a mapping § : R — R which is assumed to be C?(R) with first and second
15 derivatives globally Lipschitz continuous. We discuss assumption (A2)-(A5) for such an F', and
16 show that they are satisfied for dimensions d € {1,2,3}. By direct calculation it can be checked
17 that F' is continuously Fréchet differentiable for d € {1,2,3}. We leave this part to the reader and
18 immediately turn to the second derivative. For y, hi, ho € W (D(A),Y') the relevant expression is
19 given by

| F'(y + ha)h1 — F'(y) —F"(y)(hth)Hig(I;y)
= [ [ 1 wtt0) + hata)) = (0t 0) = P o)t 2. o) dads
== - X X X 2 X
= [7 [ 1ot nat o, o,

1
20 where g(t,x) = / (" (y(t, z)+sha(t,x))—f"(y(t, z)))ds. Let us denote the global Lipschitz constant
0

21 of f by L. Then we estimate

o] L2 o]
| [ tambaf? awae < S [ ey IOl e
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L2 [e¢) 00
=7/ Hh2(t)H$Hh1(t)HdetSCHMI%VOO(D(A),Y)/O 1ha(®)1F, i

< Cllhally, oy yy 171 v pay vy -

This implies that F' admits a second Fréchet derivative which is bounded on bounded subsets of
W (D(A),Y). Its continuity with respect to y can be checked with similar arguments. In order to
verify (A3), we set H =Y = L?(Q2) and consider a sequence y,, — ¢ in W(0,T;D(A),Y) and let
z € L®(0,T;H) C L*(0,T;Y) be given. Then we estimate

T T
A\wwm—ﬂmmew—[;Aumm—mmdmwgcmwﬁmmmnwmmmn-

Then by the compactness of W (0,T;D(A),Y) in L?(0,T;Y), we obtain (A3).
To verify (A4) we proceed with y € Woo(D(A),Y), 2z € L?(I;V) and estimate

2 o 2
uwwwmwm=g AW@wW@)fwwscmﬁmemwﬁmw-

This shows F’(y) satisfies (A4). Assumption (A5) can be verified since f'(y), is assumed to be
globally Lipschitz continuous and y € C(I; V) for y € By (d4).
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