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ABSTRACT
First and second order optimality conditions for optimal control problems over the
infinite time horizon subject to the Navier Stokes equations are derived. The cost
functional enhances temporal sparsity of the controls, which implies that the optimal
controls shut down in finite time. The problem formulation also includes explicit
constraints on the control which may be non-smooth and non-affine.
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1. Introduction

This paper concerns the following optimal control problem

(P) min
u(t)∈K for a.a t∈I

J(u),

where

J(u) :=
1

2

∫
I
∥yu(t) − yd(t)∥2L2(Ω) dt+

α

2

∫
I
∥u(t)∥2L2(ω) dt+ β

∫
I
∥u(t)∥L2(ω) dt,



I denotes the infinite horizon (0,∞), α, β ≥ 0 with α + β > 0, yu is the solution of
the Navier-Stokes system

∂y

∂t
− ν∆y + (y · ∇)y + ∇p = f0 + χωu in Q = Ω × I,

divy = 0 in Q, y = 0 on Σ = Γ × I, y(0) = y0 in Ω,
(1)

and K is a closed, bounded, and convex subset of Lσ(ω) with σ ∈ [1,∞]. Further Ω
denotes a bounded domain in R2 with a C3 boundary Γ, and ω is a subset of Ω with
positive Lebesgue measure. Assumptions on f0 and yd will be made below.

The specificities of this problem are the following: it is posed over the infinite time
horizon [0,∞), it may contain a non-differential term for the control cost, and it allows
quite general explicit constraints on the control. Concerning the infinite time horizon,
observe that due to the energy conserving property of the Navier-Stokes nonlinearity,
the existence of feasible controls does not create a difficulty and the control problem
(P) is really on optimal control problem and not a stabilization problem in disguise.
But still, standard results from the analysis of optimality conditions for optimal con-
trol over finite horizons cannot directly be utilized here, since typically the dependence
of constants on the time horizon within a priori estimates, for the adjoint equation, for
instance, is not analyzed. The L1 term with respect to time in the cost of the control
is sparsity promoting. As a consequence the control will shut off and be identically
zero, for all t sufficiently large, if β ̸= 0. To the best of our knowledge such a term has
not been considered for optimal control of Navier-Stokes equations before. Concerning
explicit constraints on vector valued controls, the existing literature almost exclusively
treats affine coordinate-wise constraints, whereas we allow integral constraints which
involve the Euclidean norm of the vector-valued controls. A second order analysis for
this kind of constraints has apparently not been carried out in the PDE-constrained
optimal control literature before. It can also be of use for vector-valued controls inde-
pendently of the Navier Stokes context.

Let us mention some of the literature which is related to the contributions of this
paper. Optimal control for problems over an infinite time horizon has been investigated
by the authors of this paper for semilinear parabolic equations in [13,15], and in [5]
for bilinear control problems. The sparsifying effect for stabilization problems was first
pointed out [10]. Differential from the PDE-context, infinite horizon optimal control for
ordinary differential equation has received much attention. Likely its analysis started
with Halkin’s work [19]. Much of the earlier work is described in [7]. More recent
contributions can be found for instance in [3] and [4]. Concerning optimal control of
the Navier Stokes equations there is a vast literature, thus we restrict ourselves to
mention only selected contributions which also include a second order analysis. Such
results can be found in [26] and [8], with coordinate-wise bilateral constraints on the
controls.

We turn to a brief description of the results of this paper. Section 2 contains the state
space analysis of the 2-D Navier Stokes equation on the temporal interval [0,∞) in
the setting which is relevant for the remainder of the paper. In particular this means
that the forcing function is admitted to be of low regularity only, so that the case
σ = 1 is included. The analysis of the optimal control problem and first formulations
of first-order necessary conditions are given in Section 3. Here we distinguish the
cases whether α, respectively β are zero or not. In Section 4 we choose K the closed
ball in Lσ(ω) centered at zero with radius γ > 0, and consider separately the cases
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σ = 1, σ = 2, and σ = ∞. In these cases the vector norm on the control vectors
is chosen as the Euclidean norm in R2. More detailed first order conditions than in
Section 3, as well as necessary and sufficient second order conditions are given for
these cases. A second order analysis of such kind of vectorial constraints was likely not
carried out before. While we treat the R2 case here, the extension to Rd for arbitrary
d ∈ N is straightforward if the regularity properties PDE-constraint allow us to do
so. First order necessary conditions for Euclidean norm constraints for elliptic optimal
control problems were provided earlier in [20]. The Appendix contains the proofs for
two technical lemmas from Section 2.

Notation

We denote W1,s
0 (Ω) = W 1,s

0 (Ω) ×W 1,s
0 (Ω) for s ∈ (1,∞), endowed with the norm

∥y∥W1,s
0 (Ω) = ∥∇y∥Ls(Ω) =

(∫
Ω
|∇y|s dx

) 1

s

=

(∫
Ω

[|∇y1|2 + |∇y2|2]
s

2 dx

) 1

s

.

As usual, for s = 2 we set H1
0(Ω) = W1,2

0 (Ω). We also consider the spaces

H = closure of {ϕ ∈ C∞
0 (Ω) : divϕ = 0} in L2(Ω) = L2(Ω) × L2(Ω),

Ws(Ω) = {y ∈ W1,s
0 (Ω) : divy = 0}, V = W2(Ω).

For r, s ∈ (1,∞) and 0 < T ≤ ∞ we define the reflexive Banach spaces

Wr,s(0, T ) = {y ∈ Lr(I;Ws(Ω)) :
∂y

∂t
∈ Lr(I;Ws′(Ω)′)},

W2,1
r (0, T ) = {y ∈ Lr(I;H2(Ω) ∩V) :

∂y

∂t
∈ Lr(I;H)},

with the norms

∥y∥Wr,s(0,T ) = ∥y∥Lr(I;W1,s
0 (Ω)) + ∥∂y

∂t
∥Lr(I;Ws′ (Ω)′),

∥y∥W2,1
r (0,T ) = ∥y∥Lr(I;H2(Ω)) + ∥∂y

∂t
∥Lr(I;H).

Above s′ stands for the conjugate of s: s′ = s
s−1 . If r = s = 2 we denote W(0, T ) =

W2,2(0, T ) and V2,1(0, T ) = W2,1
r (0, T ). In the case T = ∞ the notation (0, T ) will

be replaced by I in the above spaces.

Now we consider the interpolation spaces Bs,r(Ω) = (Ws′(Ω)′,Ws(Ω))1−1/r,r. From
[1, Chap. III/4.10.2] we know that Wr,s(0, T ) ⊂ C([0, T ];Bs,r(Ω)) and the trace map-
ping y ∈ Wr,s(0, T ) → y(0) ∈ Bs,r(Ω) is surjective. If r = s = 2, then it is known
that B2,2(Ω) = (V′,V) 1

2
,2 = H. Hence, the embedding W(0, T ) ⊂ C([0, T ];H) holds;

see [21, Page 22, Proposition I-2.1] and [25, Page 143, Remark 3].
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2. Analysis of the state equation

The aim of this section is to study the well-posedness of the following problem
∂y

∂t
− ν∆y + (y · ∇)y + ∇p = f in Q,

divy = 0 in Q, y = 0 on Σ, y(0) = y0 in Ω,
(2)

where ν > 0, f ∈ Lq(I;W−1,p(Ω)) ∩ L4(I;W−1,p(Ω)), and y0 ∈ B2,4(Ω) + Bp,q(Ω).
The parameters p and q are fixed throughout this manuscript, and it is assumed that

4

3
≤ p < 2 and q ≥ 8 (3)

holds. All the results of this paper remain valid if we assume that p ∈ [2,∞) because

of the embedding W1,s
0 (Ω) ⊂ W1,p

0 (Ω) for every s > p. For p < 2 we have that
L1(Ω) ⊂ W−1,p(Ω), which is necessary to deal with the case where f = f0 + χωu with
controls u ∈ L∞(I;L1(ω)). We give the results for p < 2 to simplify the presentation
avoiding different cases depending on the value of p. Moreover, the analysis for p ≥ 2
is simpler.

Now we introduce the following spaces:

Y = [L2(I;V) ∩ L∞(I;H)] + [Lq(I;Wp(Ω)) ∩ L4(I;Wp(Ω))], Y0 = H + Bp,q(Ω),

Y = W4,2(I) + Wq,p(I) ∩W4,p(I), Y0 = B2,4(Ω) + Bp,q(Ω),

and observe that Y ⊂ Y and Y0 ⊂ Y0. They are Banach spaces for the canonical
norms, for instance, for Y and Y we have

∥y∥Y = inf
y=y1+y2

∥y1∥L2(I;V) + ∥y1∥L∞(I;H) + ∥y2∥Lq(I;Wp(Ω)) + ∥y2∥L4(I;Wp(Ω)),

∥y∥Y = inf
y=y1+y2

∥y1∥W4,2(I) + ∥y2∥Wq,p(I) + ∥y2∥W4,p(I).

We note that for the finite horizon the continuous embedding Wq,p(0, T ) ⊂
W4,p(0, T ) is fulfilled. Hence, we have the embedding of the trace spaces Bp,q(Ω) ⊂
Bp,4(Ω). Therefore, taking into account that the image space for the trace mappings
y ∈ Wq,p(0, T ) → y(0) ∈ Bp,q(Ω) is the same for any finite interval (0, T ) as for I, the
continuity and surjectivity of the mapping y ∈ Wq,p(I) ∩W4,p(I) → y(0) ∈ Bp,q(Ω)
follows.

In order to define the notion of solution of (2), we need the following technical
lemma, whose proof is given in the Appendix.

Lemma 2.1. If (3) holds, the bilinear operators B : Y ×Y −→ L2(I;H−1(Ω)) and
B : Y × Y −→ L4(I;H−1(Ω)) defined by B(y1,y2) = B(y1,y2) = (y1 · ∇)y2 are
continuous.

As usual, we can remove the pressure from the equation (2) by using divergence
free test functions.

Definition 2.2. We say that y ∈ W(I) + Wq,p(I) is a variational solution of (2) if
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for almost every t ∈ I
⟨ d
dt
y(t),ψ⟩Wp′ (Ω)′,Wp′ (Ω) + a(y(t),ψ) + b(y(t),y(t),ψ)

= ⟨f(t),ψ⟩
W−1,p(Ω),W1,p′

0 (Ω)
∀ψ ∈ Wp′(Ω),

y(0) = y0,

(4)

where

a(y(t),ψ) = ν

∫
Ω
∇y(x, t) : ∇ψ(x) dx = ν

2∑
i=1

∫
Ω
∇yi(x, t)∇ψi(x) dx,

b(y(t),y(t),ψ) = ⟨B(y(t),y(t)),ψ⟩H−1(Ω),H1
0(Ω) =

∫
Ω

[y(t) · ∇]y(t) · ∇ψ dx.

A distribution p in Q is called an associated pressure if the equation

∂y

∂t
− ν∆y + (y · ∇)y + ∇p = f in Q

is satisfied in the distribution sense. Then, (y, p) is called a solution of (2).

Given y satisfying (4), the pressure p is obtained by using De Rham’s theorem; see
[23, Lemma IV-1.4.1]. The next theorem is the main result of this section.

Theorem 2.3. Suppose that (3) holds. Then, system (2) has a unique solution (y, p) ∈
[W(I) + Wq,p(I) ∩ W4,p(I)] × [W−1,q(I;Lp(Ω)/R) ∩ W−1,4(I;Lp(Ω)/R)] for every
y0 ∈ Y0 and f ∈ Lq(I;W−1,p(Ω))∩L4(I;W−1,p(Ω)), and there exists a nondecreasing
continuous function ηp,q : [0,∞) −→ [0,∞) with ηp,q(0) = 0 such that

∥y∥ ≤ ηp,q

(
∥f∥Lq(I;Wp′ (Ω)′) + ∥f∥L4(I;Wp′ (Ω)′) + ∥y0∥Y0

)
, (5)

where ∥ · ∥ denotes the norm in W(I) + Wq,p(I) ∩W4,p(I). Furthermore, if y0 ∈ Y0,
then the regularity y ∈ Y holds.

We establish two lemmas to carry out the proof of this theorem.

Lemma 2.4. Given g ∈ Lr(I;W−1,s(Ω)) and yS0 ∈ Bs,r(Ω) with 1 < r, s < ∞,
there exists a unique solution (yS , pS) ∈ Wr,s(I)×W−1,r(I;Ls(Ω)/R) of the following
equation 

∂yS

∂t
− ν∆yS + ∇pS = g in Q,

divyS = 0 in Q, yS = 0 on Σ, yS(0) = yS0 in Ω.
(6)

Moreover, there exists a constant Cr,s independent of (g,yS0) such that

∥yS∥Wr,s(I) ≤ Cr,s

(
∥g∥Lr(I;Ws′ (Ω)′) + ∥yS0∥Bs,r(Ω)

)
. (7)
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The reader is referred to [12, Therem 2.5] for the proof of this result, where the
C3 regularity of Γ is needed to use the maximal parabolic regularity for the Stokes
system. There the proof was made for finite horizon intervals (0, T ), but the same is
valid without changes for I. The only issue to take into account is that the maximal
parabolic regularity results used there are also valid for infinite horizon intervals; see
[17] or [18].

Lemma 2.5. Given (g,yN0) ∈ L2(I;H−1(Ω)) × H, e1, e2 ∈ Y, and ν0 ≥ 0, the
system

∂yN

∂t
− ν∆yN + ν0(yN · ∇)yN + (e1 · ∇)yN + (yN · ∇)e2 + ∇pN = g in Q,

divyN = 0 in Q, yN = 0 on Σ, yN (0) = yN0 in Ω

(8)
has a unique solution (yN , pN ) ∈ W(I) × W−1,∞(I;L2(Ω)/R). Furthermore, there
exists a nondecreasing function ηN : [0,∞) −→ (0,∞) such that

∥yN∥L2(I;H1
0(Ω)) + ∥y∥L∞(I;L2(Ω)) ≤ ηN

(
∥e2∥Y

)(
∥g∥L2(I;V′) + ∥yN0∥L2(Ω)

)
,

∥yN∥W(I) ≤ ν0η
2
N (∥e2∥Y)

(
∥g∥L2(I;V′) + ∥yN0∥L2(Ω)

)2

+[(1 + ν + ∥e1∥Y + ∥e2∥Y)ηN (∥e2∥Y) + 1]
(
∥g∥L2(I;V′) + ∥yN0∥L2(Ω)

)
.

(9)

In addition, if g ∈ L4(I;H−1(Ω)), e1, e2 ∈ L8(I;L4(Ω)), and yN0 ∈ B2,4(Ω), then the
regularity yN ∈ W4,2(I) holds.

The proof is carried out in the Appendix.

Proof of Theorem 2.3. Using [12, Theorem 2.4] and arguing as in the proof of
Lemma 2.5, we infer the existence and uniqueness of a solution (y, p) ∈ [W(I) +
Wq,p(I)]×W−1,q(I;Lp(Ω)/R) of (2) as well as the estimate (5). To prove the additional
regularity under the assumption y0 ∈ Y0 we decompose (2) into the following two
systems 

∂yS

∂t
− ν∆yS + ∇pS = f in Q,

divyS = 0 in Q, yS = 0 on Σ, yS(0) = yS0 in Ω,
(10)


∂yN

∂t
− ν∆yN + (yN · ∇)yN + (yS · ∇)yN + (yN · ∇)yS + ∇pN

= −(yS · ∇)yS in Q,

divyN = 0 in Q, yN = 0 on Σ, yN (0) = yN0 in Ω,

(11)

where y0 = yN0 +yS0. From Lemma 2.4 we infer the existence and uniqueness of a so-
lution (yS , pS) ∈ [Wq,p(I)×W−1,q(I;Lp(Ω)/R)]∩ [W4,p(I)×W−1,4(I;Lp(Ω)/R)] and
the estimate (6) holds with s = p, r = q and also r = 4. For equation (11) we observe
that the right hand side (yS ·∇)yS is an element of L2(I;H−1(Ω)), which follows from
Lemma 2.1. Then, applying Lemma 2.5 with ν0 = 1 and e1 = e2 = yS we get the exis-
tence and uniqueness of a solution (yN , pN ) ∈ W(I) ×W−1,∞(I;L2(Ω)/R) satisfying
the estimate (9). Looking at (11), we also deduce that pN ∈ W−1,2(I;L2(Ω)/R); see
[23, Lemma IV-1.4.1]. Then, by interpolation we get that pN ∈ W−1,q(I;L2(Ω)/R) ∩
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W−1,4(I;Lp(Ω)/R). Finally, using the embedding L2(Ω) ⊂ Lp(Ω) we conclude that
pN ∈W−1,q(I;Lp(Ω)/R). Now, it is immediate to check that (y, p) = (yN + yS , pN +
pS) ∈ [W(I) + Wq,p(I) ∩W4,p(I)] × [W−1,q(I;Lp(Ω)/R) ∩W−1,4(I;Lp(Ω)/R)] solves
the equation (2). The uniqueness was established in [12, Theorem 2.4].

Now we assume that y0 ∈ Y0 and prove that y ∈ Y. By Lemma 2.1 we get that (yS ·
∇)yS ∈ L4(I;H−1(Ω)) and yS ∈ L8(I;L4(Ω)). Then, we infer from Lemma 2.5 that
yN ∈ W4,2(I). Hence, the regularity y = yN +yS ∈ W4,2(I)+[Wq,p(I)∩W4,p(I)] = Y
holds.

We finish this section analyzing the differentiability of the mapping

G : Lq(I;W−1,p(Ω)) ∩ L4(I;W−1,p(Ω)) −→ Y

associating to each element f ∈ Lq(I;W−1,p(Ω))∩L4(I;W−1,p(Ω)) the solution yf ∈ Y
of (4).

Theorem 2.6. The mapping G is of class C∞. Further, given f ,g,g1,g2 ∈
Lq(I;W−1,p(Ω)) ∩ L4(I;W−1,p(Ω)) we have that zg = G′(f)g and zg1,g2

=
G′′(f)(g1,g2) are the unique solutions of the systems

∂z

∂t
− ν∆z + (yf · ∇)z + (z · ∇)yf + ∇q = g in Q,

div z = 0 in Q, z = 0 on Σ, z(0) = 0 in Ω,
(12)

and
∂z

∂t
− ν∆z + (yf · ∇)z + (z · ∇)yf + ∇q = −(zg2

· ∇)zg1
− (zg1

· ∇)zg2
in Q,

div z = 0 in Q, z = 0 on Σ, z(0) = 0 in Ω,

(13)
respectively, where yf = G(f) and zgi

= G′(f)gi for i = 1, 2.

Proof. Let us define the space W = L4(I;V′) + Lq(I;Wp′(Ω)′) ∩ L4(I;Wp′(Ω)′) en-
dowed with the norm

∥h∥W = inf{∥h1∥L4(I;V′) + ∥h2∥Lq(I;Wp′ (Ω)′) + ∥h2∥L4(I;Wp′ (Ω)′) : h = h1 + h2}.

Thus, W is a Banach space. We also consider the operators AV : V −→ V′ and
AW : Wp(Ω) −→ Wp′(Ω)′ given by

⟨AVy, z⟩V′,V = ν

∫
Ω
∇y : ∇z dx, ∀y, z ∈ V,

⟨AWy, z⟩Wp′ (Ω)′,Wp(Ω) = ν

∫
Ω
∇y : ∇z dx, ∀(y, z) ∈ Wp(Ω) ×Wp′(Ω).

Associated with these two continuous operators we define

A : Y −→ W, Ay = AVy1 +AWy2,
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where y = y1 + y2 with y1 ∈ W4,2(I) and y2 ∈ Wq,p(I) ∩W4,p(I). It is immediate
to check that Ay is independent of the chosen representation y = y1 + y2, and it is
continuous. Now, we introduce the mapping

F : Y × Lq(I;Wp′(Ω)′) ∩ L4(I;Wp′(Ω)′) −→ W ×Y0,

F(y, f) =
(∂y
∂t

+Ay + B(y,y) − f ,y(0) − y0

)
,

where y0 ∈ Y0 is the initial condition in (4). Recall that Y ⊂ C(I;Y0) holds. Hence,
y ∈ Y → y(0) ∈ Y0 is a linear and continuous mapping. Moreover, Lemma 2.1 implies
that y ∈ Y → B(y,y) ∈ L4(I;H−1(Ω)) ⊂ L4(I;V′) ⊂ W is bilinear and continuous.
By definition of W4,2(I) and Wq,p(I) ∩ W4,p(I) we also have that ∂

∂t : Y → W is a
linear and continuous operator. All together this implies that F is a C∞ mapping.

Given f ∈ Lq(I;Wp′(Ω)′)∩L4(I;Wp′(Ω)′), we denote by yf ∈ Y the solution of (4).
Then, we have that

∂F
∂y

(yf , f) : Y −→ W ×Y0,

∂F
∂y

(yf , f)z =
(∂z
∂t

+Az + B(yf , z) +B(z,yf ), z(0)
)

∀z ∈ Y (14)

is a linear and continuous mapping. Actually, it is an isomorphism. Let us prove this.
Given an arbitrary element (g, z0) ∈ W ×Y0, we set g = gN + gS and z0 = zN0 + zS0
with gN ∈ L4(I;V′), gS ∈ Lq(I;Wp′(Ω)′) ∩ L4(I;Wp′(Ω)′), zN0 ∈ W2,4(Ω), and
zS0 ∈ Bp,q(Ω). Now, we show the existence and uniqueness of a solution z ∈ Y of the
equation


∂z

∂t
+Az +B(yf , z) + B(z,yf ) = g in I,

z(0) = z0.
(15)

We decompose the system in two parts
∂zS
∂t

+AWzS = gS in I,

zS(0) = zS0,
(16)

and
∂zN
∂t

+AVzN +B(yf , zN ) +B(zN ,yf ) = gN − B(yf , zS) − B(zS ,yf ) in I,

zN (0) = zN0 in Ω.
(17)

The existence and uniqueness of a solution zS ∈ Wq,p(I) ∩ W4,p(I) of (16) follows
from Lemma 2.4. In equation (17), we have that zN0 ∈ B2,4(Ω), yf ∈ Y, and from
Lemma 2.1 we get that the right hand side of the partial differential equation belongs
to L4(I;H−1(Ω)) ∩ L2(I;H−1(Ω)). Hence, applying Lemma 2.5 with ν0 = 0 and e1 =
e2 = zS we infer the existence and uniqueness of a solution zN ∈ W4,2(I). Now,
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setting y = yN + yS ∈ Y, we deduce that y is a solution of (15). The uniqueness
follows from Gronwall’s inequality.

Then, we apply the implicit function theorem to deduce the existence of a C∞

mapping G̃ : Wp′(Ω)′ −→ Y such that F(G̃(f), f) = 0 for every function f ∈
Lq(I;Wp′(Ω)′)∩L4(I;Wp′(Ω)′). Hence, G̃(f) = yf is the solution of (4). Moreover, by

differentiation of the identity F(G̃(f), f) = 0 with respect to f , setting zg = DG̃(f)g
for g ∈ Lq(I;W−1,p(Ω)) ∩ L4(I;W−1,p(Ω)), and using (14) and De Rham’s theorem
equation (12) follows. Differentiating twice the identity F(G̃(f), f) = 0 with respect to
f and setting z = D2G̃(f)(g1,g2), equation (13) follows easily from the identity

∂2F
∂y2

(yf , f)(g1,g2) =
(∂z
∂t

+Az+B(yf , z) +B(z,yf ) +B(zg1
, zg2

) +B(zg2
, zg1

), z(0)
)
.

Observing that G : Lq(I;W−1,p(Ω))∩L4(I;W−1,p(Ω)) −→ Y is given by G = G̃◦Rσ,
where Rσ : Lq(I;W−1,p(Ω))∩L4(I;W−1,p(Ω)) −→ Lq(I;Wp′(Ω)′)∩L4(I;Wp′(Ω)′) is
the restriction operator, that is linear and continuous, the theorem follows.

3. Analysis of the optimal control problem (P)

In this section we study the control problem (P) associated with the state equation
(1). We keep the assumptions made in section 2 and impose the following additional
requirements: 0 ∈ K ⊂ Lσ(ω) with σ ∈ [1,∞] and

(α+ β > 0) and (α > 0 if σ < 2), (18)

K is weakly∗ closed in L∞(ω) if σ = ∞, (19)

yd ∈ Lq(I;L2(Ω)) ∩ L2(I;L2(Ω)) and f0 ∈ Lq(I;W−1,p(Ω)) ∩ L4(I;W−1,p(Ω)), (20)

where q and p satisfy (3). The space of controls will be specified as

U = L∞(I;Lσ(ω)) ∩ L2(I;L2(ω)) if β = 0, (21)

U = L∞(I;Lσ(ω)) ∩ L1(I;L2(ω)) if α = 0, (22)

U = L∞(I;Lσ(ω)) ∩ L2(I;L2(ω)) ∩ L1(I;L2(ω)) if α > 0 and β > 0. (23)

Let us observe that U ⊂ L2(I;L2(ω)). Indeed, for the cases (21) and (23) the
embedding is obvious. Concerning (22), using (18) and interpolation we get that
L∞(I;Lσ(ω)) ∩ L1(I;L2(ω)) ⊂ L2(I;L2(ω)).

The set of feasible controls is defined by Uad = {u ∈ U : u(t) ∈ K for a.a. t ∈ I}.

By using interpolation between Lebesgue spaces we get that U ⊂ Lq(I;L1(ω)) ⊂
Lq(I;W−1,p(Ω)). Therefore, Theorem 2.3 implies that the existence and uniqueness
of yu ∈ Y and, hence, J(u) <∞ for every u ∈ U.

We point out that the assumption 0 ∈ K is natural, in the sense that J(u) = ∞ for
every u ∈ Uad if this assumption does not hold. Indeed, if J(u) <∞ and u(t) ∈ K for
almost all t ∈ I, then there exists a sequence of points {tk}∞k=1 converging to ∞ such
that ∥u(tk)∥L2(ω) → 0 and {u(tk)}∞k=1 ⊂ K. Since K is bounded and weakly∗ closed
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in Lσ(ω) there exists a subsequence, denoted in the same way, such that u(tk)
∗
⇀ v

in Lσ(ω) and v ∈ K. This together with the strong convergence of {u(tk)}∞k=1 to 0 in
L2(ω) implies that v = 0 and, consequently, 0 ∈ K.

As a first step we address the existence of an optimal control for (P).

Theorem 3.1. Problem (P) has at least one solution.

Proof. Firstly, we observe that 0 ∈ Uad. Hence, the existence of a minimizing se-
quence {uk}∞k=1 ⊂ Uad follows. From assumptions (18) and (21)–(23) and the fact
that J(uk) ≤ J(0) we deduce that {uk}∞k=1 is bounded in L2(I;L2(ω)). Then, by
taking a subsequence, we get that ūk ⇀ ū in L2(I;L2(ω)). Let us prove that ū is a
solution of (P).

Step 1. ū ∈ Uad. From Mazur’s Theorem we infer the existence of a convex com-
bination {vk}∞k=1 of the sequence {uk}∞k=1 converging to ū strongly in L2(I;L2(ω)).
Taking a subsequence we can assume that vk(t) → ū(t) strongly in L2(ω) for almost
every t ∈ I. The convexity of K implies that vk(t) ∈ K for every k and almost every
t ∈ I. If σ ≤ 2, then we have that vk(t) → ū(t) strongly in Lσ(ω) and, hence, the
closedness of K in Lσ(ω) implies that ū(t) ∈ K for almost every t ∈ I. If σ > 2, then
for almost every t ∈ I there exists a subsequence of {vk}∞k=1, denoted in the same

way, such that vk(t) ⇀ v (or
∗
⇀ if σ = ∞) in Lσ(ω). Since K is convex and closed

(or weakly∗ closed if σ = ∞) we get that v ∈ K. But σ > 2, therefore vk(t) ⇀ v
in L2(ω) as well. Combining this with the strong convergence vk(t) → ū(t) in Lσ(ω),
we obtain that ū(t) = v ∈ K. Since ū satisfies the control constraint, we infer that
ū ∈ L∞(I;Lσ(ω)). It remains to prove that ū ∈ U. Actually the only thing that re-
mains to be proved is that ū ∈ L1(I;L2(ω)) if β > 0. For every T <∞, the continuous
embedding L2(0, T ;L2(ω)) ⊂ L1(0, T ;L2(ω)) implies that uk ⇀ ū in L1(0, T ;L2(ω)).
This yields

∥ū∥L1(0,T ;L2(ω)) ≤ lim inf
k→∞

∥uk∥L1(0,T ;L2(ω))

≤ lim inf
k→∞

∥uk∥L1(I;L2(ω)) ≤
1

β
lim inf
k→∞

J(uk) ≤ 1

β
J(0).

This implies that ∥ū∥L1(I;L2(ω)) ≤ 1
βJ(0) <∞ and, consequently, ū ∈ U.

Step 2. J(ū) ≤ lim infk→∞ J(uk). Since {uk}∞k=1 ⊂ Uad we have that {uk}∞k=1 is
bounded in L∞(I;L1(ω)). We also have the boundedness of {uk}∞k=1 in L2(I;L2(ω)) ⊂
L2(I;L1(ω)). Hence, by interpolation we infer that {χωuk}∞k=1 is bounded in
Lq(I,L1(Ω)) ∩ L4(I;L1(Ω)) ⊂ Lq(I;W−1,p(Ω)) ∩ L4(I;W−1,p(Ω)). Applying The-
orem 2.3 we deduce the boundedness of {yuk

}∞k=1 in W(I) + Wq,p(I) ∩ W4,p(I).
Hence, taking a subsequence, denoted in the same way, we get yuk

⇀ ȳ in for some
ȳ ∈ W(I) + Wq,p(I) ∩ W4,p(I). Let us fix T < ∞ arbitrarily. It is well known that
W(0, T ) is compactly embedded in L2(0, T ;L2(Ω)). Moreover, applying [24, Theorem

III-2.1] to the spaces W1,p
0 (Ω) ⊂ L2(Ω) ⊂ W−1,p(Ω) we infer the compactness of the

embedding Wq,p(0, T )∩W4,p(0, T ) ⊂ L2(0, T ;L2(Ω)). Then, the convergence yuk
⇀ ȳ

in L2(0, T ;L2(Ω)) holds. Using these convergences, it is easy to pass to the limit in the
equation satisfied by (yuk

,uk) to get that ȳ is the state associated with ū. Moreover,
yuk

⇀ ȳ in L2(I;L2(Ω)).
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From the established convergences we infer

1

2

∫
I
∥ȳ(t) − yd(t)∥2L2(ω) dt+

α

2

∫
I
∥ū(t)∥2L2(ω) dt+ β

∫
I
∥ū(t)∥L2(ω) dt

≤ lim inf
k→∞

(1

2

∫
I
∥yk(t) − yd(t)∥2L2(ω) dt+

α

2

∫
I
∥uk(t)∥2L2(ω) dt+ β

∫
I
∥uk(t)∥L2(ω) dt

)
= lim inf

k→∞
J(uk) = inf (P).

Thus we get that J(ū) ≤ inf (P), hence ū is a solution of (P).

Before analyzing the optimality conditions satisfied by a local minimizer of (P), we
address the issue of differentiability of J . To this end, we first introduce the map-
ping G : U −→ Y by yu = G(u) = G(f0 + χωu), where G : Lq(I;W−1,p(Ω)) ∩
L4(I;W−1,p(Ω)) −→ Y is the mapping introduced in section 2. It was shown in the
proof of Theorem 3.1 that χωu ∈ Lq(I;W−1,p(Ω))∩L4(I;W−1,p(Ω)) for every u ∈ U.
Hence, recalling the assumption on f0 in (20), we have that G is well defined and
in view of Theorem 2.6 it is of class C∞. Now, we decompose J into two functions:
J(u) = F (u) + βj(u), where

j(u) = ∥u∥L1(I;L2(ω)) =

∫
I

√
∥u1(t)∥2L2(ω) + ∥u2(t)∥2L2(ω) dt.

Obviously, j is not differentiable, but it is Lipschitz, convex, and continuous in U.
Now, we analyze the differentiability of F . To this end, let us introduce the space with
X = Lq(I;W2,4(Ω)) ∩W1,q(I;L4(Ω)).

Theorem 3.2. The functional F : U −→ R is of class C∞ and its first and second
derivatives are given by the following expressions:

F ′(u)v =

∫
I

∫
ω

(φu + αu)v dx dt, (24)

F ′′(u)v2 =

∫
I

∫
Ω

{
|zv|2 + 2(zv · ∇)φuzv

}
dx dt+ α

∫
I

∫
ω
|v|2 dx dt, (25)

where zv = G′(u)v is the solution of (12) with g replaced by χωv, and the function
φu ∈ V2,1(I) ∩ X is the adjoint state, the unique solution along with the pressure
πu ∈ Π = Lq(I;W 1,4(Ω))/R of −∂φ

∂t
− ν∆φ− (yu · ∇)φ− (∇φ)Tyu + ∇π = yu − yd in Q,

divφ = 0 in Q, φ = 0 on Σ, limT→∞ ∥φ(T )∥H1
0(Ω) = 0 in Ω.

(26)

Moreover, there exists a constant C depending of yu and a nondecreasing monotone
real value function η̃ such that

∥(φ, π)∥X×Π ≤ C∥yu − yd∥Lq(I;L4(Ω)) + η̃
(
∥f0∥Lq(I;Wp′ (Ω)′)

+ ∥f∥L4(I;Wp′ (Ω)′) + ∥u∥Lq(I;L1(ω)) + ∥y0∥Y0

)
∥yu − yd∥L2(I;L2(Ω)). (27)
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Proof. The C∞ differentiability of F follows from Theorem 2.6. The formulas (24)
and (25) are consequences of (12), (13), and (26). We only need to prove that (26) has
a unique solution in X × Π and (27) holds. First, we fixed T < ∞ and consider the
problems −∂φ

∂t
− ν∆φ− (yu · ∇)φ− (∇φ)Tyu + ∇π = yu − yd in QT ,

divφ = 0 in QT , φ = 0 on ΣT , φ(T ) = 0 in Ω.
(28)

In [11, Theorem 3.2] it was proved that (28) has a unique solution φT ∈ V2,1(0, T )
satisfying ∥φT ∥V2,1(0,T ) ≤ η(∥yu∥L4(0,T ;L4(Ω)))∥yu − yd∥L2(0,T ;L2(Ω)), where η is a non-
decreasing monotone function. Then, using (5) we get

∥φT ∥V2,1(0,T ) ≤ η̂(∥f0∥Lq(I;Wp′ (Ω)′) + ∥f∥L4(I;Wp′ (Ω)′)

+ ∥u∥Lq(I;L1(ω)) + ∥y0∥Y0

)
∥yu − yd∥L2(I;L2(Ω)) (29)

for a nondecreasing monotone function η̂. Moreover, in [11, Lemma 4.9] it was proved
that φT belongs to the space XT = Lq(0, T ;W2,4(Ω)) ∩ W1,q(0, T ;L4(Ω)) and the
associated pressure πT belongs to ΠT = Lq(0, T ;W 1,4(Ω))/R. Extending (φT , πT )
by zero to Q we get that (φT , πT ) ∈ X × Π. Applying [1, Theorem III-4.10.2] with
E0 = L4(Ω), E1 = W2,4(Ω), and p = q, we get that X is continuously embedded in
C(I; (L4(Ω),W2,4(Ω))1− 1

q
,q). We also have that

(L4(Ω),W2,4(Ω))1− 1

q
,q ⊂ (L4(Ω),W2,4(Ω))1− 1

q
,4 = W2(1− 1

q
),4(Ω) ⊂ C1(Ω̄)

Therefore, we have that X ⊂ C(I;C1(Ω̄)) and there exists a constant C1 such
that ∥φ∥C(I;C1(Ω̄)) ≤ C1∥φ∥X for every φ ∈ X. Moreover, the embedding XT ⊂
C([0, T ];C1(Ω̄)) is compact for every T <∞; see [2, Theorem 3].

Since yu ∈ Lq(I;L4(Ω)), for every ε > 0 there exists Tε ∈ (0,∞) such that
∥yu∥Lq(Tε,∞;L4(Ω)) < ε. Moreover, from the maximal parabolic regularity of the Stokes
system we infer for every T > Tε

∥(φT , πT )∥X×Π = ∥(φT , πT )∥XT×ΠT

≤ C2

(
∥yu − yd∥Lq(0,T ;L4(Ω)) + ∥(yu · ∇)φT ∥Lq(0,T ;L4(Ω)) + ∥(∇φT )Tyu∥Lq(0,T ;L4(Ω))

)
≤ C2

(
∥yu − yd∥Lq(I;L4(Ω)) + ∥(yu · ∇)φT ∥Lq(0,Tε;L4(Ω)) + ∥(∇φT )Tyu∥Lq(0,Tε;L4(Ω))

+ ∥(yu · ∇)φT ∥Lq(Tε,∞;L4(Ω)) + ∥(∇φT )Tyu∥Lq(Tε∞;L4(Ω))

)
≤ C2

(
∥yu − yd∥Lq(I;L4(Ω)) + 2∥φT ∥C([0,Tε];C1(Ω̄))∥yu∥Lq(0,Tε;L4(Ω))

+ 2∥φT ∥C(I;C1(Ω̄))∥yu∥Lq(Tε,∞;L4(Ω))

)
≤ C2

(
∥yu − yd∥Lq(I;L4(Ω)) + 2∥φT ∥C([0,Tε];C1(Ω̄))∥yu∥Lq(0,Tε;L4(Ω))

)
+ 2C2C1ε∥(φT , πT )∥X×Π,
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where C2 is independent of T . Hence, it is enough to take ε ≤ 1
4C1C2 to deduce that

∥(φT , πT )∥X×Π

≤ 2C2

(
∥yu − yd∥Lq(I;L4(Ω)) + 2∥φT ∥C([0,Tε];C1(Ω̄))∥yu∥Lq(0,Tε;L4(Ω))

)
. (30)

Now, applying Lions Lemma [22, Lemma III-1.1] to the spaces XTε
⊂

C([0, Tε];C
1(Ω̄)) ⊂ L2(0;Tε;L

2(Ω)) and using (29), we deduce the existence of a
constant C3 such that

∥φT ∥C([0,Tε];C1(Ω̄)) ≤
1

8C2∥yu∥Lq(I;L4(Ω))
∥φT ∥XTε

+ C3∥φT ∥L2(I;L2(Ω))

≤ 1

8C2∥yu∥Lq(I;L4(Ω))
∥(φT , πT )∥X×Π + C3η̂

(
∥f0∥Lq(I;Wp′ (Ω)′)

+ ∥f∥L4(I;Wp′ (Ω)′) + ∥u∥Lq(I;L1(ω)) + ∥y0∥Y0

)
∥yu − yd∥L2(I;L2(Ω)).

Inserting this inequality in (30) we obtain

∥(φT , πT )∥X×Π ≤ 4C2∥yu − yd∥Lq(I;L4(Ω))+η̃
(
∥f0∥Lq(I;Wp′ (Ω)′)

+ ∥f∥L4(I;Wp′ (Ω)′) + ∥u∥Lq(I;L1(ω)) + ∥y0∥Y0

)
∥yu − yd∥L2(I;L2(Ω)).

Then, we deduce the existence of a sequence {Tk}∞k=1 and a pair (φ, π) ∈ X× Π such
that (φTk

, πTk
) ⇀ (φ, π) in X×Π. Moreover, (φ, π) satisfies inequality (27). It is easy

to pass to the limit in (28) and to deduce that (φ, π) is a solution of (26), except
for the identity limT→∞ ∥φ(T )∥H1

0(Ω) = 0. To establish this equality we observe that

the regularity φ ∈ V2,1(I) follows from (29). Hence, we have that φ ∈ L2(I;H2(Ω) ∩
H1

0(Ω)) and ∂φ
∂t ∈ L2(I;L2(Ω)). The fact that φ ∈ L2(I;H1

0(Ω)) implies the existence
of a sequence {tk}∞k=1 converging to ∞ such that limk→∞ ∥φ(tk)∥H1

0(Ω) = 0. For every
T < tk the following relation holds

∥φ(T )∥2H1
0(Ω) = ∥φ(tk)∥2H1

0(Ω) − 2

∫ tk

T

∫
Ω

∆φ(x, t)
∂φ

∂t
(x, t) dx dt

≤ ∥φ(tk)∥H1
0(Ω) + 2

(∫ tk

T
∥∆φ(t)∥2L2(Ω) dt

) 1

2
(∫ tk

T

∥∥∂φ
∂t

(t)
∥∥2
L2(Ω)

dt
) 1

2

.

Taking limit as k → ∞ we get

∥φ(T )∥2H1
0(Ω) ≤ 2

(∫ ∞

T
∥∆φ(t)∥2L2(Ω) dt

) 1

2
(∫ ∞

T

∥∥∂φ
∂t

(t)
∥∥2
L2(Ω)

dt
) 1

2

.

This yields the desired identity: limT→∞ ∥φ(T )∥H1
0(Ω) = 0.

Remark 3.3. Using Lemma 2.5 we infer that the linear and quadratic forms F ′(u)
and F ′′(u) can be extended to continuous forms on L2(I;L2(ω)) by the same expres-
sions (24) and (25).

The next lemma establishes some properties of the function j : L1(I;L2(ω)) −→ R.
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Lemma 3.4. (i) For the subdifferential ∂j(u) we have the following characterization:
λ ∈ ∂j(u) if and only if λ ∈ L∞(I;L2(ω)) and

∥λ(t)∥L2(ω) ≤ 1 for a.a. t ∈ I0u,

λ(x, t) =
u(x, t)

∥u(t)∥L2(ω)
for a.a. t ∈ I+u ,

(31)

where I0u = {t ∈ I : ∥u(t)∥L2(ω) = 0} and I+u = I \ I0u.

(ii) For every u,v ∈ L1(I;L2(ω)) the directional derivative of j is given by

j′(u;v) =

∫
I0
u

∥v(t)∥L2(ω) dt+

∫
I+
u

1

∥u(t)∥L2(ω)

∫
ω
u(t)v(t) dx dt. (32)

For the proof the reader is referred to [9]. Next we establish the first order optimality
conditions for a local minimizer of (P).

Theorem 3.5. Let ū be a local minimizer of (P) in U, then there exists λ̄ ∈ ∂j(ū)
such that for almost every t ∈ I the inequality∫

ω
(φ̄(x, t) + αū(x, t) + βλ̄(x, t))(v(x) − ū(x, t)) dx ≥ 0 ∀v ∈ K ∩ L2(ω) (33)

holds, where φ̄ is the adjoint state associated to ū.

Proof. Let us consider the case β > 0. Using (24) and the convexity of j we get for
all u ∈ Uad

0 ≤ lim
ρ↘0

J(ū + ρ(u− ū)) − J(ū)

ρ
≤

∫
I

∫
ω

(φ̄+ αū)(u− ū) dx dt+ β(j(u) − j(ū)).

Setting J : U −→ R ∪ {+∞} with

J (u) =

∫
I

∫
ω

(φ̄+ αū)udx dt+ βj(u) + IUad
(u),

where IUad
is the indicator function of Uad, we infer from the above inequality that ū is

a minimizer of J in U. We observe that due to the assumption (18) and the definition
of U given by (21)–(23) the functional J is well defined and convex. Moreover, the only
term in the definition of J that is not continuous is IUad

. Therefore, from the calculus
with convex functions we obtain that 0 ∈ ∂J (ū) = φ̄ + αū + β∂j(ū) + ∂IUad

(ū).
Hence, the existence of λ̄ ∈ ∂j(ū) follows such that −(φ̄ + αū + βλ̄) ∈ ∂IUad

, which
is equivalent to∫

I

∫
ω

(φ̄(x, t) + αū(x, t) + βλ̄(x, t))(u(x, t) − ū(x, t)) dx dt ≥ 0 ∀u ∈ Uad. (34)

The proof of (34) for β = 0 is standard. Let us deduce (33) from (34). Given v ∈
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K ∩ L2(ω), we introduce the set

Ev =
{
t ∈ I :

∫
ω

(φ̄(x, t) + αū(x, t) + βλ̄(x, t))(v(x) − ū(x, t)) dx < 0
}
.

Let us prove that |Ev| = 0. For every integer k ≥ 1 we set Ek
v = Ev ∩ (0, k) and

consider the function wk(x, t) = χEk
v
(t)v(x) + (1 − χEk

v
(t))ū(x, t). Obviously we have

that wk ∈ Uad. Then, we get with (34)

0 ≤
∫
I

∫
ω

(φ̄(x, t) + αū(x, t) + βλ̄(x, t))(wk(x, t) − ū(x, t)) dx dt

=

∫
Ek

v

∫
ω

(φ̄(x, t) + αū(x, t) + βλ̄(x, t))(v(x) − ū(x, t)) dx dt.

By definition of Ev this is holds only if |Ek
v| = 0, hence |Ev| = limk→∞ |Ek

v| = 0.

The next theorem analyzes the sparsity properties for any local minimizer ū of (P).

Theorem 3.6. Let (ū, φ̄, λ̄) satisfy the first order optimality condition (33) and as-
sume that β > 0. Then, the following expression for λ̄ holds

λ̄(x, t) =


ū(x,t)

∥ū(t)∥L2(ω)
if ∥ū(t)∥L2(ω) ̸= 0,

− 1
β φ̄(x, t) if ∥ū(t)∥L2(ω) = 0.

(35)

Moreover, the following sparsity property is fulfilled

if α > 0 then ∥ū(t)∥L2(ω) = 0 ⇔ ∥φ̄(t)∥L2(ω) ≤ β, (36)

if α = 0 then

{
if ∥φ̄(t)∥L2(ω) < β ⇒ ∥ū(t)∥L2(ω) = 0,
if ∥φ̄(t)∥L2(ω) > β ⇒ ∥ū(t)∥L2(ω) ̸= 0.

(37)

Proof. The first equality in (35) follows from the fact that λ̄ ∈ ∂j(ū) and (31). To
prove the second identity we observe that if ∥ū(t)∥L2(ω) = 0, then (33) implies∫

ω
(φ̄(x, t) + βλ̄(t, x))v(x) dx ≥ 0 ∀v ∈ K ∩ L2(ω),

which leads to φ̄(t) + βλ̄(t) = 0. We now prove (36) and (37). For ∥ū(t)∥L2(ω) = 0 we
combine (31) and (35) to infer

1

β
∥φ̄(t)∥L2(ω) = ∥λ̄(t)∥L2(ω) ≤ 1,

which proves the left to right implication of (36) and the second implication of
(37). To prove the remaining implications we proceed by contradiction. Assume that
∥φ̄(t)∥L2(ω) ≤ β (∥φ̄(t)∥L2(ω) < β if α = 0) and ∥ū(t)∥L2(ω) ̸= 0. Then from (33) and
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(35) we infer∫
ω

(
φ̄(x, t) + [α+

β

∥ū(t)∥L2(ω)
]ū(x, t)

)
(v(x) − ū(x, t)) dx ≥ 0 ∀v ∈ K ∩ L2(ω).

This implies

ū(x, t) = ProjK

(
− [α+

β

∥ū(t)∥L2(ω)
]−1φ̄(x, t)

)
, (38)

where ProjK : L2(ω) −→ K∩L2(ω) denotes the L2(ω)-projection onto the convex and
closed subset K ∩ L2(ω). Since 0 ∈ K, we have

∥ū(t)∥L2(ω) ≤ [α+
β

∥ū(t)∥L2(ω)
]−1∥φ̄(t)∥L2(ω)

This is equivalent to ∥φ̄(t)∥L2(ω) ≥ α∥ū(t)∥L2(Ω)+β, which contradicts our assumption.

4. Detailed Analysis for some special choices of K.

In this section we consider three different selections for K corresponding to σ = 1, 2,
and ∞. In each case we first deduce some properties from the first order optimality
analysis carried out in Section 3 and then we perform the second order analysis.

4.1. Case σ = 2.

Here we assume that K = Bγ the closed L2(ω)-ball centered at zero with radius γ > 0.
As a consequence of the first order optimality conditions (33) we get the following
result.

Theorem 4.1. Let (ū, φ̄, λ̄) satisfy the first order optimality condition (33) and as-
sume that α > 0. Then the following representation formula for ū holds

ū(x, t) = −min
{
γ,

1

α
(∥φ̄(t)∥L2(ω) − β)+

} 1

∥φ̄(t)∥L2(ω)
φ̄(x, t). (39)

Consequently, if ω is an open subset of Ω the regularity property ū ∈ Lq(I;W2,4(ω))∩
W1,q(I;L4(ω)) holds.

Proof. According to (36), (39) holds if ∥φ̄(t)∥L2(ω) ≤ β. Let us study the case
∥φ̄(t)∥L2(ω) > β. Once again applying (36) we deduce that ∥ū(t)∥L2(ω) > 0 in this

case. First, let us assume that
∥∥[α+ β

∥ū(t)∥L2(ω)

]−1
φ̄(t)

∥∥
L2(ω)

≤ γ. Then, from (38) we

infer that

ū(x, t) = −
[
α+

β

∥ū(t)∥L2(ω)

]−1
φ̄(x, t).
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From here we deduce that ∥ū(t)∥L2(ω) = 1
α

(
∥φ̄(t)∥L2(ω) − β

)
. Inserting this in the

above identity we obtain

ū(x, t) = −
∥φ̄(t)∥L2(ω) − β

α∥φ̄(t)∥L2(ω)
φ̄(x, t) and

∥φ̄(t)∥L2(ω) − β

α
= ∥ū(t)∥L2(ω) ≤ γ.

Hence, the identity (39) holds. On the other hand, if
∥∥[α+ β

∥ū(t)∥L2(ω)

]−1
φ̄(t)

∥∥
L2(ω)

> γ,

then (38) implies that ū(x, t) = γ φ̄(x,t)
∥φ(t)∥L2(ω)

. This yields

γ

αγ + β
∥φ̄(t)∥L2(ω) =

∥∥[α+
β

∥ū(t)∥L2(ω)

]−1
φ̄(t)

∥∥
L2(ω)

> γ

and, consequently,
∥φ̄(t)∥L2(ω)−β

α > γ. Then, once again (39) holds. The regularity of
ū follows from the regularity of φ̄ established in Theorem 3.2 and the representation
formula (39).

Now, we address the second order analysis. We consider local minimizers of (P) in
the L2(I;L2(ω))-sense. More precisely, we say that ū is an L2(I;L2(ω)) local minimizer
if there exists ε > 0 such that

J(ū) ≤ J(u) ∀u ∈ Uad such that ∥u− ū∥L2(I;L2(ω)) ≤ ε.

We observe that (21)–(23) with σ = 2 imply that U ⊂ Lp(I;L2(ω)) for every p ∈
[2,∞]. Obviously we have that if ū is an L2(I;L2(ω)) local minimizer, then it is a
local minimizer in the U sense because ∥ · ∥L2(I;L2(ω)) ≤ ∥ · ∥U. Of course, any global

minimizer is an L2(I;L2(ω)) local minimizer. Moreover, we have the following result.

Lemma 4.2. The control ū is an L2(I;L2(ω)) local minimizer if and only it is an
Lp(I;L2(ω)) local minimizer for every p ∈ (2,∞).

Proof. From the inequality

∥u− ū∥Lp(I;L2(ω)) ≤ ∥u− ū∥
p−2

p

L∞(I;L2(ω))∥u− ū∥
2

p

L2(I;L2(ω)) ≤ (2γ)
p−2

p ∥u− ū∥
2

p

L2(I;L2(ω))

satisfied by every u ∈ Uad, we infer that ū is an L2(I;L2(ω)) local minimizer if it is an
Lp(I;L2(ω)) local minimizer. We prove the converse by contradiction. Assume that ū
is an L2(I;L2(ω)) local minimizer, but it is not an Lp(I;L2(ω)) local minimizer. Then,
there exists a sequence {uk}∞k=1 ⊂ Uad converging to ū in Lp(I;L2(ω)) and such that
J(uk) < J(ū) holds for every k. If α > 0, the boundedness of {uk}∞k=1 in L2(I;L2(ω))
follows from the inequality J(uk) < J(ū). If α = 0, then this inequality implies the
boundedness of {uk}∞k=1 in L1(I;L2(ω)). Combining this with the convergence uk → ū
in Lp(I;L2(ω)), we deduce by interpolation that {uk}∞k=1 is bounded in L2(I;L2(ω))
and, consequently, uk ⇀ ū in L2(I;L2(ω)) holds in both cases. We prove that this
convergence is strong. By taking a subsequence, we deduce from the strong convergence
uk → ū in Lp(I;L2(ω)) that ∥uk(t)∥L2(ω) → ∥ū(t)∥L2(ω) for almost all t ∈ I. Using
these convergences - and Fatou’s Lemma if β > 0 - we infer

J(ū) ≤ lim inf
k→∞

J(uk) ≤ lim sup
k→∞

J(uk) ≤ J(ū).
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From [16, Lemma 5.2] we infer that ∥uk∥L2(I;L2(ω)) → ∥ū∥L2(I;L2(ω)) if α > 0 and
∥uk∥L1(I;L2(ω)) → ∥ū∥L1(I;L2(ω)) if β > 0. Therefore, we deduce that uk → ū in

L2(I;L2(ω)) if α > 0. If α = 0, then (18) implies that β > 0 and, consequently,
we have that ū(t) ≡ 0 for t ≥ T ∗. From the convergences uk → ū in Lp(0, T ∗;L2(ω))
and ∥uk∥L1(I;L2(ω)) → ∥ū∥L1(I;L2(ω)) we get

∥ū∥L1(0,T ∗;L2(ω)) = ∥ū∥L1(I;L2(ω)) = lim
k→∞

∥uk∥L1(I;L2(ω))

= lim
k→∞

∥uk∥L1(0,T ∗;L2(ω)) + lim
k→∞

∥uk∥L1(T ∗,∞;L2(ω))

= ∥ū∥L1(0,T ∗;L2(ω)) + lim
k→∞

∥uk∥L1(T ∗,∞;L2(ω)).

This implies that limk→∞ ∥uk∥L1(T ∗,∞;L2(ω)) = 0. Moreover, we have that

lim
k→∞

∥uk − ū∥Lp(0,T ∗;L2(ω)) + lim
k→∞

∥uk∥Lp(T ∗,∞;L2(ω)) = lim
k→∞

∥uk − ū∥Lp(I;L2(ω)) = 0

holds. Then we obtain by interpolation that limk→∞ ∥uk∥L2(T ∗,∞;L2(ω)) = 0. We con-
clude that

lim
k→∞

∥uk − ū∥L2(I;L2(ω)) = lim
k→∞

∥uk − ū∥L2(0,T ∗;L2(ω)) + lim
k→∞

∥uk∥L2(T ∗,∞;L2(ω)) = 0.

Hence, independently of whether α > 0 or 0, we obtain that uk → ū in L2(I;L2(ω)).
This contradicts the L2(I;L2(ω)) local optimality of ū and the fact that J(uk) < J(ū)
for every k.

We define the Lagrange function:

L : U× L∞(I) −→ R, L(u, µ) = J(u) +
1

2γ

∫
I
µ(t)∥u(t)∥2L2(ω) dt.

According to Theorem 3.2 and Lemma 3.4 L has a partial directional derivative at
any point of U and in any direction v ∈ U given by

∂L
∂u

(u, µ;v) =

∫
I

∫
ω

(φu + αu)v dx dt+ β

∫
I0
u

∥v(t)∥L2(ω) dt

+ β

∫
I+
u

1

∥u(t)∥L2(ω)

∫
ω
uv dx dt+

1

γ

∫
I
µ(t)

∫
ω
uv dx dt

=

∫
I+
u

∫
ω

(φu + αu + βλ)v dx dt+

∫
I0
u

[ ∫
ω
φuv dx+ β∥v(t)∥L2(ω)

]
dt

+
1

γ

∫
I
µ(t)

∫
ω
uv dx dt. (40)

If (ū, φ̄, λ̄) satisfies the first order optimality condition (33), we define the associated
Lagrange multiplier by µ̄(t) = ∥φ̄(t)+αū(t)+βλ̄(t)∥L2(ω). We introduce the following
active constraint sets

Iγ = {t ∈ I : ∥ū(t)∥L2(ω) = γ} and I+γ = {t ∈ Iγ : µ̄(t) > 0}.
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Let us observe that µ̄(t) = 0 if ∥ū(t)∥L2(ω) < γ. Indeed, given ε ∈ (0, γ) we define the
set Iε = {t ∈ I : ∥ū(t)∥L2(ω) ≤ γ − ε}. For every v ∈ Bε we have that v + ū(t) ∈ Bγ

for t ∈ Iε. Hence, from (33) we infer that∫
ω

(φ̄(t) + αū + βλ̄(t))v dx ≥ 0 ∀v ∈ Bε and a.a. t ∈ Iε,

which implies that µ̄(t) = 0 for almost all t ∈ Iε. Since ε > 0 is arbitrary this proves
our claim. As a consequence, the expression (40) is reduced to

∂L
∂u

(ū, µ̄;v) =

∫
I+
γ

∫
ω

(φ̄+ αū + βλ̄)v dx dt+

∫
I0
ū

[ ∫
ω
φ̄v dx+ β∥v(t)∥L2(ω)

]
dt

+
1

γ

∫
I+
γ

µ̄(t)

∫
ω
ūv dx dt ∀v ∈ U. (41)

Lemma 4.3. With the above notation, the following properties hold:

1

γ
µ̄(t)ū(t) = −(φ̄(t) + αū(t) + βλ̄(t)) for t ∈ I, (42)

∂L
∂u

(ū, µ̄;v) =

∫
I0
ū

[ ∫
ω
φ̄v dx+ β∥v(t)∥L2(ω)

]
dt ≥ 0 ∀v ∈ U. (43)

If β > 0, then (42) implies that λ̄ ∈ L2(I;L2(ω)).

Proof. From the above comments and the definition of µ̄ we get that both sides of
(42) are zero if t ̸∈ I+γ . Let us prove the identity for t ∈ I+γ . Using (33) we obtain

µ̄(t) = ∥φ̄(t) + αū + βλ̄(t)∥L2(ω) =
1

γ
sup
v∈Bγ

∫
ω
−(φ̄(t) + αū + βλ̄(t))v dx

≤ 1

γ

∫
ω
−(φ̄(t) + αū + βλ̄(t))ū(t) dx ≤ 1

γ
µ̄(t)∥ū(t)∥L2(ω) = µ̄(t).

Since Schwartz’s inequality is satisfied as an equality we deduce the existence of a
constant c(t) such that ū(t) = c(t)(φ̄(t)+αū(t)+βλ̄(t)). Inserting this identity in the
above inequalities we infer

−c(t)
γ

∫
ω
|φ̄(t) + αū + βλ̄(t)|2 dx = µ̄(t).

This implies that − c(t)
γ µ̄(t) = 1 and, hence, (42) holds. The equality in (43) is an

immediate consequence of (41) and (42). The inequality in (43) follows from (36) and
(37) and Schwarz’s inequality.

As a consequence of the above lemma we further obtain the following complemen-
tarity condition.
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Corollary 4.4. Let ū ∈ Uad satisfy (33). Then (ū, φ̄, λ̄, µ̄) satisfy

φ̄(x, t) + αū(x, t) + βλ̄(x, t) +
1

γ
µ̄(t)ū(x, t) = 0, a.e. in Q,

µ̄(t) ≥ 0, ∥ū(t)∥L2(ω) ≤ γ, µ̄(t)(∥ū(t)∥L2(ω) − γ) = 0 a.e. in I.

Remark 4.5. From Remark 3.3 and Lemma 4.3 the expressions given by (41) and
(43) can be extended to continuous mappings

∂L
∂u

(ū, µ̄) : L2(I;L2(ω)) ∩ L1(I;L2(ω)) −→ R.

In the case where β = 0, then they can be extended to L2(I;L2(ω)).

In order to formulate the second order conditions for optimality we introduce the
cone of critical directions as follows:

Cū = {v ∈ S : J ′(ū;v) = 0 and

∫
ω
ū(t)v(t) dx ≤ 0 if t ∈ Iγ}

where S = L2(I;L2(ω)) ∩ L1(I;L2(ω)) if β > 0 and S = L2(I;L2(ω)) otherwise. Let
us observe that

∫
ω ū(t)v(t) dx = 0 if t ∈ I+γ and v ∈ Cū. Indeed, from the condition∫

ω ū(t)v(t) dx ≤ 0 if t ∈ Iγ and (42) we deduce that
∫
ω[φ̄(t)+αū(t)+βλ̄(t)]v(t) dx ≥ 0

for t ∈ I. Now, using that

0 = J ′(ū;v) =

∫
I+
ū

∫
ω

[φ̄+ αū + βλ̄]v dx dt+

∫
I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt

and (43) we infer that
∫
ω[φ̄+ αū + βλ̄]v dx = 0 in I. Taking into account again (42),

the desired identity follows.

We also provide the following formal definition for every v ∈ L2(I;L2(ω))

j′′(u;v2) =


∫
I+
u

1

∥u(t)∥L2(ω)

[ ∫
ω
|v|2 dx−

(∫
ω

uv

∥u(t)∥L2(ω)
dx

)2]
dt if u ̸≡ 0,

0 if u ≡ 0.

This does not mean that j has second order directional derivatives in any direction v.
For some directions v the second derivative exists and it is given by the above formula,
but for some others the above integral is infinity. In any case, since the integrand for
variable t is non negative, the integral is always defined. Now, we set ∀v ∈ L2(I;L2(ω))

∂2L
∂u2

(u, µ;v2) = F ′′(u)v2 + βj′′(u;v2) +
1

γ

∫
I
µ(t)∥v(t)∥2L2(ω) dt, (44)

where F ′′(u)v2 was given in (25).

Theorem 4.6. If ū is an L2(I;L2(ω)) local minimizer of (P), then the following

second order condition holds: ∂2L
∂u2 (ū, µ̄;v2) ≥ 0 for all v ∈ Cū.
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Proof. The proof follows the lines of the [15, Theorem 3.2]. There are only some
differences in the case β > 0, that we analyze here. Let ε > 0 be such that J achieves its
minimum value in the set Uad∩Bε(ū) at ū. First we take v ∈ Cū∩L∞(I;L2(ω)) ⊂ U,
the assumption L∞(I;L2(ω)) will be removed later. We define for every integer k ≥ 1

vk(x, t) =

{
0 if γ2 − 1

k < ∥ū(t)∥2L2(ω) < γ2 or 0 < ∥ū(t)∥L2(ω) <
1
k ,

v(x, t) otherwise.

Though the definition of vk is slightly different from the one given in [15, Theorem
3.2] to deal with the case β = 0. Arguing as in [15] we get that for k big enough there
exists αk > 0 sufficiently small such that the function

ϕk : (−αk,+αk) −→ U, ϕk(ρ) =

√
1 − ρ2

γ2
∥vk∥2L2(ω)ū + ρvk

enjoys the following properties: ϕk(ρ) ∈ Uad and ∥ϕk(ρ)−ū∥L2(I;L2(ω)) ≤ ε ∀ρ ∈ [0, αk).
Even more, it is immediate to check that ∥ϕk(ρ) − ū∥L∞(I;L2(ω)) ≤ ε for every ρ > 0
small enough. Now, we define ψk : (−αk,+αk) −→ R by ψk(ρ) = J(ϕk(ρ)). For every
ρ > 0 small enough it is easy to check that ∥ū(t)∥L2(ω) <

1
k if ∥ϕk(ρ)∥L2(ω) <

1
4k and

consequently vk(t) = 0 there if in addition ∥ū(t)∥L2(ω) > 0. Hence, one can verify that
ψk is twice continuously differentiable in an interval [0, ρ0] for ρ0 > 0 small enough.

We have that ψk(0) = J(ū) ≤ ψk(ρ) for every ρ ∈ [0, αk). Let us compute ψ′
k(0)

ψ′
k(0) = J ′(ū;vk) =

∫
I+
γ

∫
ω

(φ̄+ αū + βλ̄)vk dx dt+

∫
I0
ū

[φ̄vk + β∥vk∥L2(ω)] dt.

By definition vk(x, t) = v(x, t) holds for t ∈ Iγ and for t ∈ I0ū. Further, the fact that
v ∈ Cū implies that J ′(ū;vk) = J ′(ū;v) = 0, hence ψ′

k(0) = 0. Together with the fact
that ψk achieves the minimum in [0, αk) at 0 this implies that ψ′′

k(0) ≥ 0. Then, we
get with (42) and (44)

0 ≤ ψ′′
k(0) = J ′′(ϕk(0))ϕ′k(0)2 + J ′(ϕk(0))ϕ′′k(0) = F ′′(ū)v2

k + βj′′(ū;v2
k)

− 1

γ2

∫
I+
γ

∫
ω

(φ̄+ αū + βλ̄)ū∥vk(t)∥2L2(ω) dx dt

= F ′′(ū)v2
k + βj′′(ū;v2

k) +
1

γ

∫
I+
γ

µ̄(t)∥vk(t)∥2L2(ω) dt =
∂2L
∂u2

(ū, µ̄;v2
k).

We know pass to the limit in the above inequality as k → ∞. To this end, we observe
that applying Lebesgue’s dominated convergence theorem the convergence vk → v
in Lp(I;L2(ω)) holds for every p ∈ [2,∞). Then Theorems 2.6 and 3.2 implies that

F ′′(ū)v2
k → F ′′(ū)v2. Moreover, the convergence of the third term of ∂2L

∂u2 (ū, µ̄;v2
k) is

immediate. Finally, it is obvious that j′′(ū;v2) ≥ j′′(ū;v2
k). All together this yields

that ∂2L
∂u2 (ū, µ̄;v2) ≥ 0.

To remove the assumption v ∈ L∞(I;L2(ω)) one can proceed as at the end of the
proof of [15, Theorem 3.2].

For the property ϕk(ρ) ∈ Uad the definition of ϕk as non-affine function is essential.
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It reflects the fact that the constraint ∥ū(t)∥L2(ω) ≤ γ is not of affine structure as well.

Theorem 4.7. Assume that α > 0 and (ū, φ̄, λ̄) satisfies the first order optimality

condition (33). We also suppose that the second order condition ∂2L
∂u2 (ū, µ̄;v2) > 0 for

all v ∈ Cū \ {0} holds. Then, there exist ε > 0 and κ > 0 such that

J(ū) +
κ

2
∥u− ū∥2L2(I;L2(ω)) ≤ J(u) ∀u ∈ Uad with ∥u− ū∥L2(I;L2(ω)) ≤ ε. (45)

Proof. The proof of the theorem when β = 0 is the same as the proof of [15, Theorem
3.3]. Here we concentrate again on the case β > 0 and provide the necessary changes.
We argue by contradiction and assume that (45) does not hold. Then, for every integer
k ≥ 1 there exists a control uk ∈ Uad such that

ρk = ∥uk − ū∥L2(Qω) <
1

k
and J(uk) < J(ū) +

1

2k
∥uk − ū∥2L2(I;L2(ω)). (46)

We define vk = 1
ρk

(uk−ū). Since ∥vk∥L2(I;L2(ω)) = 1 for every k, taking a subsequence,

we can assume that vk ⇀ v in L2(I;L2(ω)).

According to (26) there exists T ∗ < ∞ such that ∥φ̄(t)∥L2(ω) ≤ β for all t ≥ T ∗.
Then, (36) implies that ū(t) ≡ 0 for t ≥ T ∗.

We split the proof into four steps.

Step I - If {wk}∞k=1 ⊂ Uad converges to ū in L2(I;L2(ω)), then ywk
→ ȳ in Y and

φwk
→ φ̄ in X. Indeed, since {wk}∞k=1 ⊂ Uad, then it is bounded in L∞(I;L2(ω)).

Hence, we have that wk → ū in Lp(I;L2(ω)) for every p ∈ [2,∞). Therefore, applying
Theorem 2.6 we get that ywk

= G(wk) = G(f0 +χωwk) → G(f0 +χωū) = G(ū) = ȳ in
Y. Since Y is continuously embedded in Lq(I;L4(Ω)) ∩ L2(I;L2(Ω)) we deduce from
Theorem 3.2 that φwk

→ φ̄ in X.

Step II - v ∈ Cū. For every 0 < T <∞ the continuous embedding L2(0;T ;L2(ω)) ⊂
L1(0, T ;L2(ω)) implies that vk ⇀ v in L1(0, T ;L2(ω)) and, hence, v ∈ L1(0, T ;L2(ω))
for all T finite. On the other hand, from (46), the convexity of j, and the mean value
theorem we get

j′(ū;vk) ≤ j(uk) − j(ū)

ρk
=
J(uk) − J(ū)

βρk
− F (uk) − F (ū)

βρk

≤ ρk
2βk

− 1

β
F ′(uθk)vk → − 1

β
F ′(ū)v, (47)

where uθk = ū+θk(uk− ū) for some θk ∈ (0, 1). The convergence F ′(uθk)vk → F ′(ū)v
follows from Step I and the expression for F ′ in (24). As a consequence we deduce
the existence of a constant C > 0 such that j′(ū;vk) ≤ C for every k. Using that
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I+ū ⊂ [0, T ∗] we deduce from (32) that for T ∗ < T <∞∫ T

T ∗
∥vk(t)∥L2(ω) dt ≤

∫
I0
ū

∥vk(t)∥L2(ω) dt = j′(ū;vk) −
∫
I+
ū

∫
ω

ūv

∥ū(t)∥L2(ω)
dx dt

≤ C +

∫ T ∗

0
∥vk(t)∥L2(ω) dt ≤ C +

√
T ∗.

This leads∫ T

T ∗
∥v(t)∥L2(ω) dt ≤ lim inf

k→∞

∫ T

T ∗
∥vk(t)∥L2(ω) dt ≤ C +

√
T ∗ ∀T > T ∗.

Thus, the regularity v ∈ L1(I;L2(ω)) holds. Using (34), the fact that µ̄(t) = 0 if
t ̸∈ I+γ , that λ̄ ∈ L2(I;L2(ω)) (Lemma 4.3), and that

∫
I

∫
ω λ̄v dx dt ≤ j′(ū;v) we

deduce

0 ≤
∫
I+
γ

∫
ω

(φ̄+ αū + βλ̄)vk dx dt→
∫
I+
γ

∫
ω

(φ̄+ αū + βλ̄)v dx dt ≤ J ′(ū;v).

Next we prove the contrary inequality. Since {vk}∞k=1 converges weakly to v in
L2(I;L2(ω)) ∩ L1(0;T ;L2(ω)) for every T <∞ we have∫

I+
ū

∫
ω
λ̄v dx dt+

∫
I0
ū∩[0,T ]

∥v(t)∥L2(ω) dt

≤ lim inf
k→∞

{∫
I+
ū

∫
ω
λ̄vk dx dt+

∫
I0
ū∩[0,T ]

∥vk(t)∥L2(ω) dt
}
≤ lim inf

k→∞
j(ū;vk).

Taking the supremum on T we deduce that j′(ū;v) ≤ lim infk→∞ j′(ū;vk). Using this
fact and (47) we infer j′(ū;v) ≤ lim infk→∞ j′(ū;vk) ≤ − 1

βF
′(ū)v, which is equivalent

to J ′(ū;v) = F ′(ū)v + βj′(ū;v) ≤ 0. Thus, we have J ′(ū;v) = 0. To conclude that
v ∈ Cū we need to check the inequality

∫
ω ū(t)v(t) dt ≤ 0 for t ∈ Iγ . This proof is the

same as in [15, Theorem 3.3].

Step III - ∂2L
∂u2 (ū, λ̄;v2) ≤ 0. Applying Egoroff’s Theorem we deduce that for every

δ ∈ (0, T ∗) there exists a measurable set Iδ ⊂ (0, T ∗) such that ∥uk−ū∥L∞(Iδ;L2(ω)) → 0
as k → ∞ and |Iδ| > T ∗ − δ. Now, for every integer l ≥ 1 we define

Iδ,l ={t ∈ Iδ :∥ū(t)∥L2(ω)≥
1

l
}, jδ(u) =

∫
Iδ

∥u(t)∥L2(ω) dt, jδ,l(u) =

∫
Iδ,l

∥u(t)∥L2(ω) dt.

We also set gδ,l(u) = j(u) − jδ,l(u),

Lδ(u, µ̄) = F (u) + βjδ(u) +
1

2γ

∫
I+
γ

µ̄(t)∥u(t)∥2L2(ω) dt,

and define Lδ,l(u, µ̄) as above replacing jδ by jδ,l. Denoting by Bδ,l(ū) the ball in
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L∞(Iδ,l;L
2(ω)) centered at ū and radius 1

2l , we have for t ∈ Iδ,l

∥u(t)∥L2(ω) ≥ ∥ū(t)∥L2(ω) − ∥u(t) − ū(t)∥L2(ω) ≥
1

l
− 1

2l
=

1

2l
∀u ∈ Bδ,l(ū).

We denote by kδ,l an integer such that uk ∈ Bδ,l(ū) for all k ≥ kδ,l.

It is immediate that Lδ,l(u, µ̄) is of class C2 with respect to u in Bδ,l(ū). Since
∥uk(t)∥L2(ω) ≤ γ = ∥ū(t)∥L2(ω) for t ∈ I+γ , we get L(uk, µ̄) − L(ū, µ̄) ≤ J(uk) − J(ū).
Now, using (46), the fact that L = Lδ,l +gδ,l, the inequality g′δ,l(ū;uk− ū) ≤ gδ,l(uk)−
gδ,l(ū), a second order Taylor expansion, and (43) we obtain for every k ≥ kδ,l

ρ2k
2k

≥ L(uk, µ̄) − L(ū, µ̄) = βgδ,l(uk) − βgδ,l(ū) +
∂Lδ,l

∂u
(ū, µ̄)(uk − ū)

+
1

2

∂2Lδ,l

∂u2
(uθk , µ̄)(uk − ū)2 ≥ ∂L

∂u
(ū, µ̄)(uk − ū) +

1

2

∂2Lδ,l

∂u2
(uθk , µ̄)(uk − ū)2

≥ 1

2

∂2Lδ,l

∂u2
(uθk , µ̄)(uk − ū)2.

Dividing the above inequality by ρ2
k

2 we infer ∂2Lδ,l

∂u2 (uθk , µ̄)v2
k ≤ 1

k . Below we will prove
that

∂2Lδ,l

∂u2
(ū, µ̄)v2 ≤ lim inf

k→∞

∂2Lδ,l

∂u2
(uθk , µ̄)v2

k ≤ 0. (48)

Using this fact and observing that ∂2Lδ,l

∂u2 (ū, µ̄)v2 increases when l → ∞, we infer

that ∂2Lδ

∂u2 (ū, µ̄;v2) ≤ 0. The same argument applies as δ → 0 monotonically, hence
∂2L
∂u2 (ū, µ̄;v2) ≤ 0 as desired. It remains to prove the first inequality of (48). In view
of the weak convergence vk ⇀ v in L2(I;L2(ω)), the strong convergence uθk → ū in
Lp(Iδ;L

2(ω)) for every p ∈ [2,∞], and the expression for the second derivative of the
Lagrange function, it is obvious that the only delicate point is to prove that∫

I

∫
ω

(z · ∇)φ̄z dx dt ≤ lim inf
k→∞

∫
I

∫
ω

(zk · ∇)φkzk dx dt

with zk = G′(uθk)vk, z = G′(ū)v, and φθk the adjoint state associated to uθk . The
boundedness of {vk}∞k=1 in L2(I;L2(ω)) implies that {zk}∞k=1 is bounded in W(I) by
a constant C. The same constant applies to z. From Step I we know that yuθk

→ ȳ

in Y and φθk → φ̄ in X ⊂ C(I;C1(Ω̄)). Then, from Lemma 2.5 it is easy to infer
that zk ⇀ z in W(I). As a consequence we have that zk → z in L2(0, T ;L2(Ω)) for
every T < ∞. According to (26), for every η > 0 there exists Tη < ∞ such that
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∥φ̄(t)∥H1
0(Ω) ≤ η for all t ≥ Tη. Using these facts we obtain for all T ≥ Tη∫

I

∫
Ω

(z · ∇)φ̄z dx dt = lim
k→∞

∫ T

0

∫
Ω

(zk · ∇)φθkzk dx dt+

∫ ∞

T

∫
Ω

(z · ∇)φ̄z dx dt

≤ lim inf
k→∞

∫
I

∫
Ω

(zk · ∇)φθkzk dx dt+ lim sup
k→∞

∫ ∞

T
∥zk(t)∥2L4(Ω)∥φθk(t)∥H1

0(Ω) dt

+

∫ ∞

T
∥z(t)∥2L4(Ω)∥φ̄(t)∥H1

0(Ω) dt ≤ lim inf
k→∞

∫
I

∫
Ω

(zk · ∇)φθkzk dx dt

+
√

|Ω| lim sup
k→∞

∫ ∞

T
∥zk(t)∥2L4(Ω) dt ∥φθk − φ̄∥C(I;C1(Ω̄))

+
(

lim sup
k→∞

∫ ∞

T
∥zk(t)∥2L4(Ω) dt+

∫ ∞

T
∥z(t)∥2L4(Ω) dt

)
sup
t≥T

∥φ̄(t)∥H1
0(Ω)

≤ lim inf
k→∞

∫
I

∫
Ω

(zk · ∇)φθkzk dx dt+ C ′η.

Since η can be selected arbitrarily small, the desired inequality follows.

Step IV - Final contradiction. Arguing as in the proof of [15, Theorem 3.3] we infer

that v = 0 and then ∂2L
∂u2 (ū, µ̄;v2) ≥ α > 0, which contradicts Step III.

4.2. Case σ = 1.

Here we assume that K is the L1(ω)-ball centered at zero and radius γ, i.e. we choose
K as Bγ = {v ∈ L2(ω) : ∥v∥L1(ω) ≤ γ}. We recall that U ⊂ L2(I;L2(ω)); see the

comments after (21)–(23). Here, we also consider local minimizers in the L2(I;L2(ω))
sense.

First, in the analysis of this case we introduce the Lagrange multiplier associated
with the control constraint. If ū ∈ U is a local minimizer of (P), then we infer from
(33) that, for almost all t ∈ I, ū(t) is a global minimizer of the optimization problem

min
v∈U

J (v) :=

∫
ω

(φ̄(t) + αū(t) + βλ̄(t))v dx+ IBγ
(v).

Then, we have that 0 ∈ ∂J (ū(t)) = φ̄(t) + αū(t) + βλ̄(t) + ∂IBγ
(ū(t)). Hence, the

existence of a Lagrange multiplier follows

µ̄(t) ∈ ∂IBγ
(ū(t)) such that φ̄(t) + αū(t) + βλ̄(t) + µ̄(t) = 0. (49)

In the rest of this section, except if some other thing is indicated, (φ̄, ū, λ̄, µ̄) will
denote functions satisfying (49), where ū ∈ Uad, λ̄ ∈ ∂j(ū) and φ̄ ∈ V2,1(I) ∩ X is
the adjoint state associated with ū; see Theorem 3.2.

Arguing as in [14, Corollary 3.1] and replacing sign(ū(x, t)) and sign(µ̄(x, t)) by
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ū(x,t)
|ū(x,t)| and µ̄(x,t)

|µ̄(x,t)| , respectively, we deduce the following properties:


ū(x, t)µ̄(x, t) = |ū(x, t)||µ̄(x, t)| for a.a. (x, t) ∈ ω × I,

if ∥ū(t)∥L1(Ω) < γ then µ̄(t) ≡ 0 in ω a.e. in I,

if ∥ū(t)∥L1(Ω) = γ and µ̄(t) ̸≡ 0 in ω,
then supp(ū(t)) ⊂ {x ∈ ω : |µ̄(x, t)| = ∥µ̄(t)∥L∞(ω)}.

(50)

Lemma 4.8. Under the above notations, we have that ū, µ̄ ∈ L∞(I;L∞(ω)) holds.
Furthermore, if β > 0 then λ̄ also enjoys the L∞(I;L∞(ω)) regularity.

Proof. First we assume that β = 0. Observe that the first relation of (50) implies
that |αū(x, t) + µ̄(x, t)| = α|ū(x, t)|+ |µ̄(x, t)|. We deduce from (49) that α|ū(x, t)|+
|µ̄(x, t)| ≤ |φ̄(x, t)|. Since φ̄ ∈ L∞(I;L∞(ω)), this inequality proves that ū, µ̄ ∈
L∞(I;L∞(ω)) as well.

If β > 0, then we know the existence of T ∗ < ∞ such that ū(t) ≡ 0 for t ≥ T ∗.
This along with the second relation of (50) implies that µ̄(t) ≡ 0 for t ≥ T ∗ too. We
prove that ∥µ̄∥L∞(I;L∞(ω)) < M for every M > 1

γ

∫
I

∫
ω µ̄ūdx dt. If this is not the case

for one of these constants M we define

EM = {(x, t) ∈ ω × (0, T ∗) : |µ̄(x, t)| ≥M} and v(x, t) =
γ

|EM |
µ̄(x, t)

|µ̄(x, t)|
χEM

(x, t).

Then, we have that v ∈ Uad and∫
I

∫
ω
µ̄ūdx dt < γM ≤ γ

|EM |

∫
EM

|µ̄| dx dt =

∫
I

∫
ω
µ̄v dx dt,

which contradicts (34). Using again (49) we infer that λ̄ ∈ L∞(I;L∞(ω)) if β > 0.

From Lemma 4.8 we get the following representation for µ̄.

Lemma 4.9. If ū(x, t) ̸= 0, then µ̄(x, t) = ∥µ̄(t)∥L∞(ω)
ū(x,t)
|ū(x,t)| holds.

Proof. It ∥µ̄(t)∥L∞(ω) = 0, then the equality obviously holds. Let us consider the
case ∥µ̄(t)∥L∞(ω) ̸= 0. Then ∥ū(t)∥L1(Ω) = γ, by the second equation (50). From the
first relation of (50) and the assumption that ū(x, t) ̸= 0 we deduce the existence of
a constant c(x, t) such that µ̄(x, t) = c(x, t)ū(x, t). Inserting this identity in the first
equality of (50) and using the third statement of (50) we obtain c(x, t)|ū(x, t)|2 =

|µ̄(x, t)||ū(x, t)| = ∥µ̄(t)∥L∞(ω)|ū(x, t)|. Hence, c(x, t) =
∥µ̄(t)∥L∞(ω)

|ū(x,t)| and the statement

of the lemma follows.

Next we address the second order analysis of the control problem (P). To this end
we introduce the function

g : L1(ω) −→ R, g(v) =

∫
ω
|v(x)|dx =

∫
ω

√
v21(x) + v22(x) dx,
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and the critical cone

Cū = {v ∈ S : J ′(ū;v) = 0 and g′(u(t);v(t)) ≤ 0 for a.a. t ∈ Iγ}

where Iγ = {t ∈ I : g(ū(t)) = γ} and S = L2(I;L2(ω)) ∩ L1(I;L2(ω)) if β > 0 or
S = L2(I;L2(ω)) if β = 0. We also denote I+γ = {t ∈ Iγ : µ̄(t) ̸≡ 0}.

Let us observe that

g′(u;v) =

∫
ω+

u

u(x)

|u(x)|
v(x) dx+

∫
ω0

u

|v(x)|dx ∀u,v ∈ L1(ω), (51)

where ω+
u = {x ∈ ω : u(x) ̸= 0} and ω0

u = ω \ ω+
u .

Lemma 4.10. The following properties hold:

1 - If v ∈ Cū then g′(ū(t),v(t)) = 0 holds for almost all t ∈ I+γ .

2 - Let v ∈ S satisfy g′(ū(t);v(t)) = 0 for almost all t ∈ I+γ . Then, J ′(ū;v) = 0 if
and only if the following two conditions are fulfilled:

∥µ̄(t)∥L∞(ω)|v(x, t)| = µ̄(x, t)v(x, t) for a.a. (x, t) ∈ ω0
ū(t) × I+γ ,

v(x, t) =


0 if ∥φ̄(t)∥L2(ω) < β,

−
∥v(t)∥L2(ω)

β
φ̄(x, t) if ∥φ̄(t)∥L2(ω) = β,

for a.a. (x, t) ∈ ω × I0ū.

Proof. Let us prove the first statement. From the identity

0 = J ′(ū;v) =

∫
I+
ū

∫
ω

[φ̄+ αū + βλ̄]v dx dt+

∫
I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt

and the fact that∫
I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt ≥

∫
I0
ū

[β − ∥φ̄(t)∥L2(ω)]∥v(t)∥L2(ω) dt ≥ 0

due to (36), we deduce that the first integral in J ′(ū;v) is ≤ 0. Then, using (49) and
(50) we get ∫

I+
γ

∫
ω
µ̄(x, t)v(x, t) dx dt =

∫
I+
ū

∫
ω
µ̄(x, t)v(x, t) dx dt ≥ 0.
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This inequality and Lemma 4.9 yield

0 ≤
∫
I+
γ

∫
ω
µ̄(x, t)v(x, t) dx dt

= ∥µ̄(t)∥L∞(ω)

∫
I+
γ

∫
ω+

ū(t)

ū(x, t)

|ū(x, t)|
v(x, t) dx dt+

∫
I+
γ

∫
ω0

ū(t)

µ̄(x, t)v(x, t) dx dt

≤ ∥µ̄(t)∥L∞(ω)

[ ∫
I+
γ

∫
ω+

ū(t)

ū(x, t)

|ū(x, t)|
v(x, t) dx dt+

∫
I+
γ

∫
ω0

ū(t)

|v(x, t)|dx dt
]

= ∥µ̄(t)∥L∞(ω)

∫
I+
γ

g′(ū(t);v(t)) dx dt ≤ 0.

Since g′(ū(t);v(t)) dx ≤ 0 for almost all t ∈ I+γ and its integral in I+γ is zero, the first
statement of the lemma follows.

To prove the second statement we use (49), (50), Lemma 4.9, and the assumption
g′(ū(t);v(t)) = 0 to infer

J ′(ū;v) = −
∫
I+
γ

∫
ω
µ̄(x, t)v(x, t) dx dt+

∫
I0
ū

(∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

)
dt

= −
∫
I+
γ

∫
ω+

ū(t)

µ̄(x, t)v(x, t) dx dt−
∫
I+
γ

∫
ω0

ū(t)

µ̄(x, t)v(x, t) dx dt

+

∫
I0
ū

(∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

)
dt

= −
∫
I+
γ

∫
ω+

ū(t)

∥µ̄(t)∥L∞(ω)
ū(x, t)

|ū(x, t)|
v(x, t) dx dt−

∫
I+
γ

∫
ω0

ū(t)

µ̄(x, t)v(x, t) dx dt

+

∫
I0
ū

(∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

)
dt

=

∫
I+
γ

∫
ω0

ū(t)

(
∥µ̄(t)∥L∞(ω)|v(x, t)| − µ̄(x, t)v(x, t)

)
dx dt

+

∫
I0
ū

(∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

)
dt

Since the integrands in the last two integral are nonnegative, the identity J ′(ū;v) = 0
holds if and only if the following equalities are fulfilled

∥µ̄(t)∥L∞(ω)|v(x, t)| = µ̄(x, t)v(x, t) for a.a. (x, t) ∈ ω0
ū(t) × I+γ ,∫

ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω) = 0 for a.a. (x, t) ∈ ω × I0ū.

Since ∥φ̄(t)∥L2(ω) ≤ β in I0ū, the second identity is equivalent to the equality for v
written in the second statement of the lemma.

The next theorem states the results concerning the second order analysis.

Theorem 4.11. Let ū be a local solution of (P) in the L2(I;L2(ω)) sense. Then,
the inequality J ′′(ū;v2) ≥ 0 holds for all v ∈ Cū. Conversely, if ū ∈ Uad satisfies
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the first order optimality conditions and the second order condition J ′′(ū;v2) > 0
∀v ∈ Cū \ {0}, then there exist κ > 0 and ε > 0 such that

J(ū) +
κ

2
∥u− ū∥2L2(I;L2(ω)) ≤ J(u) ∀u ∈ Uad ∩Bε(ū), (52)

where Bε(ū) = {u ∈ L2(I;L2(ω)) : ∥u− ū∥L2(I;L2(ω)) ≤ ε}.

Proof. The proof of the sufficient second order conditions is almost the same as the
one of Theorem 4.7 replacing when necessary L and Lδ,l by J and Jδ,l. For the proof of
the necessary conditions we follow [14, Theorem 5.1]. However, changes are necessary
to deal with the infinite horizon, the non differentiable term in the cost functional,
and the fact that the controls are vector rather than scalar functions.

Let v be an element of Cū ∩ L∞(I;L1(ω)) ⊂ U. We will prove that J ′′(ū)v2 ≥ 0.
Later, we will remove the assumption v ∈ L∞(I;L1(ω)). Set

h(x, t) =


v(x, t)

|ū(x, t)|
if x ̸∈ ω0

ū(t),

0 otherwise,

and a(t) =

∫
ω
h(x, t)ū(x, t) dx.

Thus, we have g′(ū(t);v(t)) = a(t) +
∫
ω0

ū(t)

|v(x, t)|dx; see (51).

For every integer k ≥ 1 we put

Pk(h(x, t)) =


h(x, t) if |h(x, t)| ≤ k,

k
h(x, t)

|h(x, t)|
otherwise,

ak(t) =

∫
ω
Pk(h(x, t))ū(x, t) dx,

hk(x, t) = Pk(h(x, t))|ū(x, t)| +
a(t) − ak(t)

γ
ū(x, t),

vk(x, t) =


0 if γ − 1

k < ∥ū(t)∥L1(ω) < γ,

0 if 0 < ∥ū(t)∥L2(ω) <
1
k ,

hk(x, t) + v(x, t)χω0
ū(t)

(x) if ∥ū(t)∥L1(ω) = γ,

v(x, t) otherwise,

where χω0
ū(t)

(x) takes the value 1 if x ∈ ω0
ū(t) and 0 otherwise. We observe that Pk

denotes the radial projection in R2 onto the ball {r ∈ R2 : |r| ≤ k}.

Using the pointwise convergence Pk(h(x, t))ū(x, t) → h(x, t)ū(x, t) almost every-
where in ω × I and that |Pk(h(x, t))ū(x, t)| ≤ |v(x, t)|, we deduce with Lebesgue’s
Theorem that limk→∞ ak(t) = a(t) for almost all t ∈ I. Therefore, we have that
vk(x, t) → v(x, t) for almost all (x, t) ∈ ω × I. Moreover, we have

|hk(x, t)| ≤ |v(x, t)| +
2

γ
∥v∥L∞(I;L1(ω))|ū(x, t)|

29



and consequently

|vk(x, t)| ≤ |v(x, t)| +
2

γ
∥v∥L∞(I;L1(ω))|ū(x, t)| for a.a. (x, t) ∈ ω × I.

Once again, since v, ū ∈ U we obtain with Lebesgue’s Theorem that vk → v in S.

Let us prove that J ′(ū;vk) = 0. To this end, we apply Lemma 4.10. Given t ∈ Iγ ,
taking into account that g(ū(t)) = ∥ū(t)∥L1(ω) = γ we get with (51)

g′(ū(t);vk(t))

=

∫
ω+

ū(t)

Pk(h(x, t))ū(x, t) dx+
a(t) − ak(t)

γ

∫
ω+

ū(t)

|ū(x, t)| dx+

∫
ω0

ū(t)

|v(x, t)|dx

= a(t) +

∫
ω0

ū(t)

|v(x, t)| dx = g′(ū(t);v(t))

{
= 0 if t ∈ I+γ ,
≤ 0 if t ∈ Iγ \ I+γ ,

where we used that v ∈ Cū in the last step.

We observe that vk(x, t) = v(x, t) for (x, t) ∈ (ω0
ū(t)×I

+
γ )∪(ω×I0ū). Since v ∈ Cū, it

satisfies the conditions of Lemma 4.10-2 and vk does it as well, and thus J ′(ū;vk) = 0.

Take ρk > 0 satisfying ρk
(
k+ 2

γ ∥v∥L∞(I;L1(ω))

)
< 1

kmax{1,γ} . Then, we have for each

fixed k and ∀ρ ∈ (0, ρk)

ρ
(
|Pk(h(x, t))| +

∣∣ |a(t) − ak(t)|
γ

∣∣) ≤ ρ
(
k +

2

γ
∥v∥L∞(I;L1(ω))

)
<

1

k
.

Using this estimate we have that ∥ū(t) + ρvk(t)∥ ≤ γ if g(ū(t)) = γ and 0 < ρ < ρk:

∥ū(t) + ρvk(t)∥L1(ω)

=

∫
ω+

ū(t)

∣∣∣ū(t)[1 + ρ
[
Pk(h(x, t))

ū(x, t)

|ū(x, t)|
+
a(t) − ak(t)

γ

]∣∣∣ dx+ ρ

∫
ω0

ū(t)

|v(x, t)|dx

=

∫
ω+

ū(t)

|ū(t)|[1 + ρ
[
Pk(h(x, t))

ū(x, t)

|ū(x, t)|
+
a(t) − ak(t)

γ

]
dx+ ρ

∫
ω0

ū(t)

|v(x, t)|dx

= γ + ρ
{∫

ω

[
Pk(h(x, t))ū(x, t) +

a(t) − ak(t)

γ
|ū(x, t)|

]
dx+

∫
Ω0

ū(t)

|v(x, t)|dx
}

= γ + ρ
{
a(t) +

∫
ω0

ū(t)

|v(x, t)|dx
}

= γ + ρg′(ū(t);v(t)) ≤ γ.

In the case γ − 1
k < ∥ū(t)∥L1(ω) < γ, we have that vk(t) = 0 and, consequently,

∥ū(t) + ρvk(t)∥L1(ω) = ∥ū(t)∥L1(ω) < γ. If ∥ū(t)∥L1(ω) < γ − 1
k , then we get

∥ū(t) + ρvk(t)∥L1(ω) ≤ γ − 1

k
+ ρ∥v∥L∞(I;L1(ω)) < γ.

Using the local optimality of ū, the fact that ū + ρvk ∈ Uad, that vk vanishes as
∥ū(t)∥L2(ω) ∈ (0, 1k ), and J ′(ū;vk) = 0, making a Taylor expansion we get for every
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ρ < ρk small enough

0 ≤ J(ū + ρvk) − J(ū) = ρJ ′(ū;vk) +
ρ2

2
J ′′(ū + θρvk;v2

k) =
ρ2

2
J ′′(ū + θρvk)v2

k.

Dividing the above inequality by ρ2/2 and taking ρ→ 0 we obtain that J ′′(ū;v2
k) ≥ 0.

Since vk → v in S, we pass to the limit as k → ∞ and conclude that J ′′(ū)v2 ≥ 0.

Finally, we take v ∈ Cū arbitrary and set vk(x, t) = v(x,t)
1+ 1

k
∥v(t)∥L1(ω)

for every k ≥ 1.

Then, we have

J ′(ū;vk) =
1

1 + 1
k∥v(t)∥L1(ω)

J ′(ū;v) = 0 and

g′(ū(t);vk(t)) =
1

1 + 1
k∥v(t)∥L1(ω)

g′(ū(t);v(t))

{
= 0 if t ∈ I+γ ,
≤ 0 if t ∈ Iγ \ I+γ .

Therefore, vk ∈ Cū ∩ L∞(I;L1(ω)) and vk → v in S is satisfied. Hence, we get
J ′′(ū)v2 = limk→∞ J ′′(ū)v2

k ≥ 0, which concludes the proof.

4.3. Case σ = ∞.

In this case, we take K = Bγ = {v ∈ L∞(ω) : ∥v∥L∞(ω) ≤ γ}. We observe that

U ⊂ L2(I;L2(ω)). Indeed, if α = 0, then (22) implies that U = L∞(I;L∞(ω)) ∩
L1(I;L2(ω)). Since L∞(I;L∞(ω)) ⊂ L∞(I;L2(ω)), we deduce by interpolation that
U ⊂ L2(I;L2(ω)).

From the optimality conditions (33) we infer the following properties of any local
minimizer ū.

Lemma 4.12. Let ū ∈ Uad satisfy (33). Then, the following properties hold{
if |ū(x, t)| < γ ⇒ φ̄(x, t) + αū(x, t) + βλ̄(x, t) = 0,

if φ̄(x, t) + αū(x, t) + βλ̄(x, t) ̸= 0 ⇒ ū(x, t) = −γ φ̄(x,t)+αū(x,t)+βλ̄(x,t)

|φ̄(x,t)+αū(x,t)+βλ̄(x,t)| .
(53)

Proof. Let us observe that (33) is equivalent to

[φ̄(x, t) + αū(x, t) + βλ̄(x, t)] · [ξ − ū(x, t)] ≥ 0 ∀ξ ∈ R2 with |ξ| ≤ γ.

We recall that |·| stands for the Euclidean norm in R2. This inequality implies (53).

We define µ̄(x, t) = |φ̄(x, t) + αū(x, t) + βλ̄(x, t)|. We consider the following sets
where the constraint is active:

Aγ = {(x, t) ∈ ω × I : |ū(x, t)| = γ} and A+
γ = {(x, t) ∈ Aγ : µ̄(x, t) ̸= 0}.
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Corollary 4.13. Let ū ∈ Uad satisfy (33). Then (ū, φ̄, λ̄, µ̄) satisfy a.e. in ω × I

φ̄+ αū + βλ̄+
1

γ
µ̄ū = 0, µ̄ ≥ 0, |ū| ≤ γ, µ̄(|ū| − γ) = 0. (54)

Moreover, we have that ∥µ̄∥L∞(I;L∞(ω)) ≤ ∥φ̄∥L∞(I;L∞(ω)) and, if β > 0, then λ̄ ∈
L∞(I;L∞(ω)) holds as well.

Proof. The first part of the corollary is a straightforward consequence of Lemma 4.12.
From (54) we get for (x, t) ∈ A+

γ

0 = (φ̄(x, t) + αū(x, t) + βλ̄(x, t) +
1

γ
µ̄ū(x, t))ū(x, t)

= φ̄(x, t)ū(x, t) + αγ2 + βλ̄(x, t)ū(x, t) + γµ̄(x, t).

We observe that λ̄(x, t)ū(x, t) = 0 if t ∈ I0ū(t) and λ̄(x, t)ū(x, t) = |ū(x,t)|2
∥ū(t)∥L2(ω)

otherwise.

In any case, we have that λ̄(x, t)ū(x, t) ≥ 0 for almost all (x, t) ∈ ω × I. Using this
property in the above identity we obtain for (x, t) ∈ A+

γ

0 < γµ̄(x, t) ≤ αγ2 + βλ̄(x, t)ū(x, t) + γµ̄(x, t) = −φ̄(x, t)ū(x, t) ≤ ∥φ̄∥ L∞
(I;L∞(ω))γ,

which proves the estimate for µ̄. Now, the boundedness of λ̄ follows from (54).

In order to carry out the second order analysis, we define the cone of critical direc-
tions for ū ∈ Uad satisfying (33) as follows

Cū =
{
v ∈ S : J ′(ū;v) = 0 and ū(x, t) · v(x, t) ≤ 0 if |ū(x, t)| = γ

}
,

where S = L2(I;L2(ω)) ∩ L1(I;L2(ω)) if β > 0 and S = L2(I;L2(ω)) if β = 0. We
also consider the Lagrange function L : U× L∞(I;L∞(ω)) −→ R defined by

L(u, µ) = J(u) +
1

2γ

∫
I

∫
ω
µ(x, t)|u(x, t)|2 dx dt.

The Lagrangian L enjoys the following properties.

Lemma 4.14. Let ū and µ̄ be as above. Then, we have

∂L
∂u

(ū, µ̄;v)

{
= 0 if β = 0,
≥ 0 if β > 0,

∀v ∈ S, (55)

∂L
∂u

(ū, µ̄;v) = 0 ∀v ∈ Cū, (56)

ū(x, t)v(x, t) = 0 for a.a. (x, t) ∈ A+
γ and ∀v ∈ Cū. (57)
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Proof. From (24), (31), (32), and (53) we get ∀v ∈ U

∂L
∂u

(ū, µ̄;v) =

∫
A+

γ

(φ̄+ αū + βλ̄)v dx dt+

∫
I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt

+
1

γ

∫
A+

γ

µ̄ūv dx dt =

∫
I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt. (58)

Now, we observe that the mapping v ∈ U −→ ∂L
∂u (ū, µ̄;v) ∈ R can be extended to a

continuous functional on S.

If β = 0, then (53) implies that φ̄ ≡ 0 in ω× I0ū and the fist identity of (55) follows.
If β > 0 then (36) and (37) along with Schwarz’s inequality implies the inequality of
(55). Now, we prove (56) ad (57). Given v ∈ Cū, since λ̄ ∈ ∂j(ū) and v ∈ Cū we get

0 = J ′(ū;v) ≥
∫
I

∫
ω

(φ̄+ αū + βλ̄)v dx dt.

But (53) and the fact that ū(x, t)v(x, t) ≤ 0 if |ū(x, t)| = γ imply that (φ̄(x, t) +
αū(x, t) + βλ̄(x, t))v(x, t) ≥ 0 for almost all (x, t) ∈ ω × I. Combining this with the
above inequality and Corollary 4.13 we infer that 1

γ µ̄(x, t)ū(x, t)v(x, t) = −(φ̄(x, t) +

αū(x, t) + βλ̄(x, t))v(x, t) = 0 a.e. in ω × I. This implies that ū(x, t)v(x, t) = 0 if
µ̄(x, t) ̸= 0. Using once again (24), (31), and (32) we deduce

0 = J ′(ū;v) =

∫
I+
ū

∫
ω

(φ̄+ αū + βλ̄)v dx dt+

∫
I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt

=

∫
I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt.

This identity and (58) yield (56).

Now, we establish the second order necessary optimality conditions.

Theorem 4.15. Let ū be a local solution of (P) in the L2(I;L2(ω)) sense. Then, the

inequality ∂2L
∂u2 (ū, µ̄;v2) ≥ 0 holds for all v ∈ Cū.

Proof. Let us take v ∈ Cū ∩L∞(I;L2(ω)). It was established in the proof of Lemma
4.14 that ∫

I0
ū

[ ∫
ω
φ̄(t)v(t) dx+ β∥v(t)∥L2(ω)

]
dt = 0.

Using this inequality, (36), and (37) we get for almost all t ∈ I0ū

β∥v(t)∥L2(ω) = −
∫
ω
φ̄(t)v(t) dx ≤ ∥φ̄(t)∥L2(ω)∥v(t)∥L2(ω) ≤ β∥v(t)∥L2(ω).

This yields βv(x, t) = −φ̄(x, t)∥v(t)∥L2(ω) for almost every t ∈ I0ū. Since v ∈
L∞(I;L2(ω)) and φ̄ ∈ L∞(I;L∞(Ω)), we infer that v ∈ L∞(I0ū;L∞(ω)).
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For every integer k > 1
γ and 0 < ρk < min{ 1

k2 ,
γ

1+∥v∥L∞(I0ū;L∞(ω))
} we define the

function ϕk : [0, ρk] −→ S by

ϕk(ρ) =



ū(x, t) if γ − 1

k
< |ū(x, t)| < γ,

ū(x, t) if 0 < ∥ū(t)∥L2(ω) and |v(x, t)| > k,

ū(x, t) if β > 0 and 0 < ∥ū(t)∥L2(ω) <
1

k
,√

1 − ρ2|v(x, t)|2
γ2

ū(x, t) + ρv(x, t) if |ū(x, t)| = γ and |v(x, t)| ≤ k,

ū(x, t) + ρv(x, t) otherwise.

It is immediate that |ϕk(ρ)| ≤ |v(x, t)| + |ū(x, t)|, hence ϕk(ρ) ∈ S and ϕk is well
defined. Moreover, ϕk(0) = ū and, using that ū(x, t)v(x, t) ≤ 0 if |ū(x, t)| = γ, we
get that ϕk(ρ) ∈ Uad for every [0, ρk]. Therefore, the function ψk : [0, ρk] −→ R,
defined by ψk(ρ) = J(ϕk(ρ)), has a local minimum at 0 and ψ′

k(0) = J ′(ū;ϕ′k(0)) =
0 by definition of ϕk and the fact that J ′(ū;v) = 0. Consequently, we have that
0 ≤ ψ′′

k(0) = J ′′(ū;ϕ′k(0)2) + J ′(ū;ϕ′′k(0)). We observe that ϕ′k(0) → v in S and
ϕ′′k(0) → − 1

γ2 |v|2ūχAγ
as k → ∞. Then, we obtain with (53)

lim
k→∞

J ′(ū;ϕ′′k(0)) = J ′(ū;
1

γ2
|v|2ūχAγ

)

= − 1

γ2

∫
A+

γ

(φ̄+ αū + βλ̄)ū|v|2 dx dt =
1

γ

∫
A+

γ

µ̄|v|2 dx dt.

Therefore, we have

0 ≤ lim
k→∞

ψ′′
k(0) = J ′′(ū;v2) +

1

γ

∫
A+

γ

µ̄|v|2 dx dt =
∂2L
∂u2

(ū, µ̄;v2).

Finally we remove the assumption v ∈ Cū ∩L∞(I;L2(ω)). Given v ∈ Cū we define

vk(x, t) =
v(x, t)

1 + 1
k∥v(t)∥L2(ω)

for k ≥ 1.

Then we have that {vk}∞k=1 ⊂ Cū∩L∞(I;L2(ω)) and vk → v in S. Then, it is easy to

pass to the limit in the inequality ∂2L
∂u2 (ū, µ̄;v2

k) ≥ 0 and to get the desired result.

The proof of the next theorem is analogous to the one of Theorem 4.7 with obvious
changes.

Theorem 4.16. If α > 0 and ū ∈ Uad satisfies the first order optimality conditions
and the second order condition ∂2L

∂u2 (ū, µ̄;v2) > 0 ∀v ∈ Cū \ {0}, then there exist κ > 0
and ε > 0 such that

J(ū) +
κ

2
∥u− ū∥2L2(I;L2(ω)) ≤ J(u) ∀u ∈ Uad ∩Bε(ū), (59)

where Bε(ū) = {u ∈ L2(I;L2(ω)) : ∥u− ū∥L2(I;L2(ω)) ≤ ε}.
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5. Appendix

Proof of Lemma 2.1. First, we analyze the bilinear form B. Let y1,y2 ∈ Y and
(yi,H ,yi,W ) ∈ [L2(I;V)∩L∞(I;H)]×[Lq(I;Wp(Ω))∩L4(I;Wp(Ω))] be elements such
that yi = yi,H +yi,W for i = 1, 2. Then, we are going to prove estimates for the terms
B(y1,H ,y2,H), B(y1,H ,y2,W ), B(y1,W ,y2,H), and B(y1,W ,y2,W ). Given ψ ∈ H1

0(Ω),
we observe that

⟨B(y1,y2),ψ⟩H−1(Ω),H1
0(Ω) =

2∑
i,j=1

∫
Ω
y1,i(x, t)∂xi

y2,j(x, t)ψj(x) dx.

To deduce the estimates we will use the Gagliardo inequality

∥y∥Lr(Ω) ≤ Cr∥y∥
2

r

L2(Ω)∥y∥
r−2

r

H1
0(Ω) ∀r ∈ (2,∞) and ∀y ∈ H1

0(Ω); (60)

see [6, page 313]. Now, we proceed in four steps.

Step 1.- Using that divy1,H = 0, we know that∫
Ω

[(y1,H · ∇)y2,H ]ψ dx = −
∫
Ω

[(y1,H · ∇)ψ]y2,H dx. (61)

Then, from Schwarz’s inequality and (60) with r = 4 it follows(∫
I
|⟨B(y1,H(t),y2,H(t)),ψ⟩|2 dt

) 1

2

=

(∫
I
|⟨B(y1,H(t),ψ),y2,H(t)⟩|2 dt

) 1

2

≤
(∫

I
∥y1,H(t)∥2L4(Ω)∥y2,H(t)∥2L4(Ω) dt

) 1

2

∥ψ∥H1
0(Ω)

≤ C2
4

(∫
I
∥y1,H(t)∥L2(Ω)∥y1,H(t)∥H1

0(Ω)∥y2,H(t)∥L2(Ω)∥y2,H(t)∥H1
0(Ω) dt

) 1

2

∥ψ∥H1
0(Ω)

≤ C2
4∥y1,H∥

1

2

L∞(I;L2(Ω))∥y1,H∥
1

2

L2(I;H1
0(Ω))∥y2,H∥

1

2

L∞(I;L2(Ω))∥y2,H∥
1

2

L2(I;H1
0(Ω))∥ψ∥H1

0(Ω)

≤ C2
4

4

(
∥y1,H∥L∞(I;L2(Ω)) + ∥y1,H∥L2(I;H1

0(Ω))

)
×
(
∥y2,H∥L∞(I;L2(Ω)) + ∥y2,H∥L2(I;H1

0(Ω))

)
∥ψ∥H1

0(Ω). (62)
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Step 2.- Using Hölder’s inequality and (60) with r = 2p′ = 2p
p−1 we get

(∫
I
|⟨B(y1,H(t),y2,W (t)),ψ⟩|2 dt

) 1

2

≤
(∫

I
∥y1,H(t)∥2L2p′ (Ω)∥ψ∥

2
L2p′ (Ω)∥y2,W (t)∥2

W1,p
0 (Ω)

dt

) 1

2

≤ C2p′

(∫
I
∥y1,H(t)∥

2

p′

L2(Ω)∥y1,H(t)∥
2

p

H1
0(Ω)∥y2,W (t)∥2

W1,p
0 (Ω)

dt

) 1

2

∥ψ∥H1
0(Ω)

≤ C2p′∥y1,H∥
1

p′

L∞(I;L2(Ω))∥y1,H∥
1

p

L2(I;H1
0(Ω))∥y2,W ∥L2p′ (I;W1,p

0 (Ω))∥ψ∥H1
0(Ω).

Taking into account that 4 < 2p′ ≤ 8 ≤ q, we get from above by interpolation between
L4 and Lq and Young’s inequality that(∫

I
|⟨B(y1,H(t),y2,W (t)),ψ⟩|2 dt

) 1

2

≤ C
(
∥y1,H∥L∞(I;L2(Ω)) + ∥y1,H∥L2(I;H1

0(Ω))

)
×
(
∥y2,W ∥L4(I;W1,p

0 (Ω)) + ∥y2,W ∥Lq(I;W1,p
0 (Ω))

)
∥ψ∥H1

0(Ω). (63)

Step 3.- Using again Hölder’s inequality and (60) with r = 4 we obtain(∫
I
|⟨B(y1,W (t),y2,H(t)),ψ⟩|2 dt

) 1

2

≤
(∫

I
∥y1,W (t)∥2L4(Ω)∥y2,H(t)∥2L4(Ω) dt

) 1

2

∥ψ∥H1
0(Ω)

≤ C2
4

(∫
I
∥y1,W (t)∥2

W1,p
0 (Ω)

∥y2,H(t)∥L2(Ω)∥y2,H(t)∥H1
0(Ω) dt

) 1

2

∥ψ∥H1
0(Ω)

≤ C2
4∥y1,W ∥L4(I;W1,p

0 (Ω))∥y2,H∥
1

2

L∞(I;L2(Ω))∥y2,H∥
1

2

H1
0(Ω)∥ψ∥H1

0(Ω)

≤ C2
4∥y1,W ∥L4(I;W1,p

0 (Ω))

(
∥y2,H∥L∞(I;L2(Ω)) + ∥y2,H∥H1

0(Ω)

)
∥ψ∥H1

0(Ω). (64)

Step 4.- Using again the property (61), Hölder’s inequality, the embedding

W1,p
0 (Ω) ⊂ L4(Ω), and the fact that p ≥ 4

3 we obtain

(∫
I
|⟨B(y1,W (t),y2,W (t)),ψ⟩|2 dt

) 1

2

≤
(∫

I
∥y1,W ∥2L4(Ω)∥y2,W ∥2L4(Ω)dt

) 1

2

∥ψ∥H1
0(Ω)

≤ C
(
∥y1,W ∥L4(I;W1,p

0 (Ω)) + ∥y2,W ∥L4(I;W1,p
0 (Ω))

)
∥ψ∥H1

0(Ω). (65)
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Finally, adding the estimates (62)-(65) we obtain

∥B(y1,y2)∥L2(I;H−1(Ω)) ≤ C
(
∥y1,H∥L∞(I;L2(Ω)) + ∥y1,H∥L2(I;H1

0(Ω)) + ∥y1,W ∥Lq(I;W1,p
0 (Ω))

)
×

(
∥y2,H∥L∞(I;L2(Ω)) + ∥y2,H∥L2(I;H1

0(Ω)) + ∥y2,W ∥Lq(I;W1,p
0 (Ω))

)
. (66)

Taking the infimum on the right hand side of the above inequality among all functions
(yi,H ,yi,W ) ∈ [L2(I;H1

0(Ω)) ∩ L∞(0, T ;L2(Ω))] × Lq(0, T ;W1,p
0 (Ω)) satisfying that

yi = yi,H + yi,W , i = 1, 2, we conclude

∥B(y1,y2)∥L2(I;H−1(Ω)) ≤ C ′∥y1∥Y∥y2∥Y.

Now we turn to the estimates for B. First, we point out that Y is continuously embed-
ding in L8(I;L4(Ω)). Indeed, since W1,p

0 (Ω) ⊂ L4(Ω) for every p ≥ 4
3 , we deduce that

Wq,p(I) ⊂ Lq(I;L4(Ω)) and W4,p(I) ⊂ L4(I;L4(Ω)). Then, recalling that 4 < 8 ≤ q,
we infer by interpolation that Wq,p(I)∩W4,p(I) ⊂ L8(I;L4(Ω)), the embedding being
continuous.

Let us prove that W4,2(I) ⊂ L8(I;L4(Ω)) holds as well. For this purpose we point
out that W4,2(I) ⊂ C(I; (H−1(Ω),H1

0(Ω)) 3

4
,4) and there exists a constant C1 such

that ∥y∥C(I;(H−1(Ω),H1
0(Ω)) 3

4
,4)

≤ C1∥y∥W4,2(I); see [1, Th. III-4.10.2]. Using that

(H−1(Ω),H1
0(Ω)) 3

4
,4 ⊂ (W−1,4(Ω),W

1

2
,4(Ω)) 3

4
,4 = W

1

8
,4(Ω) ⊂ L4(Ω),

we infer that W4,2(I) ⊂ C(I;L4(Ω)) and ∥y∥C(I;L4(Ω)) ≤ C2∥y∥W4,2(I) for some
constant C2. Now, using Gagliardo’s inequality (60) with r = 4, we get for every
y ∈ W4,2(I)

∥y∥L8(I;L4(Ω)) ≤ ∥y∥
1

2

C(I;L4(Ω))∥y∥
1

2

L4(Q)

≤ C4∥y∥
1

2

C(I;L4(Ω))∥y∥
1

4

L∞(I;L2(Ω))∥y∥
1

4

L2;H1
0(Ω)) ≤ C5∥y∥W4,2(I).

All together this implies that Y = W4,2(I) + [Wq,p(I) ∩ W4,p(I)] ⊂ L8(I;L4(Ω))
with continuous embedding. Then, we have for all y1,y2 ∈ Y(∫

I
|⟨B(y1(t),y2(t)),ψ⟩|4 dt

) 1

4

=

(∫
I
|⟨B(y1(t),ψ),y2(t)⟩|4 dt

) 1

4

≤
(∫

I
∥y1(t)∥4L4(Ω)∥y2(t)∥4L4(Ω) dt

) 1

4

∥ψ∥H1
0(Ω)

≤ ∥y1∥L8(I;L4(Ω))∥y2∥L8(I;L4(Ω))∥ψ∥H1
0(Ω) ≤ C∥y1∥Y∥y2∥Y∥ψ∥H1

0(Ω), (67)

which proves the continuity of B.

Proof of Lemma 2.5. For every T <∞ the existence and uniqueness of a solution
(yN , pN ) ∈ W(0, T )×W−1,∞(0, T ;L2(Ω)/R) of (8) in QT = Ω× (0, T ) was proved in
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[12, Proposition 2.7]. Additionally the estimates

∥yN∥L2(0,T ;H1
0(Ω)) + ∥y∥L∞(0,T ;L2(Ω)) ≤ ηN

(
∥e2∥Y

)(
∥g∥L2(I;V′) + ∥yN0∥L2(Ω)

)
,

∥yN∥W(0,T ) ≤ ν0η
2
N (∥e2∥Y)

(
∥g∥L2(I;V′) + ∥yN0∥L2(Ω)

)2

+[(1 + ν + ∥e1∥Y + ∥e2∥Y)ηN (∥e2∥Y) + 1]
(
∥g∥L2(I;V′) + ∥yN0∥L2(Ω)

)
.

are deduced from the same result, where a explicit definition of ηN was given. Hence,
taking the supremum on T (9) follows and the first part of the lemma is proved.

It remains to prove that, under the additional regularity of the data of the equation
(9), the solution belongs to W4,2(I). First, we show the existence of T ∈ (0,∞) such
that yN ∈ W4,2(0, T ). To this end we apply the fixed point Schauder’s theorem as
follows. Fixed T < ∞ we define the mapping F : L8(I;L4(Ω)) −→ L8(I;L4(Ω)) such
that F (z) = yzχ[0,T ], where yz is the solution of the equation

∂y

∂t
− ν∆y + ∇p = gz in Q,

divy = 0 in Q, y = 0 on Σ, y(0) = yN0 in Ω,

with gz = g−χ(0,T )[(z ·∇)z+(z ·∇)e2 +(e1 ·∇)z]. Let us prove that F is well defined.
From (67) and using the regularity of g, e1, and e2 we deduce that

∥gz∥L4(I;H−1(Ω)) ≤
(
∥g∥L4(I;H−1(Ω))

+ ∥z∥L8(0,T ;L4(Ω))[∥z∥L8(0,T ;L4(Ω)) + ∥e1∥L8(I;L4(Ω)) + ∥e2∥L8(I;L4(Ω))]
)
.

Using this regularity for gz and the fact that yN0 ∈ B2,4(Ω), we infer from Lemma
2.4 that yz ∈ W4,2(I) and the following estimate holds

∥yz∥W4,2(I) ≤ C4,2(∥gz∥L4(I;H−1(Ω)) + ∥yN0∥B2,4(Ω)). (68)

Taking s = 1
8 and θ = 3

4 in [2, Theorem 3], we get that W4,2(0, T ) is compactly embed-

ded in L8(0, T ; (H−1(Ω),H1
0(Ω)) 3

4
,1) ⊂ L8(0, T ;H

1

2 (Ω)) ⊂ L8(0, T ;L4(Ω)). Therefore,

the mapping F is well defined and compact for every T < ∞. It was established in
the proof of Lemma 2.1 that W4,2(I) ⊂ C(I;L4(Ω)) with continuous embedding. If
∥z∥L8(I;L4(Ω)) ≤ 1, then we have with (68)

∥yz∥L8(0,T ;L4(Ω)) ≤ T
1

8 ∥yz∥C(I;L4(Ω)) ≤ CT
1

8 ∥yz∥W4,2(I)

≤ CC4,2T
1

8 (∥gz∥L4(I;H−1(Ω)) + ∥yN0∥B2,4(Ω))

≤ CC4,2T
1

8

(
∥g∥L4(I;H−1(Ω)) + 1 + ∥e1∥L8(I;L4(Ω)) + ∥e2∥L8(I;L4(Ω)) + ∥yN0∥B2,4(Ω)

)
.

Now, selecting T sufficiently small we infer that F applies the unit ball of
L8(0, T ;L4(Ω)) into itself. Hence, Schauder’s Theorem implies the existence of a fixed
point for F . Of course this fixed point belongs to W4,2(0, T ) and solves the equa-
tion (9) in the interval (0, T ). Since yN is the unique solution of this equation in any
interval (0, T ) we conclude that this fixed point is precisely the restriction of yN to
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(0, T ). There are two possibilities: either yN ∈ W4,2(I) or there exists a maximal time
T ∗ ≤ ∞ such that yN ∈ W4,2(0, T ) for every T < T ∗ and limT→T ∗ ∥yN∥W4,2(0,T ) = ∞.
Let us prove that the second option can not occur. We know that there exists a con-
stant C independent of T such that ∥y∥C([0,T ];L4(Ω)) ≤ C∥y∥W4,2(0,T ); see [1, Theorem
III-4.10.2].

From the first part of the proof we have that yN ∈ Y. By using Gagliardo’s in-
equality (60) with r = 4 we obtain that Y is continuously embedded in L4(Q). Hence,
given ϵ > 0 we can select Tε < T ∗ such that∫ ∞

Tε

∥yN (t)∥4L4(Ω) dt < ε.

Let us denote C0 = ∥g∥L4(I;H−1(Ω)) + ∥e1∥2L8(I;L4(Ω)) + ∥e2∥2L8(I;L4(Ω)) and set ε =

[2CC4,2]
−1. Then, for every T ∈ (Tε, T

∗) we infer from Lemma 2.4 that

∥yN∥W4,2(0,T ) ≤ ∥yN∥W4,2(0,Tε) + ∥yN∥W4,2(Tε,T )

≤ ∥yN∥W4,2(0,Tε) + C4,2(C0 + ∥yN (Tε)∥B2,4(Ω) + ∥yN∥2L8(Tε,T ;L4(Ω)))

≤ ∥yN∥W4,2(0,Tε) + C4,2(C0 + ∥yN (Tε)∥B2,4(Ω) + ∥yN∥C([0,T ];L4(Ω))∥yN∥L4(Tε,T ;L4(Ω)))

≤ ∥yN∥W4,2(0,Tε) + C4,2(C0 + ∥yN (Tε)∥B2,4(Ω)) +
1

2
∥yN∥W4,2(0,T ),

which proves that T ∗ = ∞ and yN ∈ W4,2(I).
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