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Summary. In this paper optimal Dirichlet boundary control problems governed by
the wave equation and the strongly damped wave equation with control constraints
are analyzed. For treating inequality constraints semismooth Newton methods are
discussed and their convergence properties are investigated. For numerical realiza-
tion a space-time finite element discretization is introduced. Numerical examples
illustrate the results.

1 Introduction

In this paper we consider primal-dual active set methods (PDAS) applied
to optimal Dirichlet boundary control problems governed by the wave equa-
tion and the strongly damped wave equation subject to pointwise con-
trol constraints. We interprete the PDAS-methods as semismooth New-
ton methods and analyze them with respect to superlinear convergence, cf.
[10, 13, 27, 28, 17].

Let £2 C R™, n > 1, be a bounded domain which has either a C?-boundary
or is polygonal and convex. For T' > 0 we denote I = (0,T), Q@ = I x 2 and
Y = Ix0f2. Here and in what follows, we employ the usual notion of Lebesgue
and Sobolev spaces.

Then the optimal control problem under consideration is formulated as
follows:

Minimize J(y,u) = G(y) + &llul2a s,
subject to y = S(u),
y € L*(Q), u € Uaq,

for > 0 and where S: L?(X) — L*(Q) is given as the control-to-state
operator of the following equation with 0 < p < pg, po € RT:

(1)
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Yt — Ay — pAy, = fin Q,

y(0) = yo in £2, @)
y:(0) = y1 in £,
Y=1u on 3.

The functional G: L?(Q) — R is assumed to be quadratic with G’ being an
affine operator from L?(Q) to itself, and G” is assumed to be non-negative.
The set of admissible controls U,q is given by bilateral box constraints

Uaa = {ue L*(X) ‘ Ug <u<uy}  with ug,up € L*(X).

If we set p = 0 in (2) we obtain the usual wave equation. For p > 0 we get
the strongly damped wave equation which often appears in models with loss
of energy, e.g., it arises in the modelling of longitudinal vibrations in a ho-
mogeneous bar, in which there are viscous effects, cf. [22]. The corresponding
optimal control problem (with small p > 0) can also be regarded as regular-
ization of the Dirichlet boundary control problem for the wave equation.

Optimal control problems governed by wave equations are considered in
several publications, see [20, 21, 24, 25, 18, 8, 19, 9]. A survey about finite
difference approximations in the context of control of the wave equation is
presented in [29].

In this paper we summarize the results from [16] for the case of optimal
Dirichlet boundary control. We analyze semismooth Newton methods applied
to (1) with respect to superlinear convergence. Here, an important ingredient
in proving superlinear convergence is a smoothing property of the operator
mapping the control variable u to the trace of the normal derivative of the
adjoint state p. For p > 0 we verify, that such a smoothing property is given.
For p = 0 we will provide an example illustrating the fact that such a property
can not hold in general. This is different to optimal distributed and Neumann
boundary control of the wave equation, see [16], where this property is given.
For the numerical realization of the arising infinite dimensional optimal control
problems we use space-time finite element methods following [4, 23, 17].

The paper is organized as follows. In the next section we discuss the semi-
smooth Newton method for an abstract optimal control problem. Section 3 is
devoted to relevant existence, uniqueness and regularity results for the state
equation. In Section 4 we check the assumptions for superlinear convergence
of the semismooth Newton method. In Section 5 we describe the space-time
finite element discretization and in Section 6 we present numerical examples
illustrating our results.

2 Semismooth Newton methods and the primal-dual
active set strategy

In this section we summarize known results for semismooth Newton methods,
which are relevant for the analysis in this paper.
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Let X and Z be Banach spaces and let F': D C X — Z be a nonlinear
mapping with open domain D. Moreover, let £(X, Z) be the set of continuous,
linear mappings from X to Z.

Definition 1. The mapping F': D C X — Z is called Newton-differentiable
in the open subset U C D if there exists a family of generalized derivatives
G:U — L(X,Z) such that

1
lim —— ||F(z+h) — F(z) — G(z+ h)h||z =0,
h=0 [|h]|x
for every x € U.

Using this definition there holds the following proposition, see [10].

Proposition 1. The mapping max(0,-): LY(X) — LP(X) with1 <p < g <
oo is Newton-differentiable on L1(X).

The following theorem provides a generic result on superlinear convergence
for semismooth Newton methods, see [10].

Theorem 1. Suppose, that * € D is a solution to F(x) = 0 and that F is
Newton—differentiable with Newton-derivative G in an open neighborhood U
containing r* and that

{IIG@)  ex.z) |z €U}
is bounded. Then for xo € D the Newton—iteration
Tpi1 = xp — Glog) ' F(xg), k=0,1,2,...,

converges superlinearly to x* provided that ||zo — x*||x is sufficiently small.

In the following we consider the linear quadratic optimal control problem
(1). The operator S is affine-linear, thus it can be characterized in the following
way

S(u)=Tu+7y, TeLL*(X),L*Q), ¥§ecLl*Q)

with T nonsingular.
From standard subsequential limit arguments, see, e. g., [20], follows:

Proposition 2. There exists a unique global solution of the optimal control
problem under consideration.

We define the reduced cost functional
. . o
USSR ) = G(Sw) + 5 ulas)

and reformulate the optimal control problem under consideration as
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Minimize j(u), u € Us,q.
The first (directional) derivative of j is given as

J'(w)(0u) = (au — q(u), 6u)r2(s),
where the operator ¢: L?(X) — L?(Y) is given by
q(u) = =T"G'(S(u)). 3)
A short calculation proves the next proposition, cf. [12].

Proposition 3. The necessary optimality condition for (1) can be formulated
as

F(u) =0, (4)
with the operator F: L*(X) — L?(X) defined by
F(u) = a(u — up) + max(0, aup — q(u)) + min(0, g(u) — au,).

The following assumption will insure the superlinear convergence of the semi-
smooth Newton method applied to (4).

Assumption 1. We assume, that the operator q defined in (3) is a continuous
affine-linear operator q: L*(X) — L"(X) for some r > 2.

In Section 4 we will check this assumption for the optimal control problem
under consideration.

Lemma 1. Let Assumption 1 be fulfilled and uy,up, € L™(X) for some r > 2.
Then the operator F: L*(X) — L%*(X) is Newton-differentiable and a gene-
ralized derivative Gr(u) € L(L?(X), L*(X)) exists. Moreover,

IGF ()~ (w)lL2z) < Co llwllza(e)  for allw € L*(X)
for a constant Cq; and each u € L*(X).

For a proof see [16].
After these considerations we can formulate the following theorem.

Theorem 2. Let Assumption 1 be fulfilled and suppose that u* € L*(X) is the
solution to (1). Then, for ug € L*(X) with |ug — u*||2(x) sufficiently small,
the semismooth Newton method

G]:(uk)<uk+l_uk)+]:(uk>zo7 k:O7172a"'7
converges superlinearly.
Proof. This follows from Theorem 1 and Lemma 1.

Remark 1. This semismooth Newton method is known to be equivalent to a
primal-dual active set strategy (PDAS), cf. [10, 13] which we apply for our
numerical examples.
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3 On the state equation

In this section we summarize some existence and regularity results for equation
(2), cf. [16]. Here and in what follows, we use the following notations (-,-),
(,+), (-,)r and (-,-); for the inner products in the spaces L?(£2), L?*(012),
L?(L*(£2)) and L?(L?*(Y)), respectively.

Theorem 3. Let p = 0, uls = 0 and (f,y0,51) € L*(L*(£2)) x Hg(£2)
L2(02). Then equation (2) admits a unique solution (y,y;) € C(H}(£2))
C(L?(R2)) depending continuously on the data (f,vyo,y1)-

Theorem 4. Let p =0, (f, yo, y1, u) € L' ((Hg(£2))*) x L*(2) x (H; (£2))*
L3(X). Then equation (2) admits a unique solution (y,y:) € C(L?*(£2))
C(H=Y(£2)) depending continuously on the data (f,yo,y1,u). It satisfies

(Y, Gt — AQ 1 = (£, 1 — (Y0, 6t (0)) + (Y1, C(0)) (a2 (2)), 1 (2) — (U, On) 1

where ( is the solution to

{Ctt —A( =y,
((T)=0, G(T)=0, (|lz=0

for any g € L*(L?(02)).

X
X

Theorem 5. Let p > 0, uls = 0 and (f,yo,y1) € L*(L*(2)) x H(2) N
H?(2) x H}(£2). Then equation (2) admits a unique solution

y € D= H*(L*(2)) N C'(Hy(2)) N H (H?(12))
defined by the conditions: y(0) = yo, y:(0) = y1 and
for all ¢ € HY(2) a.e. in (0,T).
Moreover, the a priori estimate
lyllo < C (If 222y + 1Vvollzzc2) + 1 Avoll 22y + 1IVuillL2(2)) »
holds, where the constant C' = C(p) tends to infinity as p tends to zero.

Theorem 6. Let p > 0 and (f,yo,y1,u) € L*(L*(2)) x H'(£2) x L*(2) x
L?(X). Then equation (2) admits a unique very weak solution y € L*(L?(12)
defined by

(v, 9)1 = —(Y0,t(0)) + (y1,¢(0)) — (w, 0nC) 1 + p(u, Onle)r — p(Yo, AC(0))
+ p(Y0, 0nC(0)) + (f,C)1 for all v € L*(L*(2)),

where ¢ is the solution of
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{Ctt — AC+ pAG = v,
((T)=0, ¢T)=0, ([z=0.

Furthermore, the following estimate

lyll22c2)) < C (lullpzcsy + 1f 220y + vl @) + lvillcze))
holds, where the constant C' = C(p) tends to infinity as p tends to zero.

4 Optimal control problem

In this section we check Assumption 1 for the control problem under consi-
deration. Let yo € H(£2), y1 € L*(2) and f € L?(L*(£2)). Then we have the
following optimality system

Y — Ay — pAy, = f,

y(0) =wo, v:(0)=wy1, ylz=u,
pee — Ap + pAys = —G'(y),

p(T) =0, p(T)=0, plz=0,

oau+ A= —0npls,
A =max(0, A+ c(u —up)) + min(0, A + c(u — ugy))

for ¢ > 0, A € L?(X) and the solution p of the adjoint equation.

The operator ¢ defined in (3) turns out to be a continuous affine-linear
operator q: L*(X) — L?(X) with q(u) = —0,p.

However, Assumption 1 is not fulfilled for p = 0, see Example 1.

Ezample 1. We consider an one dimensional wave equation with Dirichlet
boundary control

Ytt — Yxox = 0 in (O7 1) X (O7 1),
y(t,0) = u(t), y(t,1)=0 in(0,1),
0

1
y(0,2) =0, u(0,2)=0 in (0,1)

with u € L?(0,1). Here, for a general control v € L?(0,1) it turns out that
q(u)(t) = —16(1 — t)u(t) for ¢t € (0,1), and therefore the image g(u) does not
have an improved regularity q(u) € L"(0,1) for r > 2, see [16]. This lack of
additional regularity is due to the nature of the wave equation. In the elliptic
as well as in the parabolic cases the corresponding operator g possess the
required regularity for Dirichlet boundary control, see [17].

For p > 0 Assumption 1 is true:

Theorem 7. For p > 0, the operator q defined in (3) satisfies q: L*(X) —
L™(X) with some r > 2.

For a proof we refer to [16]. Therein we apply Theorem 5 to derive an improved
regularity of 0,p.
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5 Discretization

In this section we present a short overview about the discretization of the
optimal control problem under consideration, for details we refer to [16]. Finite
element discretizations of the wave equations are analyzed, e.g., in [1, 2, 3, 6,
11, 14, 15]. Here, we apply a ¢G(1)cG(1) discretization, which is known to be
energy conserving.

For a precise definition of our discretization we consider a partition of the
time interval I = [0,7] as I = {0} U I; U--- U I} with subintervals I, =
(tm—1,tm] of size k,, and time points 0 =t < t; < -+~ <tp—1 <ty =T.

For spatial discretization we will consider two- or three-dimensional shape
regular meshes 7, = {K}, for details see [5].

Let V = H'(2) and V° = H}(£2). On the mesh 7}, we construct conform-
ing finite element spaces V;, C V and V}? C V% in a standard way:

Vi={veV|vgeQ (K)for KET, },
Vi ={veV’|vlk e Q'(K)for K€ T, },

where Q1(K) is a space of bi- or trilinear shape functions on the cell K.
We define the following space-time finite element spaces:

Xin = { ven € C(I, V) ’ vknlr, € P (Im, Vi) b
XPn = {vn € CUI V) | vinlr,, € P (Im, Vi) },
Xin = {vn € L*(I,V3) | vinlr,, € P°(Im, Vi) and ven(0) € Vi, },
X0 = {ven € L2(LVYO) | il € PO(In, V)P) and vy, (0) € Vi, },

where P"(I,,, V) denotes the space of polynomials up to degree r on I,
with values in V},.

For the definition of the discrete control space, we introduce the space of
traces of functions in Vj,:

Wh:{wh € H(50) ’wh:’y(vh),vh € Vh},

where y: H(£2) — H=(912) denotes the trace operator. Thus, we can define
U = { vgn € C(L, W) | vknl1,, € P (I, Wa) }.
For a function ug, € Uy, we define an extension g, € X, such that
Y(Urn(t, ) = ukn(t,) and g (t, z;) =0

on all interior nodes x; of T;, and for all t € I.
Then the discrete optimization problem is formulated as follows:

Minimize J(yi,, urn)



8 Axel Kréner, Karl Kunisch, and Boris Vexler

for ugp € Ugp N Uxq and ygp = (yihvyih) € (lgp + X,gh) X Xgp subject to

ap(Yin, &kn) = (f+ &)1 + (W1, &4 (0)) — (30, £21,(0))
for all &kp = (&4, &) € )}Igh x ka (5)

where the bilinear form a,: Xpn X Xgp X )N(kh X )N(kh — R is defined by

ap(y,g) = ap(y17y2a£17§2) = (8ty27£1)1 + (Vy17v€l)l + p(vy27V£1)I
+ 0y, €)1 — (¥7, €)1 + (42(0), £1(0)) — (y(0), £2(0)),

with y = (y!,9?) and & = (£1,£?) with a real parameter p > 0.

Remark 2. We approximate the time integrals in equation (5) piecewise by
the trapezoidal rule, thus the time discretization results in a Crank-Nicolson
scheme.

As on the continuous level equation (5) defines the corresponding discrete
solution operator Sy mapping a given control ug to the first component of
the state y,ﬁh. We introduce the discrete reduced cost functional

Jen(urn) = J(Skn(urn), urn)
and reformulate the discrete optimization problem as
Minimize jkh(ukh) for ugp € Upp N Uqq.

This optimization problem is solved using the semismooth Newton method
(primal-dual active set method) as described in Section 2 for the continuous
problem, see [16].

6 Numerical examples

In this section we present a numerical example illustrating our theoretical
results for the optimal control problem under consideration. All computations
are done using the optimization library RoDoBo [26] and the finite element
toolkit Gascoigne [7].

We specify the functional G in the following way: For a given function
ya € LA(L3(£2)) we define G(y) = 41y — yal[22 -

Then we consider the control problem for the following data:

1, > 0.5,
f(t,z) = { o . Ug=—018, up,=0.2, T=1,
ry, else

T x> 0.5 . .
ya(t,z) = { ! ! ,  yo(x) = sin(mrxy) sin(raz), y1(z) =0
—x1 else
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Table 1. Numbers of PDAS-iterations on the sequence of uniformly refined meshes
for different parameters « and p

a=10""* a=10"
Level N Mp=0p=01p=07p=0p=01p=0.7
1 16 2 4 3 5 4 4 5
2 64 4 5 4 3 4 4 3
3 256 8 5 5 4 5 4 4
4 1024 16 6 6 6 5 7 5
5 4096 32 11 7 7 9 6 5
6 16384 64 13 9 7 10 8 5

for t € [0,7) and = = (z1,72) € 2 = (0,1)2.

Table 1 illustrates the effect of damping introduced by the term —pAy;
on the number of PDAS steps. For @ = 0.01 and p = 0 we observe a mesh-
dependence of the algorithm. Moreover, the number of PDAS steps declines
for increasing value of p and stays nearly mesh independent for p > 0. Further-
more, we consider the effect of & on the number of PDAS steps. As expected
the number of iterations declines also for increasing .

Further numerical examples indicate that on a given mesh we have super-
linear convergence only for p > 0, see [16].
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