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a b s t r a c t

Optimal control for a system consistent of the viscosity dependent Stokes equations
coupled with a transport equation for the viscosity is studied. Motivated by a lack of
sufficient regularity of the adjoint equations, artificial diffusion is introduced to the
transport equation. The asymptotic behavior of the regularized system is investigated.
Optimality conditions for the regularized optimal control problems are obtained and again
the asymptotic behavior is analyzed. The lack of uniqueness of solutions to the underlying
system is another source of difficulties for the problem under investigation.
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1. Introduction

The focus of thiswork is to establish an approach for optimal controlmulti-phase fluid flow.More specificallywe consider
the problem

min J(η,u) =
1
2
‖η −η‖2

L2(Q ) +
α

2
‖Bu‖

2
L2(Q ), (1.1)

subject to
yt − div (η(∇y))+ ∇p = Bu,
div y = 0, y|∂Ω = 0, y|t=0 = y0,
ηt + y · ∇η = 0,
η|t=0 = η0.

(1.2)

Let us describe the various terms in this problem formulation. Here Ω is a bounded domain in R2 with smooth boundary,
time interval T > 0 is fixed and Q = (0, T ) × Ω . The spatio-temperally dependent vector field y presents the velocity of
the fluid, p its pressure, and η is the nonconstant viscosity of the fluid. Further y0 and η0 are the initial velocity and viscosity
respectively. The control variable is denoted by u, it may act on the subset Ω̃ ⊂ Ω . Control operator B is a bounded linear
operator from L2(L2(Ω̃)) to L2(Q ), which will be defined in a later section. The control problem consists in finding u such
that the corresponding state-control vector (y, η, p,u)minimizes J(η,u), where η̃ is given and fixed.
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If η̃ is chosen as η1 + (η2 −η1)χΩ̂ where χΩ̂ is the characteristic function of a set Ω̂ ⊂ Ω , then (1.1) and (1.2) represents
the problem of determining a control u such that the interface between the two fluids with viscosities η1 and η2 close to the
boundary ∂Ω̂ of Ω̂ .

One of the key issues in optimal controlwith partial differential equations as constraints consists in establishing existence
and first order necessary optimality conditions, which are expressed in the form of optimality systems. Here we shall
establish existence by means of a compensated compactness argument. To obtain an optimality system, one can rely on
a Lagrangian formalism, for example. Proceeding formally we introduce adjoint variables for the velocity, the pressure and
the viscosity and denote them by (z, q, ξ), and denote by ei(y, p, η) = 0, i = 1, 2, 3 the momentum, the mass, and the
transport equations respectively. Defining the formal Lagrangian

L(y, p, η,u; z, q, ξ) = J(η,u)+ ⟨z, e1(y, p, η)⟩ + ⟨q, e2(y, p, η)⟩ + ⟨ξ, e3(y, p, η)⟩,

and setting the first derivatives with respect to (y, p, η,u) equal to zero, we obtain formal adjoint equations
−zt − div (η∇z)− η∇ξ + ∇q = 0,
div z = 0, z|∂Ω = 0, z|t=T = 0,
−ξt + y · ∇ξ + ∇y : ∇z = −(η −η),
ξ |t=T = 0,

(1.3)

where ∇y : ∇z is the matrix inner product of Frobenius type, and the optimality condition:

αB∗Bu = B∗z. (1.4)

Combining the primal equations (1.2), the adjoint equations (1.3) and the optimality condition (1.4) provides the formal
optimality system. These equations are indeed only formal since the transport equations in (1.2) and (1.3) have no smoothing
properties. Hence z is strictly less regular in space thanH1 and ξ is strictly less regular in space than L1. The bilinear coupling
in (1.3) is the source of significant difficulties in analyzing this equation.

This lack of regularity of the adjoint equations motivates the introduction of a smoothing step. In the present work, we
introduce artificial diffusion to the transport equation, which results in

ηϵt − ϵ△ηϵ + yϵ · ∇ηϵ = 0, (1.5)

and investigate the optimal control problems for the regularized system.
Let us briefly outline the contents of the paper. In Section 2we gather technical results whichwill be used throughout the

remainder of the paper. The experienced reader can proceed directly to Section 3 where the regularized primal problems
are investigated. The existence of solutions for each ϵ > 0 is shown bymeans of Schauder’s fixed point theorem. It is further
shown that as ϵ → 0+ limit points of regularized solutions satisfy (1.2), where the solution concept for the transport
equations is that of regularized solutions in the sense of DiPerna–Lions (cf. [1]). In Section 4 the optimal control formulation
is studied. An optimality system is derived and convergence of the optimal control problems as ϵ → 0+ is investigated. The
lack of uniqueness of solutions to (1.1) significantly complicates this analysis.

The investigations of this paper can certainly be extended in several aspects. Similar results as presented here should
also hold true if the Stokes equations are replaced by the Navier Stokes equations with the nonconstant density function.
More involved cost-functionals, and cost functionals involving the velocity y can be treated by the same techniques as used
in this paper.

Finally let us give only a few comments on the multi-phase fluid model that is used in this paper. If η0 ∈ {η1, . . . , ηL},
with ηi constants strictly larger than zero, then the renormalized solution η(t, x) ∈ {η1, . . . , ηL} as well, see e.g. [2,3]. The
transport equation in (1.2) is a variational formulation, posed on all of the domain Ω , of the immiscibility condition along
the interfaces occupied by fluids with different viscosities, as proved in [2], Lemma 2.3. Of course, once the regularization
is introduced the solution ηϵ will not satisfy η(t, x) ∈ {η1, . . . , ηL}, but rather mushy regions will arise. In [4] an improved
model is investigated, which allows for shear rate dependent viscosities and which takes into consideration surface tension
along the interfaces of different fluids. A different analytic framework for (1.2) is based on viscosity solutions. Global
existence is shown in [5] under the assumption that the difference of the viscosities of two different fluids is sufficiently
small. Finally global existence to multiphase viscous flow is also investigated in [6], again under the condition that the
viscosities of the fluids in different phases do not differ too much.

2. Preliminaries and notations

LetΩ be an open bounded domain in R2 with Lipschitz boundary.We use standard notationWm,p andHm for the Sobolev
space, and we simplify the norm of Hm as ‖f ‖m = ‖f ‖Hm .

We will repeatedly use the following inequalities. The generic constant C does not depends on the choice of u.

• Poincaré inequality: For any u ∈ H1
0 or u ∈ H1

∩ L20, we have

‖u‖ ≤ C‖∇u‖.
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• Hölder inequality:∫
Ω

|fgh| ≤ ‖f ‖Lp‖g‖Lq‖h‖Lr

where p, q, r > 1 and 1
p +

1
q +

1
r = 1.

• Sobolev inequality:

‖u‖L4 ≤ C‖u‖1/2
‖u‖1/2

1 ,

‖u‖Lp ≤ C‖u‖1, for any 1 ≤ p < ∞,

whereΩ ⊂ R2;
• Gronwall’s inequality:

Let y(s)be a nonnegative, absolutely continuous function in [0, s] and satisfy for almost every s, the differential inequality:

y′(s) ≤ a(s)y(s)+ b(s), (2.1)

where a(s) and b(s) are nonnegative, summable functions in [0, s]. Then we have:

y(s) ≤ e
 s
0 a(τ )dτ

[
y(0)+

∫ s

0
b(τ )dτ

]
. (2.2)

• Aubin’s Lemma: (cf. [7])
Let X0, X1, X2 be Banach spaces such that

X0 ⊂ X1 ⊂ X2, Xi is reflexive for i = 0, 1,

and the injection of X0 into X1 is compact. Let 1 < pi < ∞, i = 0, 1. Then the space

W = Lp0(X0) ∩ W 1,p1(X2)

is compactly imbedded in Lp0(X1).

For the Stokes equation, the following divergence free spaces are useful.

V = {u ∈ C∞

0 (Ω), div u = 0},

H = V
L2

= {u ∈ L2, div u = 0,u · n = 0},

V = V
H1
0 = {u ∈ H1

0, div u = 0},

where H and V are equipped with the norm induced by L2 and H1
0. We identify the dual space of H as itself, and define

the dual space of V as V∗. We also introduce the projection operator P from L2 to its divergence free subspace H. By the
Helmholtz–Hodge decomposition theorem (cf. [8]), we have:

L2 = H ⊕ ∇H1.

Nowwe introduce time dependent function spaces. For any function f : [0, T ] → B, where B is a given Banach space, we
denote f ∈ Lp(0, T ; B) if

∫ T

0
‖f (t)‖p

Bdt < ∞, 1 ≤ p < ∞,

ess sup
0≤t≤T

‖f (t)‖B < ∞, p = ∞.

The norm is defined by ‖f ‖Lp(B) = (
 T
0 ‖f (t)‖p

B)
1/p for 1 ≤ p < ∞ and ‖f ‖L∞(B) = ess sup0≤t≤T ‖f (t)‖B. If f (0) ∈ B and

∂ f
∂t ∈ L2(B), we denote it by f ∈ H1(0, T ; B). We will use Q to represent the time-space domain, i.e.

Q = (0, T )×Ω.

For time dependent test functions, we denote:

VT = C1([0, T ],V), CT = C1([0, T ], C∞

0 (Ω)).

For any function f ∈ CT or f ∈ VT , we can define an operator γ0 by taking the initial data: γ0(f ) = f (0) or γ0(f) = f(0). We
will use this operator in Section 4.

The Stokes operator is defined as Λ : V → V∗, (∇y,∇v) = ⟨Λy, v⟩V∗,V, for all v ∈ V. Since the domain is regular, the
Stokes operator Λ can also be defined from H2

∩ V to H by Λy = −P△y. We will not distinguish the above two operators
and denote them both byΛ. One can verify the Stokes operator has the following properties (see [8]):

• Λ is positive, self-adjoint operator,
• Λ is bijective from V to V∗, hence it is an isomorphism from V to V∗,
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• ‖y‖1 ≈ ‖Λ1/2y‖ ≈ ‖Λy‖V∗ , for all y ∈ V,
• ‖u‖V∗ ≈ ‖Λ−1/2u‖ ≈ ‖Λ−1u‖1, for all u ∈ V∗,
• Λ is bijective from H2

∩ V to H, hence it is an isomorphism from H2
∩ V to H,

• ‖y‖2 ≈ ‖Λ1/2y‖1 ≈ ‖Λy‖, for all y ∈ H2
∩ V,

• ‖u‖ ≈ ‖Λ−1/2u‖1 ≈ ‖Λ−1u‖2, for all u ∈ H,

where ≈ means that the norms are equivalent.
The control operator B ∈ L(L2(L2(Ω̃)), L2(Q )), denotes the extension-by-zero operator into the domainΩ \ Ω̃ . Hence

B is an isometry from L2(L2(Ω̃)) to a subspace of L2(Q ), i.e.
‖u‖L2(L2(Ω̃)) = ‖Bu‖L2(Q ).

We denote two positive constantsm andM as the lower bound and upper bound of viscosity, and the initial viscosity η0
satisfies

0 < m ≤ η0(x) ≤ M < ∞.

The generic constants C and Ci only depend onΩ,m,M , T , the initial velocity y0, the initial viscosity η0 and external force.
C may be different in different cases, and Ci can be fixed in advance. Cϵ is also constant but may depend on the choice of ϵ.

3. Existence and convergence for the approximated system

Aswementioned in the introduction, the governing equation for themulti-phases immiscible incompressible fluid reads:

yt − div (η∇y)+ ∇p = Bu, (3.1)
div y = 0, (3.2)
y|∂Ω = 0, y|t=0 = y0, (3.3)
ηt + y · ∇η = 0, (3.4)
η|t=0 = η0 (3.5)

where y presents the velocity of the fluid, η is the viscosity of the fluid, y0 and η0 are the initial velocity and viscosity
respectively. To avoid the pressure term, we can put the system into the weak form: given Bu ∈ L2(V∗) and y0 ∈ H, find
(η, y) ∈ L∞(Q ) ∩ H1(H−1)× L2(V) ∩ H1(V∗), such that

yt − div (η∇y) = Bu, in L2(V∗),

ηt + y · ∇η = 0, in L2(H−1),

with the initial conditions (3.3) and (3.5). The existence of a solution can be found in [2,3].
We take a singular perturbation to the system (3.1)–(3.5) and arrive at the following approximating system:

yϵt − div (ηϵ(∇yϵ))+ ∇pϵ = Bu, (3.6)

div yϵ = 0, (3.7)

yϵ |∂Ω = 0, yϵ |t=0 = y0, (3.8)

ηϵt − ϵ△ηϵ + yϵ · ∇ηϵ = 0, (3.9)

ηϵ |t=0 = ηϵ0, ηϵ |∂Ω = m, (3.10)

where ϵ is a positive constant and ηϵ0 is an approximation of η0 which satisfies

m ≤ ηϵ0 ≤ M, a.e., ηϵ0 → η0 in L2(Ω) as ϵ → 0+. (3.11)

To avoid the pressure term,we can consider the following equivalent approximating system. GivenBu ∈ L2(V∗) and y0 ∈ H,
find (ηϵ, yϵ) ∈ L2(H1) ∩ L∞(Q ) ∩ H1(H−1)× L2(V) ∩ L∞(H) ∩ H1(V∗), such that

yϵt − div (ηϵ(∇yϵ)) = Bu, in L2(V∗), (3.12)

ηϵt − ϵ△ηϵ + yϵ · ∇ηϵ = 0, in L2(H−1), (3.13)

with the initial conditions and boundary conditions (3.8) and (3.10). Moreover, if Bu ∈ L2(Q ), y0 ∈ V and ηϵ0 −m ∈ H1
0 , we

find (ηϵ, yϵ) ∈ L2(H2) ∩ L∞(Q ) ∩ L∞(H1) ∩ H1(L2)× L2(H2) ∩ L∞(V) ∩ H1(H), such that,

yϵt − P(div (ηϵ∇yϵ)) = PBu, in L2(H), (3.14)

ηϵt − ϵ△ηϵ + yϵ · ∇ηϵ = 0, in L2(Q ), (3.15)

with the initial conditions and boundary conditions (3.8) and (3.10). The equivalence of (3.6)–(3.10) to (3.12)–(3.13) and
(3.14)–(3.15) is based on Helmholtz–Hodge decomposition theorem (cf. [8]). For simplicity, we will not distinguish the PDE
form with its variational form in the paper, i.e. the pressure is omitted in the statement and the proof.
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During this section, u is fixed as a given function. For simplicity we denoteBu by f. Thenwe have the following existence
and convergence results.

Theorem 3.1 (Existence for Fixed ϵ). For any given positive constant ϵ, f ∈ L2(V∗), y0 ∈ H, ηϵ0 ∈ L2 with m ≤ ηϵ0 ≤ M a.e.,
system (3.6)–(3.10) has at least one solution which satisfies (ηϵ, yϵ) ∈ L2(H1)∩ L∞(Q )∩H1(H−1)× L2(V)∩ L∞(H)∩H1(V∗),
moreover m ≤ ηϵ ≤ M.

The proof for existence is based on fixed point argument, and is given in Sections 3.1–3.3.

Theorem 3.2 (Convergence for ϵ → 0+). Assume that f ∈ L2(V∗), y0 ∈ H, and ηϵ0 satisfies (3.11) as ϵ → 0+. Let (ηϵ, yϵ)
∈ L∞(Q )∩H1(H−1)× L2(V)∩H1(V∗) be any solution of (3.6)–(3.10). Then there exists a sequence ϵn → 0+ such that yn → y
in L2(Q ), ηn → η in L2(Q ) and (η, y) ∈ L∞(Q ) ∩ H1(H−1) × L2(V) ∩ H1(V∗) satisfies the Eqs. (3.1)–(3.5), with m ≤ η ≤ M
and η is a renormalized solution.

The definition and property of renormalized solution can be found in [2]. The proof of convergence is given in Section 3.4.

3.1. A-priori estimate for the Stokes equation

We fix η as a measurable function satisfyingm ≤ η ≤ M , a.e. For the Stokes equation

yt − div (η∇y)+ ∇p = f, (3.16)
div y = 0, (3.17)
y|∂Ω = 0, y|t=0 = y0, (3.18)

existence and uniqueness of a weak solution can be obtained by standard argument similar to the constant viscosity case,
and we have the a-priori estimate

sup
0≤t≤T

‖y(t, ·)‖2
+

∫ t

0
‖y‖2

1 dt ≤ ‖y0‖ + C
∫ T

0
‖f‖2

V∗dt. (3.19)

Then yt can be estimated as:

‖yt‖V∗ = sup
v∈V

⟨yt , v⟩
‖∇v‖

= sup
v∈V

⟨f, v⟩ − (η∇y,∇v)
‖∇v‖

≤ ‖f‖V∗ + M‖∇y‖, (3.20)

and by virtue of (3.19), we have

‖yt‖L2(V∗) ≤ C‖f‖L2(V∗). (3.21)

We notice that the estimates (3.19) and (3.21) only depend on f, y0,Ω ,m andM . Hence there exists a constant C1 such that:

‖y‖L∞(H) + ‖y‖L2(V) + ‖yt‖L2(V∗) ≤ C1. (3.22)

To avoid the pressure term in the Stokes equations (3.16)–(3.18) and make the proof simple, we can rewrite the Stokes
equation in the following equivalent form: find y ∈ L2(V) ∩ L∞(H) ∩ H1(V∗)which satisfies

yt − div (η(∇y)) = f, in V∗

T

y|t=0 = y0.

3.2. A-priori estimate for the convection–diffusion equation

For ϵ > 0 as a fixed positive constant, and given ywhich satisfies (3.22), we consider the following convection–diffusion
equation:

ηt − ϵ△η + y · ∇η = 0, (3.23)

η|t=0 = ηϵ0, η|∂Ω = m. (3.24)

Existence and uniqueness of the weak solution can be obtained by standard arguments, and we have the following a priori
estimate:

‖η(t, ·)− m‖
2
+ 2ϵ

∫ t

0
‖∇η‖2

= ‖ηϵ0 − m‖
2. (3.25)

In fact, shifting η by a constant function m, we find that η̄ = η − m satisfies the same parabolic equation (3.23) with initial
condition ηϵ0 −m and homogenous Dirichlet boundary condition. Multiplying the resulting equation (3.23) by η̄ gives (3.25).
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By virtue the maximum principle for parabolic equations, we have

m ≤ η(t, x) ≤ M. (3.26)

The maximum principle we used here is Theorem 7.2 in [9] pp. 188. We need to check that the coefficient y = (y1, y2)
satisfies y2i ∈ L2(Q ), i.e., r = q = 2 in that theorem. From Sobolev’s inequality, we have∫ T

0

∫
Ω

y4i dxdt ≤

∫ T

0
‖y‖4

L4dt ≤ C
∫ T

0
‖y‖2

‖y‖2
1dt,

and since y ∈ L2(V) ∩ L∞(H), we obtain y2i ∈ L2(Q ).
We proceed to estimate the time derivatives:

‖ηt‖H−1 = sup
v∈H1

0

⟨ηt , v⟩

‖∇v‖
= sup

v∈H1
0

⟨ϵ△η − y · ∇η, v⟩

‖∇v‖

= sup
v∈H1

0

−ϵ(∇η,∇v)+ (yη,∇v)
‖∇v‖

= ‖yη − ϵ∇η‖.

With the help of (3.25), (3.26) and since y ∈ L2(V), we obtain

‖η‖L2(H−1) ≤ C . (3.27)

Since the constants in (3.25) and (3.27) only depend onm,M and C1, we can define two constants C2 and C2,ϵ such that

‖η‖L2(Q ) + ‖ηt‖L2(H−1) ≤ C2, (3.28)

‖η‖L2(H1) + ‖ηt‖L2(H−1) ≤ C2,ϵ, (3.29)

Similar to the Stokes equation, we can also rewrite Eqs. (3.23)–(3.24) in the following equivalent way: find η ∈ L2(H1) ∩

H1(H−1), such that

ηt − ϵ△η + y · ∇η = 0, in C∗

T ,

η|t=0 = η0, η|∂Ω = m.

3.3. Proof of Theorem 3.1

We will prove existence for the approximating system (3.6)–(3.10) by Schauder’s fixed point theorem (cf. [10]). Since ϵ
is fixed in Theorem 3.1, the notation η and y without subscript ϵ are used in the proof for simplicity of notation. We define
two Banach spaces as

E1 = L2(H1) ∩ H1(H−1), E2 = L∞(H) ∩ L2(V) ∩ H1(V∗). (3.30)

Let K1 ⊂ E1 and K2 ⊂ E2 be given by:

K1 = {η : ‖η‖E1 ≤ C2,ϵ, m ≤ η ≤ M a.e.}
K2 = {y : ‖y‖E2 ≤ C1},

where C1 and C2,ϵ are defined in estimates (3.22) and (3.29). For any η ∈ K1, the estimate (3.22) guarantees the existence
of a velocity y ∈ K2 to the Stokes equations (3.16)–(3.18). Similarly for any y ∈ K2, the estimates (3.26) and (3.29) imply
that the convection–diffusion equations (3.23)–(3.24) can be solved for a new viscosity ξ ∈ K1. This combined mapping is
defined as τ(η) = ξ and we note that τ maps K1 into itself. Theorem 3.1 follows directly from the following lemma.

Lemma 3.3. Let the same assumption hold in Theorem 3.1. Then the map τ defined as above is well-defined and has at least one
fixed point in K1.

Proof. Clearly τ is well-defined. Wewill prove existence for the fixed point. First we notice that K1 is a closed, bounded and
convex set in E1 and K2 is also a closed bounded set in E2. To apply Schauder’s fixed point theorem, we need to prove that τ
is continuous and compact. While proving these facts we always use the notation η → y → ξ (with or without subscript
n). The proof is based on the following claims:

1. If {ηn} ⊂ K1 is a weak convergent sequence in E1 with limit η, then there exists a subsequence {ynj} ⊂ K2 and y ∈ K2
such that ynj ⇀ yweak-star in E2.

2. If {yn} ⊂ K2 is a weak star convergent sequence in E2 with limit y, then there exists a subsequence {ξ nj} ⊂ K1 and ξ ∈ K1
such that ξ nj → ξ strongly in E1.
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3. Consider a sequence {an} in a Banach space B. If for any subsequence of {an} (denoted by {ani}), we can pick up a sub-
subsequence {anij } such that {anij } converges to a ∈ B in the strong or the weak or the weak-star topology, then {an}
converges to a in the same topology.

Proof of claim 1. Since m ≤ ηn ≤ M , a.e., estimate (3.22) implies that {yn} ⊂ K2. Hence we can choose a subsequence
{yni} (still denoted by {yn} for simplicity) and z ∈ K2, such that

yn ⇀ z in L2(V),
yn ⇀ z in L∞(H) in the weak-star topology,
ynt ⇀ zt in L2(V∗).

Since {ηn} ⊂ K1, Aubin’s lemma implies that there exists a subsequence (still denoted by ηn) which converges to η strongly
in L2(Q ). Then strong convergence of ηn in L2(Q ) and weak convergence of ∇yn in L2(Q ) imply convergence of ηn∇yn in the
distribution sense. By definition, yn solves the Stokes equation

ynt − div (ηn(∇yn)) = f in V∗

T .

After passage to the limit, for any test function v ∈ VT , we have

⟨ynt , v⟩Q → ⟨zt , v⟩Q ,
⟨div (ηn(∇yn)), v⟩Q = −⟨ηn(∇yn),∇v⟩Q

→ −⟨η(∇z),∇v⟩Q = ⟨div (η(∇z)), v⟩Q ,

and hence z satisfies the following equation

zt − div (η(∇z)) = f in V∗

T .

For the initial condition, we notice that E2 is compactly embedded into C([0, T ],V∗) (see [11]). Since yn|t=0 = y0 for all n,
we have z|t=0 = y0. Then uniqueness of the Stokes equation implies that z = y(η).

Proof of claim 2. Since {yn} ⊂ K2, inequality (3.29) implies that {ξ n} ⊂ K1. We can choose a subsequence (still denoted
by {ξ n}) and ψ ∈ K1 such that

ξ n ⇀ ψ in L2(H1),

ξ nt ⇀ ψt in L2(H−1).

By definition, ξ n satisfies the equation

ξ nt − ϵ△ξ n + yn · ∇ξ n = 0 in C∗

T .

Since yn ∈ K2, Aubin’s Lemma implies that there exists a subsequence (still denoted by yn) converging to y strongly in
L2(H). Then strong convergence of yn in L2(Q ) and weak convergence of ∇ξ n in L2(Q ) imply convergence of yn · ∇ξ n in the
distribution sense. After passage to the limit, for any test function φ ∈ CT , we have

⟨ξ nt , φ⟩Q → ⟨ψt , φ⟩Q ,

⟨△ξ n, φ⟩Q → ⟨△ψ, φ⟩Q ,

⟨yn · ∇ξ n, φ⟩Q → ⟨y · ∇ψ, φ⟩Q .

This implies that ψ satisfies the equation

ψt − ϵ△ψ + y · ∇ψ = 0 in C∗

T .

The initial condition can be treated similarly as in the proof of claim 1. Since E1 is compactly embedded into C([0, T ],H−1),
we have ψ |t=0 = ηϵ0 . The boundary condition can also be treated by shifting every function by the constant functionm and
replacing H1 by H1

0 in the proof. Then by virtue of the uniqueness of the convection–diffusion equation, we have ψ = ξ .
Now we need to prove the strong convergence of {ξ n} in E1. Defining ϕn

= ξ n − ξ, zn = yn − y, we find that ϕn satisfies

ϕn
t − ϵ△ϕn

+ zn · ∇ξ n + y · ∇ϕn
= 0,

with zero boundary and initial conditions. Multiplying ϕn on both sides of the above equation, we have

1
2

d
dt

‖ϕn
‖
2
+ ϵ‖∇ϕn

‖
2
+ ⟨zn · ∇ξ n, ϕn

⟩ = 0. (3.31)
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Since zn is divergence free andm ≤ ξ n ≤ M a.e., we have

⟨zn · ∇ξ n, ϕn
⟩ = −⟨znξ n,∇ϕn

⟩ ≤
ϵ

2
‖∇ϕn

‖
2
+ Cϵ‖zn‖2.

Substituting into (3.31) and integrating in time gives

sup
0≤t≤T

‖ϕn
‖
2
+

∫ T

0
‖ϕn

‖
2
1dt ≤ Cϵ

∫ T

0
‖zn‖2dt. (3.32)

The time derivative can be evaluated as

‖ϕn
t ‖H−1 = sup

v∈H1
0

⟨ϕn
t , v⟩

‖∇v‖
= sup

v∈H1
0

⟨−ϵ∇ϕn
+ ξ nzn + ϕnyn,∇v⟩

‖∇v‖

≤ ϵ‖ϕn
‖1 + M‖zn‖ + ‖yn‖1/2

L4
‖ϕn

‖
1/2
L4

≤ Cϵ(‖ϕn
‖1 + ‖zn‖ + ‖yn‖ ‖ϕn

‖1 + ‖yn‖1‖ϕ
n
‖).

Since yn ∈ K2, we have

‖ϕn
t ‖L2(H−1) ≤ Cϵ(‖ϕn

‖L2(H1) + ‖zn‖L2(Q ) + ‖ϕn
‖L∞(L2)).

By virtue of ‖zn‖L2(Q ) → 0, we conclude that ϕn
→ 0 strongly in X .

Proof of claim 3. See [12].
Proof of the lemma. Continuity of τ . Consider a sequence {ηn} ⊂ K1 and η ∈ K1, such that ηn → η in E1. By virtue of

claims 1 and 3, we obtain {yn} ⊂ K2, y ∈ K2 and yn ⇀ y in E2 in the weak star topology. Then by claims 2 and 3, we have
ξ n → ξ in E1 as desired. Compactness of τ follows from claims 1 and 2. �

3.4. Proof of Theorem 3.2

From Theorem 3.1, there exists at least one solution (ηϵ, yϵ) ∈ K1×K2 for the system (3.6)–(3.10). From estimates (3.22),
(3.25), (3.26) and (3.28), we have the a-priori estimates

m ≤ ηϵ ≤ M a.e., (3.33)

‖yϵ‖L∞(H) + ‖yϵ‖L2(V) + ‖yϵt ‖L2(V∗) ≤ C1, (3.34)

‖ηϵ(t, ·)− m‖ ≤ ‖ηϵ0 − m‖, ‖ηϵt ‖L2(H−1) ≤ C2. (3.35)

Since {(ηϵ, yϵ)} is a bounded set in L∞(Q ) ∩ H1(H−1) × L2(V) ∩ H1(V∗), we can find a subsequence which is denoted by
(ηn, yn) and (ξ , z) in L∞(Q ) ∩ H1(H−1)× L2(V) ∩ H1(V∗), such that

yn ⇀ z in L2(V),
ynt ⇀ zt in L2(V∗),

ηn ⇀ ξ in L∞(Q )weak star,
ηnt ⇀ ξt in L2(H−1).

We recall that (ηn, yn) satisfy the equations:

ynt − div (ηn(∇yn)) = f in V∗

T ,

ηnt − ϵn△ηn + yn · ∇ηn = 0, in C∗

T ,

with the same initial and boundary condition as (3.8) and (3.10). Since yn → z strongly in L2(Q ) by Aubin’s Lemma and
ηn ⇀ ξ in L2(Q ), we have ynηn converges to z ξ in the distribution sense. Choosing a test function φ ∈ CT in the convec-
tion–diffusion equation, we find for ϵn → 0+,

⟨ηnt , φ⟩Q → ⟨ξt , φ⟩Q , ϵn⟨△ηn, φ⟩Q = ϵn⟨ηn,△φ⟩Q → 0,
⟨yn · ∇ηn, φ⟩Q = −⟨ynηn,∇φ⟩Q → −⟨zξ,∇φ⟩Q = ⟨z · ∇ξ, φ⟩Q .

Hence (z, ξ) satisfies the transport equation

ξt + z · ∇ξ = 0, in C∗

T .
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Since L2(Q ) ∩ H1(H−1) is compactly embedded into C([0, T ],H−1), and ηϵ
n

0 → η0 in L2, the initial condition for ξ is η0. If
we restrict our test function to be zero at time T , i.e. {φ : φ ∈ CT , φ(T ) = 0}, one can check that∫ T

0

∫
Ω

ξ(φt + z · ∇φ)dxdt +

∫
Ω

η0φ(0)dx = 0.

According to Theorem 4.1 in [2], the weak solution ξ is also a renormalized solution and satisfies ‖ξ(t, ·)‖ = ‖η0‖. By the
property of renormalized solutions (choosing β(s) = (s−m)2 in [2]), we have ‖ξ(t, ·)−m‖ = ‖η0 −m‖ for a.e. t ∈ [0, T ].
Therefore by (3.35), we have

lim sup ‖ηn − m‖L2(Q ) ≤
√
T lim ‖ηϵ

n

0 − m‖ =
√
T‖η0 − m‖ = ‖ξ − m‖L2(Q ). (3.36)

Weak lower semi-continuous of norm implies that

lim inf ‖ηn − m‖L2(Q ) ≥ ‖ξ − m‖L2(Q ). (3.37)

Combining (3.36) and (3.37) leads to ‖ηn − m‖L2(Q ) → ‖ξ − m‖L2(Q ) and hence ηn → ξ in L2(Q ). Strong convergence of
ηn in L2(Q ) and weak convergence of ∇yn in L2(Q ) imply convergence of ηn∇yn in the distribution sense. For test functions
v ∈ VT , we have

⟨ynt , v⟩Q → ⟨zt , v⟩Q ,
⟨div (ηn∇yn), v⟩Q = −⟨ηn∇yn,∇v⟩Q

→ −⟨ξ∇z,∇v⟩Q = ⟨div (ξ∇z), v⟩Q .

Hence (z, ξ) satisfies the Stokes equation

zt − div (ξ(∇z)) = f in V∗

T .

Since L2(V) ∩ H1(V∗) is compactly embedded into C([0, T ],V∗), we have z|t=0 = y0. Hence (z, ξ) solves the system
(3.1)–(3.5). This implies Theorem 3.2.

Corollary 3.4. Consider the same assumption as in Theorem 3.2. Then we have

ηn → η, in Lp(Q ), 2 ≤ p < ∞.

Proof. Firstly we observe that if (3.11) is satisfied, then η0 ∈ [m,M] implies that

ηϵ0 → η0, in Lp(Ω), 2 ≤ p < ∞.

After shifting by a constant function m, we denote η̄ϵ = ηϵ − m. Hence η̄ϵ satisfies Eq. (3.9) with initial condition η̄ϵ |t=0
= ηϵ0 −m and zero Dirichlet boundary condition. It is known that η̄ϵ ∈ L∞(Q )∩ L2(H1). We can multiply |η̄ϵ |p−2η̄ϵ on both
sides of Eq. (3.9) (where ηϵ is replaced by η̄ϵ). Since ∇(|η̄ϵ |p−2η̄ϵ) = (p − 1)|η̄ϵ |p−2

∇η̄ϵ , we have

1
p

d
dt

∫
Ω

|η̄ϵ |pdx + ϵ(p − 1)
∫
Ω

|η̄ϵ |p−2
|∇η̄ϵ |2dx = 0.

This implies that ‖η̄ϵ(t)‖Lp(Ω) ≤ ‖ηϵ0 − m‖Lp(Ω). After passage to the limit and by the same argument as in the proof of
Theorem 3.2, we have ηn ⇀ η in Lp(Q ) and η is a renormalized solution. From the property of renormalized solutions
(choosing β(s) = |s − m|

p in [2]), we have ‖η(t, ·)− m‖Lp(Ω) = ‖η0 − m‖Lp(Ω), a.e. t ∈ [0, T ]. Therefore

lim sup ‖η̄n − m‖Lp(Q ) ≤ T 1/p lim ‖ηϵ
n

0 − m‖Lp(Ω) = T 1/p
‖η0 − m‖Lp(Ω) = ‖η − m‖Lp(Q ).

Together with weak lower semi-continuous of norm, this implies that ‖ηn −m‖Lp(Q ) → ‖η−m‖Lp(Q ) and hence ηn → η in
Lp(Q ). �

4. Optimal control formulation

The abstract formulation for the optimal control is:

min J(x,u), such that e(x,u) = 0, (4.1)

where J(x,u) is the cost functional, u and x are the control and state variables respectively, and e(x,u) = 0 denotes the
underlying equation. For our control problem, the state variable x = (η, y) and the control variable isu itself. The underlying
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equation is either system (3.1)–(3.5) or (3.6)–(3.10). The cost function is

J(η,u) =
1
2
‖η −η‖2

L2(Q ) +
α

2
‖Bu‖

2
L2(Q ), (4.2)

whereη is a given function in L2(Q ). The optimal control problem associated with the original equation is

Problem 4.1.

min J(η,u), such that Eqs. (3.1)–(3.5) hold.

We have existence for the above problem.

Theorem 4.2. Given y0 ∈ H,m ≤ η0 ≤ M a.e., there exists at least one optimal solution (η, y,u) for Problem 4.1, and (η, y,u)
∈ L∞(Q ) ∩ H1(H−1)× L2(V) ∩ H1(V∗)× L2(L2(Ω̃)).

Proof. Clearly Problem 4.1 is feasible, hencewe can find aminimal sequence (yn, ηn,un), i.e. limn→∞ J(ηn,un) = inf J(η,u)
such that (ηn, yn,un) solve (3.1)–(3.5) (we use the equivalent weak form to avoid the pressure term). By the definition of J
in (4.2), we know that {Bun

} is bounded in L2(Q ). Hence {un
}, {yn}, {ηn} are also bounded in L2(L2(Ω̃)), L2(V)∩H1(V∗) and

L∞(Q ) ∩ H1(H−1) respectively. After passing to the subsequence (still denote the subscript by n), we have

un ⇀ u in L2(L2(Ω̃)),
yn ⇀ y in L2(V) ∩ H1(V∗),

ηn ⇀ η weak star in L∞(Q ) ∩ H1(H−1).

We need to check that (y, η,u) satisfy Eqs. (3.1)–(3.5). Since yn → y in L2(Q ) by Aubin’s Lemma and ηn ⇀ η in L2(Q ), we
obtain that ynηn converges to yη in the distribution sense, hence the transport equation (3.4) is satisfied. The initial condition
can be obtained in a similar way as in Theorem 3.2. Hence η is a renormalized solution. By the property of renormalized
solution (cf. [2]), ‖ηn‖L2(Q ) =

√
T‖η0‖ = ‖η‖L2(Q ). This implies that ηn → η in L2(Q ). Together with ∇yn ⇀ ∇y in L2(Q ),

we have convergence of ηn∇yn in the distribution sense. Therefore the Stokes equations (3.1)–(3.2) are also satisfied. The
initial condition can be treated similarly as before. Therefore, Bun ⇀ Bu in L2(Q ) implies that (η, y,u) satisfies the
underlying equation. Lastly, since the norm ‖ · ‖L2(Q ) is a weakly lower semi-continuous functional, we obtain that (η,u)
provides a minimum for Problem 4.1. �

Now we move to the optimal control problem associated with the approximated system. We assume that y0 ∈ V,
ηϵ0−m ∈ H1

0 , then Eqs. (3.6)–(3.10) are equivalent to Eqs. (3.14)–(3.15) with the same initial condition. To avoid the pressure
term, we will use Eqs. (3.14)–(3.15). Denote

eϵ(η, y,u) =


eϵ1,1, eϵ1,2
eϵ2,1, eϵ2,2


=


yt − Pdiv (η∇y)− PBu, y(0)− y0
ηt − ϵ△η + y · ∇η, η(0)− ηϵ0


. (4.3)

Then the optimal control problems for the approximated system are given by:

Problem 4.3.

min J(η,u), such that eϵ(η, y,u) = 0.

Similar to Theorem 4.2, we have existence for optimal solution for Problem 4.3.

Theorem 4.4. Given y0 ∈ V, ηϵ0 − m ∈ H1
0 and m ≤ ηϵ0 ≤ M a.e., there exists at least one optimal solution (η, y,u) for

Problem 4.3, and (η − m, y,u) ∈ L2(H2
∩ H1

0 ) ∩ L∞(Q ) ∩ H1(L2)× L2(V) ∩ H1(V∗)× L2(L2(Ω̃)).

In the remainder of this section, we discuss the optimality system for Problem 4.3 and how Problem 4.3 approximates
Problem 4.1 when ϵ → 0+. Section 4.1 contains the regularity estimates for Eqs. (3.6)–(3.10). The theorems are stated in
Section 4.2, i.e. Theorem 4.9 for the optimality system and Proposition 4.10 for the limit property.

4.1. Regularity estimates

We will repeatedly use the following estimates.

Lemma 4.5.

y ∈ L2(H1) ∩ L∞(L2), η ∈ L2(H2) ∩ L∞(H1) ⇒ y · ∇η ∈ L2(Q ), (4.4)

y ∈ L∞(H1), η ∈ L2(H2) ∩ L∞(H1) ⇒ y · ∇η ∈ L3(Q ), (4.5)

y ∈ L2(H2) ∩ L∞(H1), η ∈ L2(H2) ∩ L∞(H1) ⇒ ∇η · ∇y ∈ L2(Q ). (4.6)
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Proof. The conclusions are based on the Hölder and Sobolev inequalities.∫ T

0

∫
Ω

|y · ∇η|2dxdt =

∫ T

0
‖y · ∇η‖2

L2dt ≤

∫ T

0
‖y‖2

L4‖∇η‖
2
L4dt

≤ C
∫ T

0
‖y‖ ‖y‖1‖η‖1‖η‖2dt ≤ C(‖y‖2

L∞(L2)‖y‖
2
L2(H1)

+ ‖η‖2
L∞(H1)

‖η‖2
L2(H2)

),∫ T

0

∫
Ω

|y · ∇η|3dxdt =

∫ T

0
‖y · ∇η‖3

L3dt ≤

∫ T

0
‖y‖3

L6‖∇η‖
3
L6dt

≤ C
∫ T

0
‖y‖3

1‖η‖1‖η‖
2
2dt,∫ T

0

∫
Ω

|∇η · ∇y|2dxdt =

∫ T

0
‖∇η · ∇y‖2dt ≤ C

∫ T

0
‖∇y‖2

L4‖∇η‖
2
L4dt

≤ C
∫ T

0
‖y‖1‖y‖2‖η‖1‖η‖2dt ≤ C


‖y‖2

L∞(H1)
‖y‖2

L2(H2)
+ ‖η‖2

L∞(H1)
‖η‖2

L2(H2)


. �

To obtain a higher order regularity result for the solution to the system (3.6)–(3.10), we need to assume that the initial
data y0 and ηϵ0 satisfying higher regularity properties. Besides (3.11), let

y0 ∈ V, ηϵ0 − m ∈ H1
0 (Ω) ∩ W 1,3(Ω). (4.7)

The existence result (Theorem 3.1) implies that for any u ∈ L2(H), there exists at least one (η, y) satisfies (3.6)–(3.10)
such that

y ∈ L2(V) ∩ L∞(H) ∩ H1(V∗), η ∈ L2(H1) ∩ L∞(Q ) ∩ H1(H−1). (4.8)

Taking the inner product of (3.9) with −△η, using

(y · ∇η,△η) ≤ ‖y‖L4‖∇η‖L4‖η‖2 ≤ Cϵ‖y‖2
‖y‖2

1‖η‖
2
1 +

1
2ϵ

‖△η‖2,

and estimate (4.8) and ηϵ0 ∈ H1, we have η ∈ L2(H2) ∩ L∞(H1). Hence ηt ∈ L2(Q ), and

η ∈ L2(H2) ∩ L∞(H1) ∩ H1(L2). (4.9)

After taking the time derivative in (3.9)

ηtt − ϵ△ηt + yt · ∇η + y · ∇ηt = 0,

and taking the inner product with ηt in the above equation,
1
2

d
dt

‖ηt‖ + ϵ‖∇ηt‖
2
+ ⟨yt · ∇η, ηt⟩ = 0.

Since

⟨yt · ∇η, ηt⟩ = −⟨ytη,∇ηt⟩ ≤
ϵ

2
‖∇ηt‖

2
+ Cϵ‖yt‖2,

we find

‖ηt‖
2

≤ Cϵ

∫ t

0
‖yt‖2

+ ‖ηt(0)‖2, (4.10)

where ‖ηt(0)‖ ≤ ϵ‖ηϵ0‖2 + ‖y0 · ∇ηϵ0‖ ≤ ϵ‖ηϵ0‖2 + C‖y0‖1‖η
ϵ
0‖2. Moving ηt in Eq. (3.9) to the right hand side, the elliptic

estimation gives

‖△η‖ ≤ Cϵ(‖ηt‖ + ‖y‖1). (4.11)

Now we move to higher order regularity estimates for the Stokes equation. First we consider the time independent Stokes
equation with nonconstant viscosity η.

Lemma 4.6. Suppose that η ∈ H2 and m ≤ η ≤ M a.e., and that y solves following Stokes equation

−div (η(∇y))+ ∇p = f, (4.12)
div y = 0, y|Ω = 0. (4.13)

Then we have

‖y‖2 ≤ C(‖f‖ + ‖η‖1‖η‖2‖f‖V∗). (4.14)
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Proof. First we have

‖y‖1 + ‖p‖ ≤ C‖f‖V∗ . (4.15)

Eq. (4.12) can be rewritten as

−△y −
∇η

η
· ∇y + ∇


p
η


+

p∇η
η2

=
f
η
.

WemultiplyΛy = −P△y on both sides of the above equation. Since
∇η

η
· ∇y,Λy


≤ C‖η‖

1/2
1 ‖η‖

1/2
2 ‖y‖1/2

1 ‖y‖1/2
2 ‖Λy‖,

p∇η
η2

,Λy


≤ C‖p‖1/2
‖p‖1/2

1 ‖η‖
1/2
1 ‖η‖

1/2
2 ‖Λy‖,

‖p‖1 ≤ ‖f‖ + M‖y‖2 + ‖∇η‖L4‖∇y‖L4 ≤ ‖f‖ + C‖y‖2 + C‖η‖
1/2
1 ‖η‖

1/2
2 ‖y‖1/2

1 ‖y‖1/2
2 ,

together with estimate (4.15) and the property of Stokes operator ‖y‖2 ≤ C‖Λy‖, we have
∇η

η
· ∇y,Λy


≤

1
4
‖Λy‖2

+ C‖η‖2
1‖η‖

2
2‖f‖

2
V∗ ,

p∇η
η2

,Λy


≤
1
4
‖Λy‖2

+ C‖η‖2
1‖η‖

2
2‖f‖

2
V∗ ,

u
η
,Λy


≤

1
4
‖Λy‖2

+ C‖f‖2.

Hence ‖y‖2 ≤ C(‖f‖ + ‖η‖1‖η‖2‖f‖V∗). �

We next consider the time dependent Stokes equations (3.6)–(3.8). Multiplying yt on both sides of (3.6) and noticing that
(yt ,∇p) = 0, we have

‖yt‖2
+

1
2

d
dt
(η∇y,∇y)−

1
2
⟨ηt∇y,∇y⟩ = (Bu, yt).

After moving yt to the right hand side, using Lemma 4.6 and

‖yt‖V∗ ≤ ‖Bu‖V∗ + C‖y‖1,

we find

‖y‖2 ≤ C(‖Bu‖ + ‖yt‖)+ C‖η‖1‖η‖2(‖Bu‖V∗ + ‖y‖1).

We also have the estimates

⟨ηt∇y,∇y⟩ ≤ C‖ηt‖ ‖y‖1‖y‖2 ≤ C‖ηt‖ ‖y‖1(‖Bu‖ + ‖yt‖)+ C‖ηt‖ ‖y‖1‖η‖1‖η‖2(‖Bu‖V∗ + ‖y‖1)

≤ C‖ηt‖
2
‖y‖2

1 + ‖Bu‖
2
+

1
2
‖yt‖2

+ C(‖y‖2
1‖η‖

2
1‖η‖

2
2 + ‖ηt‖

2
‖Bu‖

2
+ ‖ηt‖ ‖η‖1‖η‖2‖y‖2

1).

Defining β(t) =
 t
0 ‖yt‖2

+ ‖ηt(0)‖2, γ (t) = (η∇y,∇y), inequality (4.10) implies that ‖ηt‖ ≤ Cϵβ(t). Hence

d
dt
(β + γ ) ≤ Cϵ(‖ηt‖2

+ ‖η‖2
1‖η‖

2
2β + ‖Bu‖

2γ )+ ‖u‖
2

≤ Cϵ(‖ηt‖2
+ ‖η‖2

1‖η‖
2
2 + ‖Bu‖

2)(β + γ )+ ‖Bu‖
2.

Since we already have (4.9) and Bu ∈ L2(Q ), then by Gronwall inequality, we have yt ∈ L2(Q ) and y ∈ L∞(V). Hence
ηt ∈ L∞(L2) and η ∈ L∞(H2) (from (4.10) and (4.11)), which immediately gives y ∈ L2(H2). Summing up we have

y ∈ L2(H2) ∩ L∞(V) ∩ H1(H). (4.16)

To guarantee the existence for a Lagrange multiplier, we need a slight better estimation for η. Due to (4.9) and (4.16),
Lemma 4.5 implies y · ∇η ∈ L3(Q ). Then moving y · ∇η to right hand side for Eq. (3.9), and using Theorem 1.14 in [13]
and assumption (4.7), we obtain

η ∈ L3(W 2,3), ηt ∈ L3(Q ). (4.17)



K. Kunisch, X. Lu / Nonlinear Analysis 74 (2011) 585–599 597

Combining the results, we find

Theorem 4.7. Assume that (3.11) and (4.7) are satisfied. If Bu ∈ L2(Q ), then every solution of systems (3.6)–(3.10) satisfies:

y ∈ L2(H2) ∩ L∞(V) ∩ H1(H), η ∈ L3(W 2,3), ηt ∈ L3(Q ),

and

‖y‖L2(H2)∩L∞(V)∩H1(H) + ‖η‖L3(W2,3) + ‖ηt‖L3(Q ) ≤ C(‖Bu‖L2(Q )),

where C(·)maps bounded set to bounded set.

4.2. Optimal control problem associated with approximated equations

This section is devoted to deriving the first order optimality condition for Problem 4.3. Define the spaces

X1 = {φ : φ ∈ L3(W 2,3), φt ∈ L3(Q )}, (4.18)

Y1 = {v : v ∈ L2(H2) ∩ L∞(V) ∩ H1(H)}. (4.19)

By a standard embedding result (cf. [13]), X1 ⊂ L∞. Recalling (4.3) for the definition of the nonlinear map eϵ , we have

Lemma 4.8. For any fixed positive constant ϵ, the map eϵ acts from X1 × Y1 × L2(L2(Ω̃)) to

L2(H), V
L3(Q ), W1,3


. Moreover, it is

Frechet differentiable.

Proof. We first verify that e is well-defined. Recalling that γ0(η) = η(0) and γ0(y) = y(0). Here γ0 is continuous from X1
toW 1,3 (see e.g. Theorem 1.13 in [13]) and also continuous from Y2 to V (see e.g. [8]), then eϵ1,2 and eϵ2,2 are well defined. For
any given (η, y,u) ∈ X1 × Y1 × L2(L2(Ω̃)), by virtue of X1 ↩→ L∞(Q ) and Lemma 4.5, we have

(div (η∇y)) = η△y + ∇η · ∇y ∈ L2(Q ), y · ∇η ∈ L3(Q ).

Hence eϵ1,1 and eϵ2,1 lie in L2(H) and L3(Q ) respectively. Since eϵ1,2 and eϵ2,2 are linear operators, the differentiability is clear.
For eϵ1,1 and eϵ2,1, consider the linearized equation at point (η, y,u) as

d
dx


eϵ1,1(η, y,u)
eϵ2,1(η, y,u)


(δη, δy, δu) =


δyt − P(div (δη∇y))− P(div (η∇δy))− PBδu
δηt − ϵ△δη + δy · ∇η + y · ∇δη


. (4.20)

We will check that the linearized equation is indeed the Frechet derivative. By calculation,
eϵ1,1(η + δη, y + δy,u + δu)
eϵ2,1(η + δη, y + δy,u + δu)


−


eϵ1,1(η, y,u)
eϵ2,1(η, y,u)


−

d
dx


eϵ1,1(η, y,u)
eϵ2,1(η, y,u)


(δη, δy, δu) =


P(div (δη∇δy))
δy · ∇δη


.

Since

‖P(div (δη∇δy))‖L2(Q ) ≤ ‖δη‖L∞(Q )‖△δy‖L2(Q ) + ‖∇δη · ∇δy‖L2(Q ),

by X1 ↩→ L∞(Q ) and Lemma 4.5, we have

‖P(div (δη∇δy))‖L2(Q ) + ‖δy · ∇δη‖L3(Q ) ≤ C‖δη‖X1‖δy‖Y1 .

Recalling the definition of the Frechet derivative, we conclude that eϵ is differentiable with derivative eϵx . �

The existence of an optimal solution for Problem 4.3 was already obtained in Theorem 4.4. We let (η∗
ϵ , y

∗
ϵ ,u

∗
ϵ) be

one optimal solution. From Lemma 4.8, eϵ is differentiable, and hence eϵx(η
∗
ϵ , y

∗
ϵ ,u

∗
ϵ) also maps X1 × Y1 × L2(L2(Ω̃)) to

L2(H), V
L3(Q ), W1,3


. Moreover, this map is also surjective. In fact, for any


g1, q1
g2, q2


∈


L2(H), V
L3(Q ), W1,3


, we verify that there exists

(δη, δy, δu)which satisfies:
δyt − P(div (δη∇y∗

ϵ))− P(div (η∗

ϵ∇δy))− PBδu = g1
δηt − ϵ△δη + δy · ∇η∗

ϵ + y∗

ϵ · ∇δη = g2


, (4.21)

with initial condition
δy(0) = q1
δη(0) = q2


. (4.22)

One can choose δu = 0, then (4.21)–(4.22) is a coupled linear parabolic system. By a similar argument as in the previous
subsection, we have δy ∈ Y1 and δη ∈ L2(H2) ∩ L∞(H1). By Lemma 4.5, δy · ∇η∗

ϵ ∈ L3(Q ). Let δη solve the equation

δηt − ϵ△δη + y∗

ϵ · ∇δη = g2 − δy · ∇η∗

ϵ
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with initial condition q2 and zero boundary condition. A similar argument as in Theorem 4.7 implies δη ∈ X1 and surjectivity
follows. The surjectivity of eϵx(η

∗
ϵ , y

∗
ϵ ,u

∗
ϵ) implies there exists a Lagrange multiplier (z, ξ) ∈ L2(H)× L4/3(Q ), such that the

following Lagrangian

L(η, y,u, ξ , z) =
1
2
‖η −η‖2

L2(Q ) +
α

2
‖Bu‖

2
L2(Q ) + (z, yt − P(div (η∇y))− PBu)

+ ⟨ξ, ηt − ϵ△η + y · ∇η⟩L4/3(Q ),L3(Q ) (4.23)

has a stationary point (η∗
ϵ , y

∗
ϵ ,u

∗
ϵ , ξ , z), see e.g. [14]. In particular, we have

Lξ = 0, Lz = 0 ⇒ primal equation,
Lη = 0, Ly = 0 ⇒ adjoint equation,
Lu = 0 ⇒ optimal condition.

Expressing these facts in PDE form we obtain the following result.

Theorem 4.9. Let (η∗
ϵ , y

∗
ϵ ,u

∗
ϵ) denote an optimal solution of Problem 4.3 and let (ξ , z) be an associated Lagrange multiplier.

Then they satisfy the following equations.
Primal Equation:

yt − P(div (η∇y)) = PBu,
y|∂Ω = 0, y|t=0 = y0,
ηt − ϵ△η + y · ∇η = 0,
η|t=0 = ηϵ0, η|∂Ω = m.

Adjoint Equation (in the weak sense):

−zt − div (η∇z)− η∇ξ = 0,
−ξt − ϵ△ξ + y · ∇ξ + ∇y : ∇z = η −η,
z|t=T = 0, η|t=T = 0,

where ∇y : ∇z is the matrix inner product of Frobenius type.
Optimality Condition:

αB∗Bu = B∗z,

where the projection operator can be ignored due to z being also divergence free.

Next we consider the relation between the minimum of Problems 4.1 and 4.3. Let (η∗, y∗,u∗) and (η∗
ϵ , y

∗
ϵ ,u

∗
ϵ) be a

minimizer for Problems 4.1 and 4.3 respectively, and define

ȷ∗ = J(η∗,u∗), ȷϵ = J(η∗

ϵ ,u
∗

ϵ).

Then we have

Proposition 4.10.

ȷ∗ ≤ lim
ϵ→0+

ȷϵ .

Proof. Consider any convergent subsequence (η∗
n, y

∗
n,u

∗
n) for ϵ

n
→ 0+ (we use n to replace ϵn for simplicity), and suppose

it converges to triple (η, y,u)weak star in the space L∞(Q )∩H1(H−1)×L2(V)∩H1(V∗)×L2(L2(Ω̃)). By a similar argument
as in Theorem 3.2, one can find that (η, y,u) satisfies (3.1)–(3.5). By definition, we have

ȷ∗ ≤ J(η,u) ≤ lim
ϵn→0+

ȷn.

Since the above inequality holds for any convergence subsequence with ϵn → 0+, we have the conclusion. �

The following results involve the set of all solutions to (η, y,u) to (3.1)–(3.5) which are approximated by solutions of the
regularized system (3.6)–(3.10).

S = {(η, y,u) ∈ L∞(Q ) ∩ H1(H−1)× L2(V) ∩ H1(V∗)× L2(L2(Ω̃)), solution to (3.1)–(3.5) :

(η,u) = lim
ϵn
(ηϵn ,uϵn) in L2(Q )× L2(L2(Ω̃)), with lim

n→∞
ϵn = 0, and (ηϵ, yϵ, u) solution to (3.6)–(3.10)}.

If for u ∈ L2(L2(Ω̃)) the solution (η, y,u) to (3.1)–(3.5) is unique then it is an element of S.
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Proposition 4.11. If there exists an optimal solution (η∗, y∗,u∗) which lies in S then

ȷ∗ = lim
ϵ→0+

ȷϵ .

Proof. Wehave the lower bound from Proposition 4.10. To verify that equality prove that ȷ∗ ≥ limϵ→0+ ȷ
ϵ
. Since (η∗, y∗,u∗)

there exists a sequence ϵn such that (ηn, yn,un) solves system (3.6)–(3.10) with ϵ = ϵn, and (ηn,un) → (η∗,u∗) in the
strong topology of L2(Q )× L2(L2(Ω̃)). Hence

ȷn ≤ J(ηn,un) =
1
2
‖ηn −η‖2

L2(Q ) +
α

2
‖Bun

‖
2
L2(Q ) → J(η∗,u∗)= ȷ∗

By Proposition 4.10 and the notation un
= uϵn , liminf and limsup concide, and the limit is ȷ∗. �
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