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Abstract. Well-posedness of abstract quantum mechanical systems is considered and the ex-
istence of optimal control of such systems is proved. First order optimality systems are derived.
Convergence of the monotone scheme for the solution of the optimality system is proved.
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1. Introduction. We consider a quantum mechanical system with internal Hamil-
tonian H0 prepared in the initial state Ψ0(x), where x denotes the relevant spatial
coordinate. The state Ψ(x, t) satisfies the time-dependent Schrödinger equation (we
set h = 1). In the presence of an external interaction taken as an electric field, mod-
eled by a coupling operator with amplitude ε(t) ∈ R and a time-independent dipole
moment operator μ̂, the new Hamiltonian H0 − μ(t) gives rise to the control system

i
∂

∂t
Ψ(x, t) = (H0 − μ(t))Ψ(x, t), Ψ(x, 0) = Ψ0(x),(1.1)

where μ(t) = ε(t)μ̂. Here μ(t) represents a controlled Hamiltonian which can be a
distributed control. The optimal control approach (see, e.g., [MT], [PDR], [TKO],
[ZR]) allows us to assess the fitness of the final state Ψ(T ) to a prescribed goal. This
is achieved through the introduction of a performance index J which is maximized.
One possible choice for a cost functional is given by

J(μ) =
1

2
〈Ψ(T )|O|Ψ(T )〉 − α

2

∫ T

0

|μ(t)|2 dt,(1.2)

where α > 0 and O is the observable operator that encodes the goal. The larger the
value 〈Ψ(T )|O|Ψ(T )〉 is, the better the control objective is met. Here we used the
notation 〈Ψ(T )|O|Ψ(T )〉 =

∫
Ω

Ψ(T, x)OΨ(T, x) dx. The conditions that we utilize for
H0, μ(·) and O will be given in the following section. Maximization of 〈Ψ(T )|O|Ψ(T )〉
is at the price of a large laser influence

∫ T

0
|μ(t)|2 dt. The optimally controlled evolu-

tion must therefore balance between the expense for the laser influence and the desire
that the observable has an acceptably large value.
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OPTIMAL CONTROL OF SCHRÖDINGER EQUATION 275

An alternative cost is given by

J(μ) = −1

2

(
|Ψ(T ) − Ψ̄(T )|2 + α

∫ T

0

|μ(t)|2 dt
)
,

where Ψ̄ is a target state. Since |Ψ|L2 = 1, it is equivalent to

J(μ) = Re (Ψ, Ψ̄) − α

2

∫ T

0

|μ(t)|2 dt.(1.3)

In section 2 we shall establish well-posedness results for (1.1) based on a semi-
group framework in a form that will facilitate the optimal control treatment. Section 3
is devoted to the precise statement of the optimal control problem, including the class
of admissible control operators μ which are considered, and a proof for the existence of
optimal solutions. First order necessary optimality conditions are derived in section 4.
In section 5 we describe the monotone scheme for the general class of optimal problems
that is considered in this paper. Well-posedness and subsequential convergence of the
scheme are proved.

To point at some of the relevant literature for the problem under investigation we
mention the pioneering work of Rabitz and collaborators; see, e.g., [PDR], [ZR], and
the references given there. For existence of optimal controls we refer to [BP]. Differ-
ently from our semigroup approach, the work in [BP] is based on partial differential
equation techniques, and requires higher regularity in time. Many important aspects
of the monotone scheme for the solution of the optimality system were investigated
in, e.g., [MST], [MT], [S], [TKO]. However, except for [S], which treats the case of
scalar-valued controls, convergence proofs of the optimal controls and states have re-
ceived little attention so far. The technique of proof in [S] and in the present work are
different. While the key ingredient for the convergence proof in [S] is a convergence
result in [BMS] for the convolution of a Hilbert-space valued function with a sequence
of weakly convergent scalar-valued functions, our results are based on compactness
arguments. This allows for finite dimensional (in space) as well as infinite dimensional
(distributed) control action.

2. Well-posedness. Setting Ψ(t, x) = Ψ1(t, x) + Ψ2(t, x) and Ψ = (Ψ1,Ψ2),
system (1.1) can equivalently be written as

∂

∂t
Ψ1(t, x) = (H0 − μ(t)) Ψ2(t, x),

∂

∂t
Ψ2(t, x) = −(H0 − μ(t)) Ψ1(t, x) for (t, x) ∈ (0, T ] × Ω.

(2.1)

Here T > 0 and Ω = R
n or Ω is a bounded subset of R

n. The behavior of Ψ at the
boundary of Ω is defined through the domain of the operator H0. We refer to section
3 for specific examples. Throughout it is assumed that H0 is a densely defined,
self-adjoint positive semidefinite operator in a real Hilbert space H, consisting of
functions defined over the domain Ω. Typically H is L2(Ω). If H0 satisfies the
above assumptions it is necessarily closed. We define the closed linear operator A0 in
X = H ×H by

A0 =

⎛⎝ 0 H0

−H0 0

⎞⎠ ,
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276 KAZUFUMI ITO AND KARL KUNISCH

with dom (A0) = dom (H0) × dom (H0). Note that A0 is skew-adjoint, i.e.,

(A0Ψ, Ψ̂) = −(A0Ψ̂,Ψ) for all Ψ, Ψ̂ ∈ dom (A0).

Consequently by Stone’s theorem [HP] A0 generates a C0-group S(t) on X satisfying
|S(t)Ψ|X = |Ψ|X for all Ψ ∈ X and t ≥ 0. Let

V = dom (H
1
2
0 ) and V = V × V.

Then H0 ∈ L(V, V ∗) and thus A0 ∈ L(V,V∗), where

V ∗ and V∗ = V ∗ × V ∗

denote the dual space of V and V, respectively, with H and X as pivot spaces. V is
equipped with

|φ|2V = 〈H0φ, φ〉V ∗×V + |φ|2H

as norm. Then the restriction of S(t) to V is again a C0-group. The dual S∗(−t) is
the extension of S(t) to V∗ and forms a C0-group on V∗. Moreover, for the extension
group on V∗ the domain of the generator is given by domV∗(A0) = V∗.

Suppose that μ(t) ∈ L(H) is self-adjoint for almost every t ∈ (0, T ) and define

B(t) =

⎛⎝ 0 μ(t)

−μ(t) 0

⎞⎠ .

In the context of an external interaction with an electric field, as mentioned in the
introduction, μ(t) = ε(t)μ̂, where ε denotes a scalar-valued amplitude and μ̂ = μ̂(x)
is a multiplication operator representing the dipole moment [MT], [MST], [ZR].

By a fixed point argument it can be argued that for every T > 0, μ ∈ L2(0, T ;L(H)),
and Ψ0 ∈ X there exists a unique mild solution Ψ ∈ C(0, T ;X) to (2.1) satisfying

Ψ(t) = S(t)Ψ0 −
∫ t

0

S(t− s)B(s)Ψ(s) ds for t ∈ [0, T ].(2.2)

Here C(0, T ;X) stands for C([0, T ];X). Moreover, if Ψ̂ ∈ C(0, T ;X) denotes the
mild solution to (2.1) corresponding to (Ψ̂0, μ̂) ∈ X×L2(0, T ;H), then by Gronwall’s
inequality

|Ψ − Ψ̂|C(0,T ;X) ≤ M̃

(
|Ψ0 − Ψ̂0|X +

∫ T

0

|μ(t) − μ̂(t)|L(H) dt

)
,(2.3)

for a constant M̃ depending continuously on |μ|L1(0,T ;L(H)) and |Ψ0|X .
Theorem 2.1. If Ψ0 ∈ V and μ ∈ L2(0, T ;L(V )∩L(H)), then the mild solution

Ψ ∈ C(0, T ;X) to (2.2) satisfies

Ψ(t) ∈ H1(0, T ;V∗) ∩ C(0, T ;V)

and

d

dt
Ψ(t) = (A0 −B(t))Ψ(t) a.e. in (0, T ).
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OPTIMAL CONTROL OF SCHRÖDINGER EQUATION 277

Moreover |Ψ(t)|X = |Ψ0|X for all t ∈ [0, T ];

|Ψ(t)|V ≤ K1 exp

(
K2

∫ t

0

|μ(s)|L(V ) ds

)
|Ψ0|V

for constants Ki independent of μ and Ψ0, and for some M1 depending continuously
on its arguments∣∣∣∣ ddtΨ(t)

∣∣∣∣
L2(0,T ;V∗)

≤ M1 (|μ|L2(0,T ;L(V)∩L(H)), |Ψ0|V).(2.4)

Proof. Consider

A0Ψ(t) = S(t)A0Ψ0 −
∫ t

0

S(t− s)A0B(s)Ψ(s) ds in V∗.(2.5)

Adding this equation to (2.2) we find the a priori estimate

|Ψ(t)|V ≤ K1|Ψ0|V + K2

∫ t

0

|B(s)|L(V)|Ψ(s)|V ds

for embedding constants K1,K2. By Gronwall’s inequality we have

|Ψ(t)|V ≤ K1|Ψ0|V exp

(
K2

∫ t

0

|μ(s)|L(V ) ds

)
for t ∈ (0, T ).

This estimate allows us to verify existence of a solution to (2.5) in C(0, T ;V), which co-
incides with the solution to (2.2). By construction we have that Ψ ∈ C(0, T ; domV∗(A0)).
It follows with standard arguments (see, e.g., [P, p. 107]) applied to (2.2) that Ψ is
differentiable almost everywhere in (0, T ) and that

d

dt
Ψ(t) = A0Ψ(t) −B(t)Ψ(t) in V∗ for a.e. in (0, T ).

Hence Ψ ∈ H1(0, T ;X) ∩ C(0, T ;V). In fact we have∣∣∣∣ ddtΨ
∣∣∣∣
L2(0,T ;V∗)

≤ K(|Ψ|L2(0,T ;V) + |μ|L2(0,T ;L(H))|Ψ|C(0,T ;H)),

which implies (2.4). Since

1

2

d

dt
|Ψ(t)|2X =

〈
d

dt
Ψ(t),Ψ(t)

〉
V∗,V

= 〈(A0 −B(t)) Ψ(t),Ψ(t)〉V∗,V = 0

for a.e. t ∈ (0, T ), it follows that |Ψ(t)|X = |Ψ0|X for all t ∈ [0, T ].

3. Existence of an optimal solution. In this section we provide sufficient
conditions for the existence of a solution to{

max J(μ) over μ ∈ L2(0, T ;U)

subject to (2.2),
(3.1)

where J(μ) = 1
2 〈Ψ(T )|O|Ψ(T )〉− α

2

∫ T

0
|μ(t)|2 dt, with O ∈ L(X)∩L(V) a self-adjoint

positive definite operator. Here 〈Ψ(T )|O|Ψ(T )〉 stands for (Ψ(T ), OΨ(T ))X , with
(·, ·)X denoting the inner product in X.
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278 KAZUFUMI ITO AND KARL KUNISCH

Here U is a closed Hilbert space continuously embedded in {μ ∈ L(H) ∩ L(V ) :
μ is self-adjoint}. We assume that there exists a closed subspace H1 ⊂ H such that
for X1 = H1 ×H1 we have

V ∩X1 is compactly embedded into X(3.2)

and

|Ψ|L2(0,T ;V∩X1) ≤ M (|Ψ0|V∩X1 , |μ|L2(0,T ;U)),(3.3)

where M depends continuously on its arguments, and Ψ denotes the solution to (2.2).
Since

J(μ) → −∞ as |μ|L2(0,T ;U) → ∞,

there exists a maximizing sequence {μn} to (3.1), i.e.,

lim
n→∞

J(μn) = sup
μ∈L2(0,T ;U)

J(μ) and |μn|L2(0,T ;U) ≤ K,

for some K independent of n. Hence there exists a subsequence of {μn} denoted by
the same symbol and μ̄ ∈ L2(0, T ;U) such that

μn → μ̄ weakly in L2(0, T ;U).(3.4)

By (2.4) and (3.3) the sequence {Ψn} is bounded in L2(0, T ;X1∩V) and the sequence
{ d
dtΨn} is bounded in L2(0, T ;V∗), where Ψn = Ψ(μn) denotes the solution to (2.2)

with μ replaced by μn. By Aubin’s lemma, e.g., [CF], there exists Ψ̄ ∈ H1(0, T ;V∗)∩
L2(0, T ;V ∩X1) such that for a further subsequence

Ψn → Ψ̄ strongly in L2(0, T ;X)(3.5)

and weakly in L2(0, T ;V). For ϕ and ψ in X the mapping B → (Bϕ,ψ)X , B ∈ U,
defines a bounded linear functional in U . Hence by the Riesz representation theorem
there exists F = F (ϕ,ψ) ∈ U such that

(Bϕ,ψ)X = (F (ϕ,ψ), μ)U for all μ ∈ U, where B =

(
0 μ
−μ 0

)
.(3.6)

Note that F : X ×X → U is a continuous, bilinear mapping satisfying

F (ϕ,ψ) = −F (ψ,ϕ).

Moreover, if ψn → ψ strongly in L2(0, T ;X) and ϕn → ϕ strongly in C(0, T ;X) we
have

F (ϕn, ψn) → F (ϕ,ψ) in L2(0, T ;U).(3.7)

Taking the inner product in L2(0, T ;X) of

Ψn(t) = S(t)Ψ0 −
∫ t

0

S(t− s)Bn(s) Ψn(s) ds

D
ow

nl
oa

de
d 

12
/2

9/
14

 to
 1

43
.5

0.
47

.5
7.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

://
w

w
w

.s
ia

m
.o

rg
/jo

ur
na

ls
/o

js
a.

ph
p



OPTIMAL CONTROL OF SCHRÖDINGER EQUATION 279

with an arbitrary Φ ∈ L2(0, T ;X) implies that∫ T

0

(Ψn(t),Φ(t))X dt =

∫ T

0

(S(t)Ψ0,Φ(t))X dt

+

∫ T

0

(
F

(∫ T

·
S∗(t− ·)Φ(t) dt,Ψn

)
, Bn

)
U

ds.

From (3.4), (3.5), and (3.7) we deduce that∫ T

0

(Ψ(t),Φ(t))X dt =

∫ T

0

(S(t)Ψ0,Φ(t))X dt

+

∫ T

0

(
F

(∫ T

·
S∗(t− ·)Φ(t) dt,Ψ

)
, B

)
U

ds

=

∫ T

0

(S(t)Ψ0,Φ(t))X dt

−
∫ T

0

(∫ t

0

S(t− s)B(s) Ψ(s) ds,Φ(t)

)
X

dt.

Since Φ was arbitrary we find

Ψ̄(t) = S(t)Ψ0 −
∫ t

0

S(t− s) B̄(s) Ψ̄(s) ds,

and thus Ψ̄ is the unique solution to (2.2) with μ replaced by μ̄.

We next verify that

Ψn(T ) → Ψ̄(T ) strongly in X.(3.8)

For this purpose set Φn = Ψn − Ψ̄, and choose K such that

max(|Φn|L2(0,T ;V∗), |Φn|C(0,T ;V∩X1)) ≤ K.

Due to (3.2) there exists [CF, p. 96], for every ε > 0, a constant cε such that

|Φn(T )|X ≤ ε|Φn(T )|V∩X1 + cε|Φn(T )|V∗ ≤ εK + cε|Φn(T )|V∗ .(3.9)

By Hölder’s inequality we have

| Φn(T )|V∗ =

∣∣∣∣∣1ε
∫ T

T−ε

Φn(s) ds +
1

ε

∫ T

T−ε

(s− T + ε)
d

ds
Φ′

n(s) ds

∣∣∣∣∣
V∗

≤ 1

ε

∣∣∣∣∣
∫ T

T−ε

Φn(s) ds

∣∣∣∣∣
V∗

+
1

ε

(∫ T

T−ε

(s− T + ε)2 ds

) 1
2
(∫ T

T−ε

∣∣∣∣ ddsΦ′(s)

∣∣∣∣
V∗

ds

) 1
2

≤ 1

ε

∣∣∣∣∣
∫ T

T−ε

Φn(s) ds

∣∣∣∣∣
V∗

+

√
εK√
3

,
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280 KAZUFUMI ITO AND KARL KUNISCH

and with (3.9)

|Φn(T )|X ≤ εK +

√
εK√
3

+
1

ε

∣∣∣∣∣
∫ T

T−ε

Φn(s) ds

∣∣∣∣∣
V∗

.

Since Φn → 0 weakly in L2(0, T ;V) we have 1
ε |
∫ T

T−ε
Φn(s) ds|V∗ → 0 as n → ∞ for

every fixed ε > 0. We conclude that (3.8) holds.
Weak lower-semicontinuity of norms and (3.8) imply that

J(μ̄) ≥ sup
μ

J(μ)

and hence μ̄ is an optimal solution to (3.1). We thus proved the following result.
Theorem 3.1. If Ψ0 ∈ X1∩V and (3.2), (3.3) hold, then (3.1) admits a solution

μ̄ ∈ L2(0, T ;U).
Example 3.1. The control space in (3.1) is U = L2(0, T ;U). Here we consider the

special case of a scalar-valued control coupling a time-dependent control amplitude ε
with a fixed time-independent self-adjoint moment operator μ̃ ∈ L(V ) ∩ L(H), i.e.,
we consider the closed subspace of U given by

Û = {εμ̃ : ε ∈ L2(0, T ; R)},

which is isomorphic to L2(0, T ; R). In this case U is the one dimensional space {εμ̃ :
ε ∈ R}, which is endowed with the inner product of R. The resulting control cost is
α
2

∫ T

0
|ε(t)|2dt and the bilinear mapping F : X ×X → U = R is given by

F (φ, ψ) = (B̃φ, ψ)X = (μ̃(φ2), ψ1)H − (μ̃(φ1), ψ2)H ,

with B̃ = ( 0 μ̃
−μ̃ 0 ). The resulting optimality condition has the form

αε̄ + (B̃Ψ̄(t), χ̄)X = 0.

Example 3.2. Let H = L2(Ω)/R with Ω = (0, 1) and H0 = −Δ with periodic
boundary conditions. Then V = H1

P (Ω), the space of H1(Ω) functions with periodic
boundary conditions φ(0) = φ(1). The control space is taken as multiplication oper-
ators by elements μ ∈ H1

P (Ω) and we identify U with H1(Ω)p. Note that φ → μφ
defines a self-adjoint element in L(H) ∩ L(V ), since H1(Ω) is a Banach algebra in
dimension one. For φ ∈ X = H ×H and ψ ∈ X = H ×H the element F (φ, ψ) ∈ V
is the solution to

(F (φ, ψ), μ)H1 = (μφ2, ψ1)H − (μφ1, ψ2)H for all μ ∈ V.

Thus the optimality condition can be expressed as

αμ(t) + (−Δ + I)−1(Ψ2(t)χ1(t) − Ψ1(t)χ2(t)) = 0,

where Ψ, χ ∈ C(0, T ;V). Note that this implies additional spatial regularity of the
optimal solution.

Example 3.3. Let H0, H, V, and Ω be as in the previous example. Define

Ũ = {μ̃ ∈ L2(Ω) : μ̃(x) = μ̃(−x) for x ∈ Ω}
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OPTIMAL CONTROL OF SCHRÖDINGER EQUATION 281

endowed with the canonical inner product. Each μ̃ can be uniquely identified with a
self-adjoint operator μ ∈ L(H) given by

μ(φ)(x) =

∫
Ω

μ̃(x− y)φ(y) dy,

where μ̃ is extended periodically from Ω to R. All such operators also satisfy μ ∈ L(V ).
The set of all these operators constitutes the control space U . The resulting penalty
term in the cost functional J has the form

α

2

∫ T

0

|μ̃(t, ·)|2L2(Ω) dt.

Using symmetry of μ̃ it can be shown that for φ, ψ in X = H × H the element
F ∈ L2(Ω) satisfying

(F (φ, ψ), μ̃)L2(Ω) = (μφ2, ψ1)L2(Ω) − (μφ1, ψ2)L2(Ω) for all μ ∈ U

is given by

F (φ, ψ)(x) =
1

2

∫
Ω

(
φ2(y)ψ1(x + y) + φ2(y)ψ1(−x + y)

− φ1(y)ψ2(x + y) − φ1(y)ψ2(−x + y)
)
dy.

The resulting optimality condition is

αμ̃(t, x) +
1

2

∫
Ω

(
Ψ2(t, y)χ1(t, x + y) + Ψ2(t, y)χ1(t,−x + y)

− Ψ1(t, y)χ2(t, x + y) − Ψ1(t, y)χ2(t,−x + y)
)
dy = 0.

Analogous results can be obtained with Ω = (0, 1) replaced by bounded cubes in R
n

with H0 satisfying periodic boundary conditions, or with Ω = R
n.

Example 3.4. Let H0 = −Δ in H = L2(Rn). Then H0 is densely defined
with dom(H0) = H2(Rn) and self-adjoint (see, e.g., [K]), with spectrum consisting of
continuous spectrum given by [0,∞). We set H = {ϕ ∈ L2(Rn) :

∫
Rn(1+ |x|2)ϕ(x)2 <

∞}. To verify (3.2) let {fn}∞n=1 be a bounded sequence in H1 = V ∩H = dom(H
1
2
0 )∩H.

For r ∈ N set Ωr = {x ∈ R
n : |x|Rn ≤ r}. Extract a subsequence of {fn} that

converges weakly in H1 to some f ∈ H1. Using compactness of {φ|Ωr
: φ ∈ V } in

L2(Ωr) successively extract further subsequences whose restriction to Ωr converges
strongly in L2(Ωr) to f , for r = 1, 2, . . . . Let {fnk

} denote the sequence which arises
from diagonalization of the above procedure. The restriction to Ωr of this sequence
converges strongly in L2(Ωr) to the restriction of f to Ωr for each r ∈ N . Strong
convergence of {fnk

} to {f} in L2(Rn) follows from the following estimate:∫
Rn

|f − fnk
|2 dx =

∫
Ωr

|f − fnk
|2 dx +

∫
Rn\Ωr

|f − fnk
|2 |x|2 dx

|x|2

≤
∫

Ωr

|f − fnk
|2 dx +

1

r2

∫
Rn\Ωr

|f − fnk
|2|x|2 dx ≤

∫
Ωr

|f − fnk
|2 dx +

4

r2
C,

where C is the common bound for {fnk
} and f in H1. Hence dom(H

1
2
0 ) ∩ H is

compactly embedded in H and (3.2) follows.
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282 KAZUFUMI ITO AND KARL KUNISCH

Turning to (3.3), consider, for X = L2(Rn) × L2(Rn),

〈 d
dtΨ(t), |x|2Ψ(t)〉 = 1

2
d
dt 〈Ψ(t), |x|2Ψ(t)〉

= 〈A0Ψ(t), |x|2Ψ(t)〉 − (B(t)Ψ(t), |x|2Ψ(t))X

= (−ΔΨ2, |x|2Ψ1)H + (ΔΨ1, |x|2Ψ2)H − ((μ(t)Ψ2, |x|2Ψ1)H − (μ(t)Ψ1, |x|2Ψ2)H)

= 2(∇Ψ2(t), xΨ1(t))H − 2(∇Ψ1(t), xΨ2(t))H

≤ |∇Ψ1(t)|2H + |∇Ψ2(t)|2H +
∣∣ |x|Ψ1(t)

∣∣2
H

+
∣∣ |x|Ψ2(t)

∣∣2
H
,

and hence

1

2

d

dt

∣∣ |x|Ψ(t)
∣∣2
X

≤ K|Ψ|2V +
∣∣ |x|Ψ(t)

∣∣2
X

for a constant K satisfying |∇φ| ≤ K|φ|V for all φ ∈ V. Gronwall’s inequality and
Theorem 2.1 imply the existence of a constant M̃ = M̃(|Ψ0|V∩X1

, |B|L2(0,T ;L(V)∩L(X)))
such that

|Ψ|C(0,T ;V∩X1) ≤ M̃,

which, in particular, implies (3.3).

4. Necessary optimality condition. We now derive a first order necessary
optimality system for (3.1).

Theorem 4.1. Let (μ̄, Ψ̄) = (μ̄, Ψ(μ̄)) be an optimal pair for (3.1) and assume
that Ψ0 ∈ V and O Ψ̄(T ) ∈ V. Then

d
dt Ψ̄(t) = (A0 − B̄(t))Ψ̄(t), Ψ̄(0) = Ψ0 (primal equation),

d
dt χ̄(t) = (A0 − B̄(t))χ̄(t), χ(T ) = OΨ̄(T ) (adjoint equation),

αμ̄(t) + F (Ψ̄(t), χ̄(t)) = 0 (optimality),

where the adjoint state satisfies χ̄ ∈ H1(0, T ;V∗) ∩ C(0, T ;V) and B̄ =
(

0 μ̄
−μ̄ 0

)
.

Proof. For any μ ∈ L2(0, T ;U) we have

J(μ) − J(μ̄) = −α (μ̄, μ− μ̄)L2(0,T ;U) −
α

2
|μ− μ̄|2L2(0,T ;U)

+(Ψ(T ) − Ψ̄(T ), OΨ̄(T ))X +
1

2
(Ψ(T ) − Ψ̄(T ), O(Ψ(T ) − Ψ̄(T )) )X .

Let χ̄(t) ∈ H1(0, T ;V∗) ∩ C(0, T ; domV) be the solution to the adjoint equation

d

dt
χ̄(t) = (A0 − B̄(t))χ̄(t), χ(T ) = OΨ̄.

Then,

(Ψ(T ) − Ψ̄(T ), OΨ̄(T )) =

∫ T

0

〈
d

dt
(Ψ(t) − ¯Ψ(t)), χ̄(t)

〉
+

〈
Ψ(t) − ¯Ψ(t),

d

dt
χ̄(t)

〉
dt

=

∫ T

0

[〈(A0 −B(t))Ψ(t) − (A0 − B̄(t))Ψ̄(t), χ̄(t)〉 + 〈Ψ(t) − Ψ̄(t), (A0 − B̄(t))χ̄(t)〉] dt

= −
∫ T

0

((B(t) − B̄(t))Ψ(t), χ̄(t))X dt

= −
∫ T

0

(
(B(t) − B̄(t))(Ψ(t) − Ψ̄(t)), χ̄(t)

)
X
dt−

∫ T

0

(
(B(t) − B̄(t))Ψ̄(t), χ̄(t)

)
X
dt,
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OPTIMAL CONTROL OF SCHRÖDINGER EQUATION 283

where 〈·, ·〉 denotes the duality pairing between V and V∗. Hence

J(μ) − J(μ̄) = −
∫ T

0

(
αμ̄(t) + F (Ψ̄(t), χ̄(t)), μ(t) − μ̄(t)

)
U

−
∫ T

0

(
(B(t) − B̄(t))(Ψ(t) − Ψ̄(t)), χ̄(t)

)
X
dt

−α

2
|μ− μ̄|2L(0,T ;U) +

1

2
(Ψ(T ) − Ψ̄(T ), O(Ψ(T ) − Ψ̄(T )) )X .

Taking the limit μ → μ̄ and using (2.3) we obtain the claim.

5. An algorithm and its convergence. The following algorithm for solving
the optimality system in case of scalar-valued controls was proposed in [ZR] and
further developed in [TKO], [MT].

Algorithm.

(i) Choose δ ∈ [0, 2], η ∈ [0, 2], μ̃0 ∈ L2(0, T ;U), χ0 ∈ C(0, T ;X).

For k = 1, 2, . . . until convergence
(ii)

d
dtΨ

k(t) = (A0 −Bk(t))Ψk(t), Ψk(0) = Ψ0,

μk = (1 − δ)μ̃k−1 − δ
αF (Ψk, χk−1),

(iii)

d
dtχ

k(t) = (A0 − B̃k(t))χk(t), χk(T ) = OΨk(T ),

μ̃k = (1 − η)μk − η
αF (Ψk, χk).

First we prove the well-posedness of the algorithm.
Proposition 5.1. Let ψ0 ∈ V, μ ∈ L2(0, T ;U), and χ ∈ C(0, T ;X). Then there

exists a unique solution Ψ ∈ H1(0, T ;V∗) ∩ C(0, T ;V) to

Ψ(t) = S(t)Ψ0 −
∫ t

0

S(t− s)B(Ψ)(s)Ψ(s) ds,(5.1)

where B = B(μ), with μ(Ψ)(t) = (1 − δ)μ(t) − δ
αF (Ψ(t), χ(t)). Analogously, if Ψ ∈

C(0, T ;X), then there exists a unique solution χ ∈ H1(0, T ;V∗) ∩ C(0, T ;V) to

χ(t) = S∗(T − t)OΨ(T ) +

∫ T

t

S∗(s− t)μ̃(χ)(s) ds,

where μ̃(χ)(t) = (1 − η)μ(t) − η
αF (Ψ(t), χ(t)).

Proof. We verify the first claim by a continuation argument. The second one can
be proved analogously. For any Ψ and Ψ̂ in C(0, T ;X) we have

|B(Ψ)(t) −B(Ψ̂)(t)| ≤ M |Ψ(t) − Ψ̂(t)|X ,

where M = M̃ δ
α |χ|C(0,T ;X) and M̃ is an embedding constant. Consider the iteration

Ψn = S(t)Ψ0 +

∫ t

0

S(t− s)B(Ψn−1)(s)Ψn(s) ds,
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284 KAZUFUMI ITO AND KARL KUNISCH

which is initialized by the constant with value Ψ0. It is well defined by Theorem 2.1,
and |Ψn(t)|X = |Ψ0|X for all n and t ≥ 0. For consecutive iterates we find

1
2

d
dt |Ψn+1(t) − Ψn(t)|2X

= ((A0 −B(Ψn))(t)(Ψn+1(t) − Ψn(t))
−(B(Ψn)(t) −B(Ψn−1)(t))Ψn(t),Ψn+1(t) − Ψn(t))

≤ M2

2 |Ψn+1(t) − Ψn(t)|2 + 1
2 |Ψn(t) − Ψn−1(t)|2.

Hence for every τ ∈ (0, T ] and t ∈ (0, τ ]

|Ψn+1(t) − Ψn(t)|2X ≤ 1

M2
(eM

2τ − 1) max
t∈[0,τ ]

|Ψn(t) − Ψn−1(t)|X .

Selecting τ > 0 sufficiently small so that θ = 1
M2 (eM

2τ − 1) < 1 implies that

|Ψn+1 − Ψn|C(0,τ ;X) ≤ θn |Ψ1 − Ψ0|C(0,T ;X) → 0

as n → ∞. By standard arguments existence of a solution to (5.1) on [0, τ ] follows.
Since τ only depends on M , this solution can be extended to a solution Ψ ∈ C(0, T ;X).
Uniqueness follows by Gronwall’s inequality. Another application of Theorem 2.1
guarantees that Ψ ∈ H1(0, T ;V∗) ∩ C(0, T ;V).

Theorem 5.2. Assume that (δ, η) 
= (0, 0), that Ψ0 ∈ V ∩ X1, and that (3.2),
(3.3) hold. Then the sequence {μk, μ̃k,Ψk, χk} contains a subsequence which converges
strongly in L2(0, T ;U)×L2(0, T ;U)×C(0, T ;X)×C(0, T ;X) and every such subse-
quence converges to some (μ, μ,Ψ, χ), where (μ,Ψ, χ) is a solution of the optimality
system.

Proof. For k ≥ 2 and δ, η ∈ [0, 2]

J(μk) − J(μk−1) = 1
2 ( Ψk(T ) − Ψk−1(T ), O (Ψk(T ) − Ψk−1(T )) )X

+α
2

∫ T

0
( 2
δ − 1) |μk − μ̃k−1|2U + ( 2

η − 1) |μk−1 − μ̃k−1|2U dt ≥ 0.
(5.2)

If δ = 0 or η = 0, then μk = μ̃k−1, respectively, μk−1 = μ̃k−1, and the corresponding
terms in (5.2) are dropped. This inequality will be verified at the end of the proof, in
an analogous way as in the scalar case which was treated in [ZR], [MT].

From (5.2) it follows that J(μk) is monotonically increasing. Since J(μ) is
bounded from above this implies that limk→∞ J(μk) exists. Recall that |Ψk(t)|X =
|Ψ0|X and |χk(t)|X ≤ ‖O‖|Ψ0|X for all k and t ∈ [0, T ]. It thus follows that

J(μ0) ≤ J(μk) =
1

2
(Ψk(T ), OΨk(T ))X − α

2
|μk|2L2(0,T ;U),

and hence

α

2
|μk|2L2(0,T ;U) ≤

1

2
|Ψ0|2X‖O‖L(X) − J(μ0).

Moreover,

|μ̃k|L2(0,T ;U) ≤ |1 − η| |μk|L2(0,T ;U) +
η

2
|Ψ0|2X‖O‖L(X),

and hence

{μk}∞k=1 and {μ̃k}∞k=1 are bounded in L2(0, T ;U).(5.3)
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OPTIMAL CONTROL OF SCHRÖDINGER EQUATION 285

From Theorem 2.1 and assumptions (3.2) and (3.3), therefore,

{Ψk}∞k=1 and {χk}∞k=1 are bounded in H1(0, T ;V∗) ∩ L2(0, T ;V ∩X1).

By Aubin’s lemma there exists a subsequence {kn} of {k} and Ψ ∈ C(0, T ;X), χ ∈
C(0, T ;X) such that

Ψkn → Ψ and χkn → χ strongly in L2(0, T ;X).

Using the boundedness of {Ψkn} and {χkn} in C(0, T ;X) and the properties of F
one argues that F (Ψkn , χkn) → F (Ψ, χ) strongly in L2(0, T ;U). From (iii) of the
algorithm we have

ημkn = μkn − μ̃kn − η

α
F (Ψkn , χkn).

Since μkn − μ̃kn → 0 in L2(0, T ;U) by (5.2), it follows, for η 
= 0, that μkn converges
strongly in L2(0, T ;U) to some μ, as kn → ∞. For each kn we have the following by
(ii) of the algorithm:

Ψkn(t) = S(t)Ψ0 −
∫ t

0

S(t− s)Bkn(s)Ψkn(s) ds.(5.4)

Let Ψ ∈ C(0, T ;X) denote the solution to

Ψ(t) = S(t)Ψ0 −
∫ t

0

S(t− s)B(s)Ψ(s) ds.(5.5)

From Gronwall’s inequality it follows that Ψkn → Ψ in C(0, T ;X). By (5.2) the
sequence {μ̃kn} converges strongly in L2(0, T ;U) to μ. Step (iii) of the algorithm
implies that

χkn(t) = S∗(T − t)OΨkn(T ) +

∫ T

t

S∗(s− t)B̃kn(s)χkn(s) ds.(5.6)

Let χ in C(0, T ;X) denote the solution to

χ(t) = S∗(T − t)OΨ(T ) +

∫ T

t

S∗(s− t)B(s)χ(s) ds.(5.7)

Again by Gronwall’s lemma we find that χkn → χ in C(0, T ;X). Passing to the limit
in the second equation of (iii) implies that

αB + F (Ψ, χ) = 0.(5.8)

For η = 0 there exists a subsequence {kn} of {k} and Ψ̄ ∈ C(0, T ;X), χ̄ ∈ C(0, T ;X)
such that

Ψkn → Ψ̄ and χkn → χ̄ strongly in L2(0, T ;X).

By (5.2) and since μ̃k = μk for η = 0 we have limn→∞ μkn−1−μkn = 0 in L2(0, T ;U).
From

μkn = (1 − δ)μkn−1 − δ

α
F (Ψkn , χkn−1)
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286 KAZUFUMI ITO AND KARL KUNISCH

it therefore follows that μkn−1 converges strongly to some μ in L2(0, T ;U). By (5.2)
also limn→∞ μkn = μ in L2(0, T ;U). As before, the solutions to (5.4) and (5.6)
converge strongly in C(0, T ;X) to the solutions of (5.5) and (5.7), and (5.8) also
holds for η = 0. From (5.5), (5.7), and (5.8) we conclude that (μ,Ψ, χ) is a solution
to the optimality system.

We now provide the proof of (5.2) for the case η 
= 0, δ 
= 0. The remaining cases
follow easily. We have

J(μk+1) − J(μk) =
1

2
( Ψk+1(T ) − Ψk(T ), O (Ψk+1(T ) − Ψk(T )) )X

+(Ψk+1(T ) − Ψk(T ), OΨk(T ))X +
α

2

∫ T

0

|μk+1|2 − α

2

∫ T

0

|μk|2.

Suppressing the dependence of Ψk and μk on t we find

(Ψk+1(T ) − Ψk(T ), OΨk(T ))X = (Ψk+1(T ) − Ψk(T ), χk(T ))X

=

∫ T

0

(
∂

∂t
(Ψk+1 − Ψk), χk

)
X

+

(
Ψk+1 − Ψk,

∂

∂t
χk

)
X

=

∫ T

0

((A0 −Bk+1)Ψk+1 − (A0 −Bk)Ψk, χk)X + (Ψk+1 − Ψk, (A0 − B̃k)χk)X

=

∫ T

0

((B̃k −Bk+1)Ψk+1, χk)X + ((Bk − B̃k)Ψk, χk)X

=

∫ T

0

(F (Ψk+1, χk), μ̃k − μk+1)U + (F (Ψk, χk), μk − μ̃k)U

= α

∫ T

0

1

δ
(μ̃k − μk+1, (1 − δ)μ̃k − μk+1)U +

1

η
(μ̃k − μk, (1 − η)μk − μ̃k)U

= α

∫ T

0

1

δ
|μ̃k − μk+1|2U +

1

η
|μ̃k − μk|2U − (μ̃k − μk+1, μ̃k)U − (μk − μ̃k, μk)U .

Hence we find

J(μk+1) − J(μk) =
1

2
( Ψk+1(T ) − Ψk(T ), O (Ψk+1(T ) − Ψk(T )) )X

+( Ψk+1(T ) − Ψk(T ), OΨk(T ) )X − α

2

∫ T

0

|μk+1|2U +
α

2

∫ T

0

|μk|2

=
1

2
( Ψk+1(T ) − Ψk(T ), O (Ψk+1(T ) − Ψk(T )) )X

+
α

2

∫ T

0

((
2

δ
− 1

)
|μ̃k − μk+1|2U +

(
2

η
− 1

)
|μk − μ̃k|2U

)
dt ≥ 0.

In [S] it is argued that the set of limit points is in fact compact. Moreover, if the
penalty parameter α is sufficiently large, then the limit set consists of a singleton.

In the previous theorem subsequential convergence followed under the assumption
of compactness of the orbits implied by (3.2), (3.3). Alternatively a compactness
assumption for U as a subset of L(X) also implies convergence.

Theorem 5.3. Assume that (δ, η) 
= (0, 0), that Ψ0 ∈ V, χ0 ∈ H1(0, T ;X),
μ̃ ∈ H1(0, T ;U), and that U is a compact subset of L(X). Then the conclusion of
Theorem 5.2 holds.
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Proof. As in the proof of Theorem 5.2 {μk}∞k=1 and {μ̃k}∞k=1 are bounded in
L2(0, T ;U), and by Theorem 3.1

{Ψk}∞k=1 and {χk}∞k=1 are bounded in H1(0, T ;V∗) ∩ C(0, T ;V).

This implies that {F (Ψk, χk−1)}∞k=1 and {F (Ψk, χk)}∞k=1 are bounded in H1(0, T ;U).
If δ = η = 1, then {μk} and {μ̃k} are bounded in H1(0, T ;U). Otherwise

μ̃k = (1 − η)(1 − δ)μ̃k−1 + (1 − η)
δ

α
F (Ψk, χk−1) − η

α
F (Ψk, χk),

with |(1−η)(1−δ)| < 1. It follows that μk and μ̃k are bounded in H1(0, T ;U). Hence
there exists a subsequence {kn} of {k} and μ ∈ H1(0, T ;U), μ̃ ∈ H1(0, T ;U) such
that

μkn → μ, and μ̃kn → μ̃ strongly in L2(0, T ;L(X)).

By (5.2) we have |μk − μ̃k|L2(0,T ;L(X)) → 0 if η 
= 0, whereas μk = μ̃k if η = 0. In
either case it follows that μ = μ̃. The proof can now be completed as the one for
Theorem 5.2.
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