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Abstract

In this work the electronic and geometric structure of interfaces of organic thin
films with metallic substrates is studied using the orbital tomography technique.
Orbital tomography combines angle resolved photoemission spectroscopy exper-
iments with calculations within the framework of density functional theory and
is based on the approximation of the final state by a simple plane wave in the
theoretical description of the photoemission process. With this approximation,
the experimental data is interpreted as the Fourier transform of the initial state
molecular orbitals under investigation.

With the help of orbital tomography, the azimuthal alignment of copper-II-
phthalocyanine on Au(110) as well as the level alignment of PTCDA and copper-
II-phthalocyanine co-adsorbed on Ag(111) is unambiguously determined. In or-
der to include effects arising from intermolecular band dispersion or from the
interaction of he molecules with the substrate, extended systems are included
in the simulation of angle resolved photoemission intensity maps. Thereby the
experimental photoemission intensity of pentacene on Cu(110) is found to be-
have like that of the isolated molecule modulated by the band dispersion due
to intermolecular interactions. The orbital level alignment of the bulk phase of
quinacridone is obtained in excellent agreement with photoemission experiments
using an optimally-tuned screened range-separated hybrid functional.

Furthermore, images of individual molecular orbitals are obtained with the only
assumption of the wave function to be confined to a region, defined by the spatial
extend of the molecule. Using this assumption, an iterative procedure, commonly
applied in x-ray diffraction experiments, allows for the recovery of the phase
information, that is lost in the experiment. The so obtained orbitals orbitals are
found to be in excellent agreement with calculated one electron orbitals obtained
within density functional theory.
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Kurzzusammenfassung

In dieser Arbeit wird die elektronische und geometrische Struktur von organisch-
metallischen Grenzschichten mithilfe der sogenannten Orbitaltomografie unter-
sucht. Diese Methode beruht auf der Näherung des Endzustandes der Pho-
toelektronenspektroskopie durch eine ebene Welle und erlaubt einen systematis-
chen Vergleich von winkelaufgelösten Photoelektronenspektroskopieintensitäten
mit der Fourier Transformation der untersuchten Orbitale, welche im Rahmen
der Dichtefunktionaltheorie bestimmt werden.

Mithilfe der Orbitaltomografie ist es gelungen, die azimutale Anordnung von
Kupferphthalocyanin auf einer Au(110) Oberfläche sowie die elektronische Struk-
tur einer gemischten PTCDA und Kupferphthalocyanin Monolage auf Ag(111)
eindeutig zu bestimmen. Effekte von intermolekularer Banddispersion und Wech-
selwirkungseffekte der Moleküle mit dem metallischen Substrat können in der
Simulation berücksichtigt werden. Mit dieser Erweiterung kann gezeigt werden,
dass sich die experimentelle Photoemissionsintensität von Pentacen auf Cu(110)
durch eine Überlagerung von isoliertem Molekülsignal mit Modulationen durch
intermolekulare Banddispersion erklären lässt. Die elektronische Struktur von
Chinacridon in einer seiner Kristallstrukturen kann in ausgezeichneter Über-
einstimmung mit experimentellen Photoemissionsdaten mit einem so genannten
”optimally-tuned range-separated” Hybrid-Funktional berechnet werden.

Weiters werden Bilder von einzelnen Molekülorbitalen ausgehend von gemesse-
nen Photoemissionsdaten präsentiert. Als einzige Näherung wird dabei voraus-
gesetzt, dass die Wellenfunktion räumlich auf die Größe des Moleküls beschränkt
ist. Dadurch kann ein iteratives Verfahren, ursprünglich für Röntgenbeugungs-
experimente entwickelt, verwendet werden, mit dem die im Experiment ver-
lorengegangene Phaseninformation wiederhergestellt werden kann. Die so er-
mittelten Orbitale stimmen gut mit berechneten Ein-Eletronorbitalen aus der
Dichtefunktionaltheorie berein.

v



vi



Contents

Abstract iv

Kurzzusammenfassung v

1 Introduction 1

2 Methodological Background 5
2.1 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 The many body problem . . . . . . . . . . . . . . . . . . . 5
2.1.2 Density Functional theory . . . . . . . . . . . . . . . . . . 7
2.1.3 The exchange-correlation potential . . . . . . . . . . . . . 12
2.1.4 Interpretation of Kohn-Sham eigenvalues . . . . . . . . . . 14

2.2 The GW approximation . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 The one particle Green’s Function . . . . . . . . . . . . . . 21
2.2.2 The self-energy Σ and Hedin’s equations . . . . . . . . . . 24
2.2.3 G0W0: GW in practical calculations . . . . . . . . . . . . 27

2.3 Angle resolved photoemission spectroscopy . . . . . . . . . . . . . 29
2.3.1 The experimental setup of ARPES . . . . . . . . . . . . . 30
2.3.2 Simulation of ARPES experiments . . . . . . . . . . . . . 31

3 Imaging the wave functions of adsorbed molecules 39
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 The problem of the phase . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Iterative phase recovery . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Reconstructed versus theoretical orbitals . . . . . . . . . . . . . . 45
3.5 How can the lost phase be recovered? . . . . . . . . . . . . . . . . 49
3.6 Potentials and limitations . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . 51
3.9 Supplementary information . . . . . . . . . . . . . . . . . . . . . 52

3.9.1 Data preparation . . . . . . . . . . . . . . . . . . . . . . . 52
3.9.2 Random initial phase . . . . . . . . . . . . . . . . . . . . . 53
3.9.3 Applying the symmetry and comparison to STM . . . . . . 53

vii



CONTENTS

4 Determination of the azimuthal alignment of CuPc on Au(110) 59
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2.1 Experimental details . . . . . . . . . . . . . . . . . . . . . 63
4.2.2 Computational details . . . . . . . . . . . . . . . . . . . . 63

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.1 Experimental results . . . . . . . . . . . . . . . . . . . . . 65
4.3.2 Isolated molecule calculations . . . . . . . . . . . . . . . . 67
4.3.3 Geometry relaxations . . . . . . . . . . . . . . . . . . . . . 71
4.3.4 Electronic structure . . . . . . . . . . . . . . . . . . . . . . 72

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5 Unexpected interplay of bonding height and energy level align-
ment 77
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2.1 Molecular adsorption heights . . . . . . . . . . . . . . . . . 82
5.2.2 Electronic structure . . . . . . . . . . . . . . . . . . . . . . 82

5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4 Supplementary Information . . . . . . . . . . . . . . . . . . . . . 90

5.4.1 Experimental details . . . . . . . . . . . . . . . . . . . . . 90
5.4.2 Computational details . . . . . . . . . . . . . . . . . . . . 93
5.4.3 Additional information . . . . . . . . . . . . . . . . . . . . 95

6 Orbital tomography of hybridized molecular overlayers 103
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . 107

6.3.1 Density functional calculations . . . . . . . . . . . . . . . . 107
6.3.2 Simulation of ARUPS maps . . . . . . . . . . . . . . . . . 108

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.4.1 Momentum maps . . . . . . . . . . . . . . . . . . . . . . . 109
6.4.2 DFT results for adsorbed monolayers . . . . . . . . . . . . 111
6.4.3 1D band dispersion . . . . . . . . . . . . . . . . . . . . . . 113
6.4.4 2D Band dispersion . . . . . . . . . . . . . . . . . . . . . . 115
6.4.5 Molecule-Metal Hybridization . . . . . . . . . . . . . . . . 117

6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7 Experimental and theoretical electronic structure of quinacridone121
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

7.3.1 Optimally-tuned range-separated hybrids . . . . . . . . . . 127

viii



CONTENTS

7.3.2 Computational details . . . . . . . . . . . . . . . . . . . . 129
7.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 130

7.4.1 Gas phase of quinacridone . . . . . . . . . . . . . . . . . . 130
7.4.2 Solid β-phase of quinacridone . . . . . . . . . . . . . . . . 132

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

8 Conclusions 141

Acknowledgements 144

List of Figures 145

List of Tables 146

List of Abbreviations 147

Bibliography 149

ix



x



Chapter 1

Introduction

The field of organic electronics is steadily growing and in the meanwhile organic
devices started to play a role in our everyday lives [1]. Already back in 1948,
crystals of metal-free and copper phthalocyanine have been identified as semi-
conductors and their thermally activated conductivity has been associated with
electron bands arising from overlapping intermolecular π-orbitals [2]. It took,
however, almost 30 years until the field started to emerge with the discovery
of relative high electrical conductivities in polyacetylene, when it is doped with
halogens, in 1977 [3]. The authors could vary the properties of the conducting
polymer ”from insulator to semiconductor to metal”1. In the second half of the
1980s, the first organic based devices ranging from organic photovoltaics [4] over
organic light emitting diodes [5–7] to organic thin-film transistors [8, 9] have been
fabricated. Since then, an enormous number of works dealing with the topic of
organic based devices have been published and the field is still growing. This may
be evidenced by a literature search at the Scopus database2 using the keywords
”organic device”. For the years 1990 to 2014 this search delivered about 58000
documents, with more than 18% within the last 2 years.

Devices based on organic materials have, compared to their conventional inor-
ganic semi-conducting counterparts, the advantages of mechanical flexibility and
low production costs due to the possibility of being produced through printing
processes. They are lightweight, their optoelectronic properties are easy tunable
and they have further interesting physical properties which allow for a large vari-
ety of applications [10, 11], consisting of organic transistors [12, 13], organic solar
cells with relative high efficiencies [14–16], organic light emitting diodes that are
flexible and have a high performance [17, 18] or photo diodes [19].

1from Ref. [3]. In 2000 Alan J. Heeger, Alan G. MacDiarmid and Hideki Shirakawa were
jointly awarded for the Nobel Prize in Chemistry for their work on conducting polymers.

2Abstract and citation database of peer-reviewed research literature www.scopus.com,
February 2015.
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Chapter 1. Introduction

For a systematic improvement of such organic devices, a detailed and fundamental
understanding of the electronic, chemical and optical properties of the materials
is crucial. For interfaces between organic and inorganic materials, which nec-
essarily occur in actual devices, such a fundamental understanding is often still
lacking. The experimental techniques to study the electronic structure of such
interfaces are scanning tunneling spectroscopy (STS) and ultraviolet photoemis-
sion spectroscopy (UPS) [20]. While STS is limited to energies within a few
eV from the Fermi level, with UPS it is possible to measure the valence band
electronic structure several eV below the Fermi level. However, the interpreta-
tion of the measured UPS spectra from thin molecular layers remains difficult
as the results depend on the experimental setup like geometry and used pho-
ton energy. Also, a direct comparison of the UPS data with calculated density
of states (DOS) obtained with ab initio density functional theory (DFT) cal-
culations in order to interpret the experimental results is problematic. On the
one hand this is due to the limitations of DFT calculations based on standard
approximations for exchange-correlation (xc) effects which may lead to wrong
orbital level alignment and possibly ordering. More accurate calculations based
on more sophisticated theoretical models such as many body perturbation the-
ory are still computational too expensive to treat the whole organic/inorganic
interface. On the other hand, individual UPS spectra, taken at specific emission
directions, cannot be interpreted as a DOS at all, because transition probabilities
that occur in the photoemission process, for instance, depend on the molecular
arrangement and further experimental conditions and, therefore on the emission
direction, Thus certain molecular states may be underestimated in the individual
energy distribution curves.

Recently, a technique called orbital tomography (OT) has been introduced [21,
22]. This technique combines and compares the results of angle resolved photoe-
mission spectroscopy (ARPES) with cuts through the Fourier Transform (FT)
of molecular orbitals obtained with DFT and is based on the approximation of
the final state of the photoemission process by a plane wave [23–26]. With OT
it is not only possible to clearly associate individual molecular orbitals with in-
tensity peaks in the photoemission spectrum, also a deconvolution of such peaks
with contributions from various molecular states is possible and a definite level
alignment and ordering of the molecule’s frontier orbitals may be obtained [22].
Such results are of particular interest, since the frontier orbitals determine the
electronic and optical properties of the molecule. There are, however, more po-
tential applications of the OT technique as for instance the molecular orientation
of organic films at the interface may be determined [27–29] or information on the
spatial structure of individual molecular orbitals may be obtained [25, 26, 30].
In general, it is difficult to probe to the spatial structure of individual orbitals
experimentally and the experimental techniques that provide such an informa-
tion are complex and often hard to interpret. As examples, scanning tunneling
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microscopy (STM) utilizing functionalized tips [31–33] or the interpretation of co-
herent high harmonic radiation of molecules generated from infrared laser pulses
[34–36] are mentioned. Mugarza et al. [25] have shown that ARPES data may
be used to obtain the wave functions of laterally confined surface states from
a stepped Au(111) surface, when using a technique commonly applied in x-ray
diffraction [37, 38].

The aim of this work is to study the electronic structure of organic-metallic
interfaces using OT and thereby the method should be further developed and
expanded. This development is driven by various questions. One of them is,
whether it is possible to adapt the oversampling method [25, 37, 38] to two di-
mensional ARPES data of extended molecular monolayers and recover the phase
information, which is lost in the ARPES experiment, leading to two dimensional
images of the measured orbitals. A second major issue of this work is the inves-
tigation of the influence of the metallic substrate on the photoemission signal.
Therefore, extended systems, where the metallic substrate may be included, have
to be taken into account in the simulation of photoemission intensities. In fur-
ther work, the OT approach is applied to clarify the electronic and geometric
structure of new organic/metallic interfaces. In particular, hetero-organic mono-
layers, that consist of more than one type of molecule are investigated. Finally,
we address the point of reliable orbital energies, obtained with DFT, which are
known to be only approximations to electron removal energies and which may
be in error with experiment, when calculated with standard approximations for
the xc potential. For that purpose, we perform DFT calculations utilizing hybrid
exchange-correlation functionals where a fraction of Fock exchange is included.
Doing so, parts of the self interaction error of standard functionals may be mit-
igated. In addition, the performance of a rather new class of range-separated
hybrid xc functionals with optimally tuned parameters is tested and compared
to experimental removal- and quasiparticle energies obtained within the GW ap-
proximation. As test systems we have chosen the model organic molecules pen-
tacene (5A), 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA), copper-II-
phthalocyanine (CuPc) and quinacridone (5Q) on different coinage metal sub-
strates. On the one hand, these molecules are technologically interesting and
play a role in actual organic devices [39–43], on the other hand, they are well
studied in numerous fundamental investigations [44–50].

This work is organized as follows. In Chapter 2 an overview of all theoretical
methods, which are used in this work, will be given. First DFT will be intro-
duced, covering its basic theorems and equations and the standard approxima-
tions for the xc energy. Then we discuss the limitations of these approximations
when we are interested in properties such as electron removal energies and show
possible ways to remedy the errors that occur in this context within DFT. The
next part of Chapter 2 is dedicated to the GW approximation [51], which is a
more elaborated method within many-body perturbation theory. We introduce

3



Chapter 1. Introduction

the concepts of the one particle Greens function, which may be related to the
one particle spectral function probed in photoemission experiments, and the self
energy operator, which describes the xc effects between the electrons. That is
followed by a description of how to perform actual GW calculations in the G0W0

approach [52, 53]. The final part of this chapter is a presentation of the OT
technique, with a short description of the experimental setup of ARPES followed
by the basic equations and approximations used in this method.

Chapter 3 deals with the imaging of molecular orbitals. We introduce the phase
recovery procedure and apply it to ARPES data of altogether five molecular or-
bitals and compare the resulting two dimensional orbital images to those obtained
with DFT.

The following Chapters 4 to 6 all deal with the application of OT to various organ-
ic/metallic interfaces. Chapter 4 focuses on the determination of the molecular
orientation of CuPc on the Au(110) surface with the help of OT and includes
results of the full CuPC/Au110 interfaces utilizing a hybrid functional in order
to improve the agreement of the experimental and ab-initio electronic structure.
In Chapter 5, the electronic and geometric structure of a hetero-organic PTCDA
and CuPc monolayer on Ag(111) is extensively studied experimentally, including
low energy electron diffraction (LEED), normal incidence x-ray standing wave
(NIXSW), STM, STS and ARPES measurements and theoretically using DFT.
For that system we observe and explain a rather unexpected interplay of geo-
metric and electronic properties. In Chapter 6 the organic molecule pentacene
on Cu and Ag substrates is investigated. For these systems the OT approach is
expanded to describe also extended systems. The expansion is necessary to ac-
count for effects which arise from intermolecular dispersion or to include substrate
effects in the calculation of ARPES momentum maps.

Finally, in Chapter 7, we turn to the problem of the reliability of orbital energies,
which are calculated within DFT. We perform a series of calculations of isolated
and bulk quinacridone with various approximations for the xc potential and com-
pare the results with those of photoemission experiments and GW calculations
and thereby successfully characterize the electronic structure of quinacridone.
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Chapter 2

Methodological Background

All theoretical calculations presented in this work are obtained within the frame-
work of density functional theory or within a many-body perturbation theory
framework calculated on top of DFT calculations. Therefore in this chapter an
overview of the basic ideas, and the limitations of DFT will be given. The first
part of this chapter, dealing with DFT, will be thematically guided by the Nobel
Lecture of one of the inventors of DFT, Walter Kohn [54]. This section will be
followed by an introduction into the GW formalism and in the last section of this
chapter, the theoretical modeling of ARPES data used throughout this work, will
be presented.

2.1 Density Functional Theory

2.1.1 The many body problem

In order to compute the properties of any system of interacting electrons, i.e.
electrons in molecules or solids one has to deal with the many-body problem.
The non-relativistic and time-independent Schrödinger equation for the electronic
problem is

HΨ = EΨ. (2.1)

Here Ψ = Ψ(r1, · · · , rN) is the many-electron wave function, with {ri} being the
coordinate of space and spin of the i-th of N electrons. The Hamiltonian H of
eq. 2.1 takes the following form:

H = −
N∑

i=1

~
2

2me

∇2
i +

1

4πε0

∑

i 6=j

e2

|ri − rj|
− 1

4πε0

∑

i,a

e2Za

|Ra − ri|
. (2.2)
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Chapter 2. Methodological Background

The first term accounts for the kinetic energy of the electrons while the second
and third term represent the Coulomb interaction between the electrons among
themselves and between electrons and nuclei, respectively. Note that, in the
Hamiltonian as given by Eq. 2.2, the Born-Oppenheimer approximation [55] is
already taken into account, and will it be kept throughout this work. The Born-
Oppenheimer approximation can be reasoned by the fact that the atomic nuclei
are much heavier than the electrons and for this reason, the motion of the elec-
trons may be decoupled from that of the nuclei. Therefore, the kinetic energy of
the nuclei can be neglected, a term which has its origin in the repulsion between
the atomic nuclei becomes a constant and the coordinates of the nuclei {Ra}
enter the wave function Ψ in a parametric form. Note that, for the remainder of
the following two sections, we will make use atomic units, such that the following
relation is valid

me = ~ =
e2

4πε0
= 1. (2.3)

Although the Born Oppenheimer approximation somewhat reduces the complex-
ity of the problem, we still have to treat the full many-electron wave function.
The complexity of this problem scales exponentially with the number of electrons.
In order to give an impression of that complexity, consider the following example:
If one wants to store the many-body wave function of a simple O2 molecule on a
regular grid with 10 points in each direction, this produces altogether 1048 data
points. Assuming 128-bit double precision complex numbers, each of the points
needs 8 bytes of storage. This leads to the enormous amount of approximately
1040 Gbytes of data. The mass of all Digital Versatile Discs (DVDs), of which
each may save 4.7 Gbyte and has a mass of 16 g, that is necessary to store this
amount of data is of the order of 1038 kg and thereby exceeds 1

1000
of the mass of

our galaxy, the Milky way.

This means it is virtually impossible to treat the full many-body wave function
and one has to find further approximations for Ψ({ri}). One of the first attempts
was suggested by Hartree, who used a simple product ansatz and approximated
Ψ as a product of one-particle wave function φi(ri)

ΨP (r1, · · · , rN) = φ1(r1)φ2(r2) · · ·φN(rN). (2.4)

These one-particle wave functions are solutions of one-particle Schrödinger equa-
tions, where all possible interaction terms are neglected but a so called Hartree
potential is introduced, which accounts for an average field of all other electrons.
The product ansatz has a major problem: it violates the antisymmetry require-
ment of a wave function, that is describing a fermion, as clearly may be seen, ΨP

fulfills:
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2.1. Density Functional Theory

ΨP (r1, · · · , ri, · · · , rj, · · · , rN) = ΨP (r1, · · · , rj, · · · , ri, · · · , rN). (2.5)

This deficiency of the simple one-particle product may be cured if a Slater-
determinant is used instead. The wave function then takes the form

ΨSD(r1, · · · , rN) =
1√
N !

∣
∣
∣
∣
∣
∣
∣
∣
∣

φ1(r1) φ2(r1) · · · φN(r1)
φ1(r2) φ2(r2) · · · φN(r2)

...
...

. . .
...

φ1(rN) φ2(rN) · · · φN(rN)

∣
∣
∣
∣
∣
∣
∣
∣
∣

. (2.6)

In such a representation, each electron {ri} may be associated with every orbital
{φj} and the electrons become indistinguishable. Assuming the wave function
may be approximated by a single Slater-determinant and using the variational
theorem, i.e. minimizing the energy with respect to changes in the orbital, leads
to the Hartree-Fock (HF) method. Also the HF approach leads to single-particle
Schrödinger equations, the so-called HF equations, where a non-local exchange
term is included.

2.1.2 Density Functional theory

All methods mentioned in the previous chapter are based on the wave functions,
which depend on 3N coordinates. In DFT the basic variable is the electron
density n = n(r), which depends on 3 coordinates only (4 if spin is included).
However, it is not a priori clear if it is possible to express the properties of the
interacting many-electron problem in terms of the density.

The Hohenberg-Kohn theorem

That this is indeed possible was shown by Hohenberg and Kohn [56] and was
formulated in two basic theorems. The first of these two theorems states:

The external potential v(r) is a unique functional of the density n(r),
apart from a trivial additive constant.

Hohenberg and Kohn have given the proof by “reductio ad absurdum”, under the
assumption of a non-degenerate ground state density. Here, we follow their proof
and repeat it in the following paragraphs.

Consider a system of interacting electrons, that experience an external potential
v(r) and have the ground state Ψ. Now assume there is a second potential
v′(r) with the (different) ground states Ψ′. Ψ and Ψ′ lead to the same density

7



Chapter 2. Methodological Background

n(r) but they are different as long as the potentials differ not just by constant
(i.e. v′(r) − v(r) 6= const.). That is, because they are solutions to different
Schrödinger equations with the Hamiltonians H and H ′, respectively. Exploiting
the variational principle, we get the inequality

E = 〈Ψ|H|Ψ〉

=

∫

d3rv(r)n(r) + 〈Ψ|T + U |Ψ〉 < 〈Ψ′|H|Ψ′〉

=

∫

d3rv(r)n(r) + 〈Ψ′|T + U |Ψ′〉,

(2.7)

where T and U are the kinetic energy and the electro-static interaction energy
operator, respectively. Because v(r) and v′(r) lead to the same density n(r) and
with E ′ = 〈Ψ′|H ′|Ψ′〉 it follows

E < E ′ +

∫

d3r[v(r)− v′(r)]n(r). (2.8)

Switching primed and unprimed variables leads to the same result, such that:

E ′ < E +

∫

d3r[v′(r)− v(r)]n(r). (2.9)

The addition of Eq. 2.8 and Eq. 2.9 leads to the contradiction

E ′ + E < E ′ + E. (2.10)

Therefore, v(r) and v′(r) cannot differ by more than a constant, if they give rise
to an identical density n(r) and the Hohenberg-Kohn theorem has been proven.
Note that the proof presented above has used the assumption of a non-degenerate
ground state. Another problem that arises in this context has been raised by Levy
[57] and Lieb [58] and is known as the problem of the v(r) represent ability. They
have shown that there exist well-behaved densities, which integrate up to the
number of electrons but where no corresponding external potential exist that
reproduces the density through solution of the Schrödinger equation. However,
in practice such cases seem not to limit the applicability of DFT.

Another important finding that follows from the Hohenberg-Kohn theorem is that
beside the external potential, also the full Hamiltonian and therefore the many-
body wave function may be determined. This has the consequence that the
expectation value of any observable is a functional of the density. In particular
this is true for the expectation value of the sum of kinetic energy and Coulomb
interaction energy, which is a universal functional of the density

8
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F [n] = 〈Ψ|T + U |Ψ〉. (2.11)

Consequently, that also holds for the total energy of a system, which is known as
the Hohenberg Kohn minimum principle or the second Hohenberg-Kohn theorem:

The total energy of a system is a functional of the density, that takes
its global minimum, the ground state energy, at the ground state
density.

The theorem will now be demonstrated using the constrained search method
according to Levy [57]. The starting point is the ground state energy E of a
system of interacting electrons which according to the Ritz minimum principle is
given by

E = min
Ψ̃

〈Ψ̃|H|Ψ̃〉, (2.12)

where Ψ̃ is a trial wave function. Hohenberg and Kohn have written the minimal
principle in terms of trial densities ñ(r). In the constrained search method,
the minimization is decoupled into two separated steps. In the first step, one
minimizes over all wave functions that correspond to a given density. In a second
step, one minimizes over all densities in order to gain the ground state energy. If
all wave functions that are related to one given density ñ(r) are represented by
{Ψ̃[ñ]}, then the first minimization step may be written as:

E[ñ(r)] = min
{Ψ̃[ñ(r)]}

〈Ψ̃|H|Ψ̃〉

= F [ñ(r)] +

∫

d3rv(r)ñ(r).
(2.13)

In Eq. 2.13 the functional F [ñ(r)] is independent of the external potential and is
given by

F [ñ(r)] = min
Ψ̃

〈Ψ̃|T + U |Ψ̃〉. (2.14)

Now the second step of the minimization is applied and doing so, the total energy
of the ground state is obtained by minimizing the functional E[ñ(r)] with respect
to the density

9



Chapter 2. Methodological Background

E = min
{ñ(r)}

E[ñ(r)]

= min
{ñ(r)}

[

F [ñ(r)] +

∫

d3rv(r)ñ(r)

]

.
(2.15)

Finally, Eq. 2.15 represents the Hohenberg-Kohn minimum principle.

The Kohn-Sham equations

The Hohenberg-Kohn formulation is a strict formulation of the energy in terms of
the density, but it does not provide an expression for F [n(r)], which is necessary
to make practicable use of DFT. It was Kohn and Sham [59] who first suggested
the form of F [n(r)]. They successfully mapped the fully interacting many electron
system to a single particle system with an effective one particle potential veff(r)
that accounts for the Coulomb interactions. This is done in a way that the
ground state density of the fully interacting system is the same as that of the non-
interacting system to which it is mapped on. The expression for the functional
F [n(r)] in the interacting system is

F [ñ(r)] = Ts[ñ(r)] +
1

2

∫

d3rd3r′
ñ(r)ñ(r′)

|r− r′| + Exc[ñ(r)], (2.16)

where Ts[ñ(r)] is the kinetic energy of the non-interacting system, the second
term is the classical Hartree energy and the last term Exc[ñ(r)] is the so-called
exchange-correlation energy functional. It is defined by Eqs. 2.14 and 2.16 and
includes all remaining electron-electron interactions, which are not captured by
the first two terms. Thereby all possible many-body effects are part of Exc[ñ(r)].
Next we apply the variational problem for the density functional with respect to
the density and include the constraint that ensures that the density integrates to
the correct particle number, by introducing a Lagrangian multiplier µ

δ

δñ(r)

[

E[ñ(r)]− µ

∫

ñ(r)d3r

]

ñ(r)=n(r)

= 0. (2.17)

Let us now define the effective potential veff(r) as the sum of external, Hartree,
and the exchange-correlation potential

veff(r) = vext(r) +

∫

d3r′
n(r′)

|r− r′| + vxc(r), (2.18)

where the exchange-correlation potential is given by the functional derivative of
the exchange-correlation energy at the ground state density n(r)

10
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vxc(r) =
δExc[ñ(r)]

δñ(r)

∣
∣
∣
∣
ñ(r)=n(r)

. (2.19)

With these definitions, we may now rewrite Eq. 2.17 using the effective potential
veff(r)

0 =
δ

δñ(r)

[

E[ñ(r)]− µ

∫

ñ(r)d3r

]

=
δTs
δn(r)

+ vext(r) +

∫

d3r′
n(r′)

|r− r′| +
δExc[ñ(r)]

δñ(r)
− µ

=
δTs
δn(r)

+ veff(r)− µ.

(2.20)

The energy functional of a non-interacting system of electrons thatis subject to
an arbitrary external potential veff(r) is given by

Es[ñ(r)] = Ts[ñ(r)] +

∫

d3rveff(r)ñ(r). (2.21)

By applying again the Hohenberg-Kohn minimum principle for the non-interacting
system we gain

δ

δñ(r)

[

Es[ñ(r)]− µ

∫

ñ(r)d3r

]

ñ(r)=n(r)

=
δTs
δn(r)

+ veff(r)− µ = 0.

(2.22)

This is essentially the same result as for the interacting system, if the effective
potential defined in Eq. 2.18 is used. Thus, Kohn and Sham have concluded that
the ground state density of the interacting system can be obtained by solving
single-particle Schrödinger equations of the form

[

− 1

2
∇2 + veff(r)

]

φj(r) = ǫjφj(r), (2.23)

where the ground state density is given by

n(r) =
N∑

j=1

|φj(r)|2. (2.24)
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Chapter 2. Methodological Background

Eqs. 2.23 are the so-called Kohn-Sham (KS) equations (for different indexes j)
with φj(r) and ǫj being the KS-eigenstates and KS-eigenvalues, respectively. The
KS-equations have to be solved self-consistently and the corresponding procedure
is usually done as described in the following. The starting point is an initial guess
for the density, with which the effective potential veff may be obtained. Next, one
seeks the solution of the of Eqs. 2.23 and gets the single-particle wave functions
φj(r) and the corresponding energies ǫj. The so obtained wave functions are
plugged into Eq. 2.24 in order to obtain an updated density. Finally, the new
density is again used to calculate a new effective potential and the next iterative
cycle is started by solving the KS equations. This procedure is repeated until the
density is converged. Once the ground state density is found, the ground state
energy may be evaluated

E =
Nocc∑

j=1

ǫj + Exc[ñ(r)]−
∫

d3rvxc(r)n(r)−
1

2

∫

d3rd3r′
ñ(r)ñ(r′)

|r− r′| . (2.25)

In principle the Kohn-Sham method yields the exact ground state density, given
the exact expression of the exchange correlation functional is known. However, it
is not, and in practice one has to find appropriate approximations for Exc[ñ(r)].
In fact it is the accuracy and efficiency of this approximation that determines the
usefulness of the KS procedure for a given physical system.

2.1.3 The exchange-correlation potential

In this section, first the two most common approximation for the exchange-
correlation (xc) potential are presented, then their shortcomings and limitations
are discussed and possible improvements are presented.

Local Density Approximation

The most simple approximation for the xc potential is the local density approxi-
mation (LDA), which has already been proposed by Kohn and Sham [59]. It is
calculated from the from xc energy functional following Eq. 2.19. The xc energy
Exc[n(r)] for the LDA is defined as

ELDA
xc [n(r)] =

∫

d3rn(r)ǫhomxc

(
n(r)

)
, (2.26)

where ǫhomxc is the xc energy density of the homogeneous electron gas. Therefore,
the contribution to the xc-energy of the non-uniform system at a given r with a
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certain density n(r), is that of the uniform electron gas with that has the same
density. The xc energy per particle can be split up into its exchange and its
correlation contribution. The corresponding expression for the exchange part is
known analytically and may be written as

ǫx(n) = −3

4

(
3

π

) 1

3

n(r)
1

3 . (2.27)

Thus the LDA exchange energy is then

ELDA
x [n(r)] = −3

4

(
3

π

) 1

3

∫

d3rn(r)
4

3 . (2.28)

An analytic expression for the correlation part is generally not known and there-
fore the correlation term has to be calculated numerically. This has been first done
with high precision by Ceperly [60] and Ceperly and Alder [61] using Quantum
Monte Carlo simulations. It is quite obvious that the LDA is exact for the homo-
geneous electron gas and is expected to give good results for non-homogeneous
systems that have a slowly varying density as it is the case for instance in met-
als. For other systems, where the density is varying spatially faster, as it is the
case for atoms or molecules, the LDA can not be expected to give accurate re-
sults. However, experience shows that the LDA performs surprisingly well also
for these systems. As examples, the accuracy of ionization energies of atoms
or the dissociation energies of molecules is about 10-20%, while the accuracy of
calculated bond lengths utilizing the LDA reaches up to 1% [54], whereat LDA
tends to underestimate the bond length. There are several reasons for the, at
first unexpected, success of LDA calculations. The LDA satisfies some properties
which are valid for the exact xc hole hxc(r, r

′), which describes the probability of
finding an electron at position r′ when another electron sits at r. Therefore, it is
the hole in the surrounding density, that the electron at r digs for itself. One of
these properties is that the xc hole is normalized to one

∫

d3r′hxc(r, r
′) = −1, (2.29)

a condition which is also fulfilled by the LDA. While the the shape of the xc hole
is only poorly estimated in the LDA, its spherical average, however, is quite rea-
sonable resembled in the LDA [62]. This is in fact another reason for the success
of LDA, because the electron-electron interaction only depends on this spherical
average. In addition, in the LDA the exchange part is generally, about 10% too
small while the correlation energy, which is usually much smaller compared to the
exchange part, in terms of their absolute values, is overestimated by up to a fac-
tor of 2. Therefore, these two errors tend to cancel each other, at least partially
[54] and therefore coincidentally improve the results of LDA calculations.

13



Chapter 2. Methodological Background

General Gradient Approximation

One possible way to improve the local density approximation is seemingly achieved
by including higher terms in the expansion in gradients of the electron density
and thereby taking into account changes of the density. Including second order
terms of the form |∇n|2 leads to the so-called gradient expansion approximation
(GEA). However, energy functionals of the form

EGEA
xc [n(r)] = ELDA

xc [n(r)] +

∫

d3rCxc

(
n(r)

) |∇n|2

n
4

3

, (2.30)

do not systematically improve over the LDA, because in realistic cases, the density
does not vary slowly over space [63]. An improvement of the results obtained for
atoms, molecules and solids may be achieved, when the gradient expansion is
done for the xc hole around the electron and appropriate cut-offs for the long
range part are introduced. Such types of functionals are known as generalized
gradient approximations (GGA) and they are formally given by

EGGA
xc [n(r)] =

∫

d3rf
(
n(r), |∇n(r)|

)
n(r). (2.31)

They depend on a function of the density and its gradient f
(
n(r), |∇n(r)|

)
. While

the energy functional of the LDA is uniquely defined (via Eq. 2.26), for the GGA,
there exists a variety of different ways to include the gradient of the density.
As examples the common xc functionals of Becke (Becke88) [64], Perdew and
Wang (PW91) [65] and that of Perdew, Burke and Ernzerhof (PBE) [66] are
listed, but many others exist as well [67–71]. Although the GGA improves the
results regarding bond lengths and atomization energies in some cases, such as
small molecules consisting of light atoms [54], it still suffers from deficiencies that
lead to errors in applied calculations. For instance, it has the same accuracy as
LDA regarding the computation of lattice constants of metals, beside the error
of GGA calculations has the opposite sign and tends to overestimate the bond
length. Furthermore, both, LDA and GGA greatly underestimate the band gap of
organic and inorganic semiconductors or insulators. The problems that standard
xc functionals, such as LDA and GGA, have regarding the underestimation of
the band gap or generally the interpretation of Kohn-Sham energies in terms
of electron removal energies as measured in photoemission are the topic of the
following section.

2.1.4 Interpretation of Kohn-Sham eigenvalues

One of the aspects of this work is the interpretation of measured photoemis-
sion spectra with the help of theoretical simulations. Therefore, the question
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arises if the KS-eigenvalues {ǫj} are an adequate choice for that purpose. They
have been introduced together with the KS single particle wave functions {φj} in
Eq. 2.23 as auxiliary objects, necessary to calculate the ground state density of
a non-interacting system that has the same density as the real physical system.
Therefore, the KS eigenvalues in principle are not supposed to have a “directly
observable meaning” [54], in particular not for excited state properties. Neverthe-
less, despite this given fact, in practice the KS eigenvalues are often interpreted
as electron removal energies and this is often done with reasonable success. There
are several works, which have dealt with the physical meaning of the KS eigen-
values [72–76] and thereby it has been shown, that there exists one exception,
and there is one KS eigenvalue which indeed has a meaning. Although, there
is no strictly analogue to Koopman’s theorem [77] in the KS scheme, Almbladh
and von Barth were able show, that the highest occupied KS eigenvalue may be
related to the ionization potential, if the exact density is used [73]. Furthermore,
Janak could show [78] that each occupied KS eigenvalue is the derivative of the
energy with respect to the occupation of the corresponding state. In the liter-
ature more evidence regarding possible interpretation of KS eigenvalues may be
found. For instance, Görling has shown that ”the difference of KS eigenvalues is
a well-defined approximation to excitation energies“ [74] and Chong and co work-
ers were able to ”interpret the energies of the occupied KS orbitals as approximate
but rather accurate relaxed vertical ionization potentials“ [75].

To summarize, there are situations, where it is indeed reasonable to consider KS
eigenvalues for the interpretation of photoemission spectra. However, the band
gap problem of standard xc potentials, already mentioned in the previous section,
still exists and the ambiguity regarding the interpretation of KS eigenvalues as
approximation to electron removal energies remains a problem. In order to shed
some light on this issue, two of the main problems of standard DFT calculations
using either LDA or GGA in the context of orbital energy interpretations will
be discussed. These problems are the presence of so called self interaction errors
(SIE) and the absence of a derivative discontinuity (DD) in the xc energy [79].The
origin and possible remedies for each of these two issues are the topics of the
following section and will be discussed in detail there.

Self Interaction Error and Derivative Discontinuity

To introduce the problems associated with the self interaction error, we write
down the expression for the Hartree potential once again:

vH =

∫

d3r′
n(r′)

|r− r′| . (2.32)

The calculation of the static Coulomb interaction according to Eq. 2.32 includes
the interaction of one electron with all electrons of the system. This obviously
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includes a spurious interaction of the electron with itself and is the source of
the SIE. The exchange correlation term should exactly cancel this error made by
evaluating the Coulomb interaction after Eq. 2.32. This is, however, not the case
when an approximate functional such as LDA or GGA is used. The SIE would be
a minor problem regarding the comparison with photoemission spectra, only if it
would be approximately the same for each eigenvalue. Because then the whole
spectrum would be shifted rigidly by the SIE and its shape would be preserved.
However, this is not the case, because the SIE of one orbital is given by [80]

ej = 〈φj|vH [|φj|2]|φj〉+ 〈φj|vxc[|φj|2]|φj〉, (2.33)

and it is therefore orbital dependent. The reason for this dependence may be
easily rationalized when considering the fact that the Coulomb potential, which

in the end determines the SIE, decays with
1

r
. As a consequence does the SIE of

one KS eigenvalue depend on the spatial shape and extent of the corresponding
orbital. In particular it has been shown, that the degree of localization of an
orbital determines its SIE [80] and consequently the comparison between photoe-
mission spectra and DFT spectra of systems which consist of a mixture of states
with different degree of localization is expected to be very poor [81].

The SIE is one possible source of errors but it is not responsible for the band
gap problem of LDA or GGA. Obviously, it is possible, that the highest occupied
and the lowest unoccupied orbital may have the same amount of localization and
therefore suffer from a similar SIE but the band gap remains underestimated.
That means, even if SIEs only play a minor role, the GGA/LDA spectra may
only agree with experiment up do a rigid shift. Such kind of uncertainties are
related to the DD, as will be discussed now. The DD is a property of the exact xc
functional and physically reflects the discontinuity, that the chemical potential µ
has to obey as a function of occupation at an integer particle number, as shown
by Perdew et al. [82]. In DFT, µ is defined as the functional derivative of the
total energy with respect to the density, as follows from Eq.2.17, where µ has
been introduced to ensure electron number conservation

µ =
δEtot

δn(r)
. (2.34)

Perdew et al. have generalized Eq. 2.34 to charge variations that do not conserve
the particle number by extending the HK functional to densities which integrate
to non-integer particle number. This was achieved by introducing densities ob-
tained from a statistical mixture of pure states for the N electron and the N +1
electron states [79, 82]. They showed that the energy versus particle number
is made up of piecewise linear segments and is therefore continuous while its
derivative (= µ) is not. The slopes of the linear segments between the N − 1 and
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N point, and the N and N + 1 point are ionization potential (IP) and electron
affinity (EA), respectively. Thus, the discontinuity becomes comprehensible, and
simply reflects the necessity that the IP and the EA are not equal which would
mean that the fundamental gap is zero. In the KS formalism, the energy terms of
the external and the Hartree potential are continuous with respect to the density
and do not carry any discontinuities, so that the discontinuity may arise from
the non-interacting kinetic energy or from the xc energy only [76]. Although
it is possible that the kinetic energy carries part of the discontinuities, in the
KS scheme the xc energy usually exhibits discontinuities, and as a consequence,
there are particle number discontinuities in the xc potential vxc, which is known
as the already introduced DD, ∆xc. According to Janak’s theorem [78], each KS
eigenvalue that is occupied is given by the derivative of the energy with respect
to the occupation of that state

ǫj =
δE

δnj

, (2.35)

which is the slope of the piecewise linear curve mentioned earlier. For the exact
KS HOMO eigenvalue Eq.2.35 means that the negative IP is the slope at the
integer particle number, if it is approached from below, such that

ǫH(N − δ) = −IP. (2.36)

Here δ represents a positive infinitesimal which ensures that the N particle number
point is indeed approached from below. The physical reason for the equality
of Eq. 2.36 lies in the asymptotic behavior of the potential as summarized in
Ref. [76]. For the unoccupied KS LUMO such a relation does not exist, but one
can approximate the EA of the N -particle system with the IP of the N+1-particle
system, so that we find

ǫH(N + 1− δ) = −EA = ǫH(N + δ). (2.37)

The expression at the right hand-side of Eq. 2.37 follows from the straight-line
behavior which, at least approximately, equalizes the slope right of the N -particle
with that left of the N + 1-particle point. Furthermore, one has to consider the
jump of the xc potential introduced above which has the consequence that we
can write

ǫH(N + δ) = ǫL(N − δ) + ∆xc. (2.38)

If we combine Eqs. 2.37 and 2.38 we obtain for the KS LUMO

ǫL(N) = −EA−∆xc. (2.39)
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We see that even if the KS HOMO does reflect the negative IP and the xc
functional is exact, the KS LUMO will not be equal to the EA and the KS band
gap will underestimate the correct fundamental gap by as much as the DD ∆xc.

Eg = IP − EA = ǫL − ǫH +∆xc. (2.40)

Note that the discussion about the DD so far, was based on considerations of prop-
erties of the exact xc functional, which is unknown. For approximate functionals,
which explicitly depend on the density and its gradient in the case of GGA, there
cannot be any DD and these functionals average over the DD [76, 83]. So that,
the LDA/GGA KS HOMO underestimates −IP by the half of ∆xc and the corre-
sponding LUMO overestimates −EA by approximately the same amount. Note,
however, that the KS framework is exact and that the IP of finite systems may
be calculated from total energy difference between the N and the N − 1-electron
system.

Possible ways of improvement

Fortunately, strategies have been found to handle the shortcomings discussed so
far, and the errors may be, at least partly, extirpated. There exists a multitude
of approaches, and some of them, which are utilized in this work, will be pre-
sented here. To begin with the SIE, we remember that this error ideally should
be canceled appropriately by the xc term. That has lead to the strategy of using
so-called hybrid functionals to reduce the SIE. In a hybrid functional one incor-
porates fractions of non-local HF exchange and combines it with exchange and
correlation terms from a standard DFT xc functional

EHF
x = −1

2

∑

i,j

fifj

∫ ∫

d3rd3r′
φ∗
i (r)φ

∗
j(r

′)φi(r
′)φj(r)

|r− r′| . (2.41)

Here the indices i, j represent band index and wave vector of the one-electron
Bloch states φi and φj with the corresponding occupation numbers fi and fj. The
combination of HF and KS exchange can be either done globally as for instance
in the PBE0 functional [84, 85] and the B3LYP functional [86] or in a range
separated manner such as the short range hybrid functional of Heyd, Scuseria
and Ernzerhof (HSE) [87, 88]. In PBE0 a fraction of 0.25 exact exchange is
included in the xc part and combined with exchange and correlation from the
PBE functional

EPBE0
xc = 0.25 EHF

x + 0.75 EPBE
x + EPBE

c . (2.42)

The B3LYP functional, which is an abbreviation for Becke, three parameter, Lee
Yang Parr, is given by
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EB3LY P
xc = ELDA

x + a0(E
HF
x − ELDA

x ) + ax∆E
B88
x +

+EVWN
c + ac(E

LY P
c − EVWN

c ),
(2.43)

with the three parameters being a0 = 0.2, ax = 0.72 and ac = 0.81. It was
developed from a hybrid functional suggested by Becke [89] and combines HF
exchange EHF

x with local exchange ELDA
x and the gradient corrections of the

Becke88 exchange functional [64]. The correlation part consists of a combination
of the Lee-Yang-Parr correlation energy which includes a local and a gradient
dependent part [68] and the local Vosko-Wilk-Nusair correlation functional [90].

In a range-separated hybrid functional, the Coulomb interaction is split into
a short range (SR) and a long range (LR) using a suitably smooth switching
function such as the error function (see also Eq. 7.1). The HSE functional uses
pure PBE exchange in the LR part and a combination of PBE exchange and HF
exchange in the SR, while the correlation is treated in the PBE flavor over the
whole range

EHSE
xc = 0.25 EHF,SR

x (γ) + 0.75 EPBE,SR
x (γ) + EPBE,LR

x (γ) + EPBE
c . (2.44)

Note, that all of the exchange contributions depend on the parameter γ, which
is the so-called range-separation parameter and has a value of 0.11bohr−1 in the
HSE functional [88]. The inverse of γ determines a characteristic length at which
the SR interactions are negligible and the LR part begins to dominate. There
are more possible variations of range separated hybrid functionals, for instance
LR hybrid functionals, which are discussed in Chap. 7 in more detail.

Using a hybrid functional may indeed improve the agreement between the KS
eigenvalues and results of photoemission experiments [81]. However, in order to
improve the problems connected with the band gap and consistently the DD, it
will not be sufficient to optimize the xc functional within the KS formalism, since
there, the problems also occur for the exact xc functional, as already pointed
out above. Thus, clearly any possible improvement connected with the band
gap problem has to be searched outside the KS scheme. It is found within the
generalized Kohn-Sham (GKS) theory proposed by Seidl et al. [91]. The GKS is
an alternative, and exact realization of DFT, with the advantage, that differences
between the one-particle eigenvalues incorporate, at least parts, of the DD ∆xc.
The idea of Seidl et al. was to replace the full interacting system by a model
system which takes into account electron-electron interactions and uses part of the
exchange and correlation contribution to the total energy. Furthermore, it should
remain possible to represent the system by a single Slater determinant. Therefore,
an energy functional S[ΨSD] = S[{φj}] of the N-electron Slater determinant
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ΨSD, which is made up of the orbitals {φj}, is introduced. From that functional
S[{φj}] an energy functional of the density F S[n(r)] is constructed, derived using
a constrained minimum principle

F S[n(r)] = min
{φj}→n(r)

S[{φj}], (2.45)

where the density is calculated like in the KS scheme according to Eq. 2.24.
The total energy is then given as a sum of F S[n(r)], a term that accounts for
interaction of electrons with the ions (external potential) and a ”remainder” term
RS[n(r)] where everything else is included. The constrained search formalism is
applied and the energy expression is minimized within the space of all possible
Slater determinants and from that the ground state density constructed. With
a Lagrange procedure similar to that for the KS scheme, the GKS equations are
finally obtained [91]

[
OS[{φj}] + vext(r) + vR(r)

]
φj = ǫjφj. (2.46)

The operator OS[{φj}] is in general nonlocal and orbital specific. vR(r) is the
”remainder” potential and calculated as the functional derivative of the remainder
energy term, which is generally unknown and has to be approximated. There are
numerous ways to map the real physical system in the GKS scheme, which depend
on the choice of S[{φj}] and the KS formalism actually represents one possible
choice. The KS mapping is achieved by setting S[{φj}] equal to the kinetic energy
and the operator OS[{φj}] then becomes the kinetic energy operator of the non-
interacting system. The remainder potential for that case is the sum of Hartree
potential and xc potential and this way the KS equations (Eq. 2.23) are recovered.
Another possible realization, already presented in the work of Seidl et al. lead
to the so called Hartree Fock Kohn Sham equations, and they are obtained by
constructing OS[{φj}] as the sum of the single particle kinetic energy operator
and the Hartree-Fock operator. The corresponding remainder potential vR(r) is
then a pure correlation potential and generally not known, but in contrast to
the HF method, this procedure remains exact. There are many other possibly
approximative realizations of the GKS scheme and in fact the hybrid functionals
introduced above may be viewed within the GKS scheme [92]. However, such
conventional hybrids often do not solve the band gap problem. In order to get
fundamental gaps from DFT in good agreement with experiment, an appropriate
choice of the the nonlocal operator in the GKS equations is necessary. This
choice has to be done in a way, that the discontinuity of the chemical potential
is mostly carried by the nonlocal operator. This is in contrast to the KS scheme
where the discontinuity is carried by the xc potential, which has lead to the DD.
Anyway, for a reasonable choice of OS[{φj}] the DD in the remainder potential
may be minimized up to a point where the GKS LUMO may well be compared
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to the electron affinity and experimental gaps are well reproduced. That this is
indeed possible has been shown for instance by using LR range-separated hybrid
functionals [93, 94] and is also covered in Chap. 7.

2.2 The GW approximation

The second basic theory which is applied in this work is the so called GWmethod.
The use of this different theoretical framework is motivated by its capability to
be able to predict the outcome of photoemission experiments, within an ab-initio
approach. As discussed in the previous section, DFT is sometimes problematic
when KS eigenvalues are used as approximation to electron removal energies. It is
therefore convenient to directly calculate quasi-particle energies even if they are
only used as a benchmark for DFT calculations. The ab-initio method of choice
for that purpose is within many body perturbation theory and in particular the
GW approximation of the self energy introduced by Hedin [51] in 1965, within
many body perturbation theory. Compared to DFT, the computational effort is
by far greater, as the method scales with the fourth power of the problem size
and still today many people work on improving the computational efficiency of
the GW approach [95, 96]. In this section a brief introduction to the basics of
the GW method will be given. This is mostly based on the review article of
Aryasetiawan and Gunnarsson [97] and Hedin’s orginal work [51].

2.2.1 The one particle Green’s Function

The central object of the GW method is the one-particle Green’s function. That
is reasoned by the fact that the one particle spectral function, which is actually
probed by the photoemission and the inverse photoemission experiment, respec-
tively, may be directly related to the one particle Green’s function G(r1, t1; r2, t2)
[98]. The Green’s function describes the propagation of an additional electron
from the space-time coordinates (r2, t2) to (r1, t1). The definition is given via

iG(r1, t1; r2, t2) = 〈N |T
[
ψ(r1, t1)ψ

†(r2, t2)
]
|N〉, (2.47)

where |N〉 represents the interacting ground state of the N electron system and
T is the time ordering operator which ensures that

iG(r1, t1; r2, t2) =

{

〈N |ψ(r1, t1)ψ†(r2, t2)|N〉 t1 > t2

−〈N |ψ†(r1, t1)ψ(r2, t2)|N〉 t1 < t2.
(2.48)

The field operators ψ(r, t) and ψ†(r, t), introduced in Eq. 2.47, are annihilation
and creation operators, respectively and annihilate or create an electron at the
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space-time point (r, t). The one particle Green’s function may, therefore, physi-
cally be interpreted as the probability amplitude of the addition of an electron at
(r2, t2) and its propagation to (r1, t1) for t1 > t2 and as the probability amplitude
for the creation of a hole at (r1, t1) and its propagation to (r2, t2) for t2 > t1 [97].
Whereat the time evolution of the field operators in the Heisenberg picture is
given by

ψ(r, t) = eiHtψ(r)e−iHt, (2.49)

where H is the many-body Hamiltonian (Eq. 2.2), which may be rewritten in
terms of the field operators as

H =

∫

d3rψ†(r)h(r)ψ(r) +
1

2

∫

d3rd3r′ψ†(r)ψ†(r′)v(r, r′)ψ(r)ψ(r′). (2.50)

Here we introduced the abbreviation h(r) for the one particle term of H, which
consists of the kinetic energy term and a second term, that accounts for the
interaction with the nuclei

h(r) = −1

2
∇2 +

∑

a

Za

|Ra − r| . (2.51)

In the Hamiltonian of Eq. 2.50, v(r, r′) is the Coulomb potential and denotes the
two-particle interactions

v(r, r′) =
1

|r− r′| . (2.52)

Further it is useful to write down the eigenvalue equations for the N -particle
ground state and for the N + 1 particle excited system, respectively as

H|N〉 = EN |N〉 (2.53)

H|N + 1, s〉 = EN+1,s|N + 1, s〉, (2.54)

with EN and EN+1,s being the corresponding eigenvalues and the index s numbers
the excited states of the system.

Next we want to derive the spectral or Lehmann representation of the one particle
Green’s function G(r1, t1; r2, t2). For the sake of simplicity, we will only treat the
case of t1 > t2 for the moment. We start by plugging the time evolution of the
field operator in the Heisenberg picture (Eq. 2.49) into the upper part of Eq. 2.48.
The resulting one-particle Green’s function may be written as
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2.2. The GW approximation

G(r1, t1; r2, t2) = −i〈N |eiHt1ψ(r1)e
−iHt1eiHt2ψ(r2)e

−iHt2 |N〉
= −i〈N |ψ(r1)e−i(H−EN )t1ei(H−EN )t2ψ(r2)|N〉,

(2.55)

where the second line simply follows from Eq. 2.53. Now we insert the complete-
ness relation in Fock space, where only the N + 1 particle numbers have to be
taken into account because all other scalar products will vanish, such that

1 =
∑

s

|N + 1, s〉〈N + 1, s|, (2.56)

is inserted two times into Eq. 2.55 between the field operator and the exponential
function in each case. Doing so, the expression for G(r1, t1; r2, t2) becomes

G(r1, t1; r2, t2) = −i
∑

s

fs(r1)f
∗
s (r2)e

−i(ǫs)(t1−t2)Θ(ǫs − µ), (2.57)

where Θ denotes the Heaviside step function and µ is the chemical potential. For
the case of an additional hole, the N − 1 system, where t2 > t1 the derivation
may be done the same way and thereby one obtains the full Green’s function
G(r1, t1; r2, t2), which then is given by

G(r1, t1; r2, t2) = −i
∑

s

fs(r1)f
∗
s (r2)e

−i(ǫs)(t1−t2)

× [Θ(t1 − t2)Θ(ǫs − µ)−Θ(t2 − t1)Θ(µ− ǫs)]. (2.58)

The excitation energies ǫs and wave functions fs introduced in Eqs. 2.57 and 2.58
are defined as

ǫs = EN+1,s − EN , fs(r) = 〈N |ψ(r)|N + 1, s〉 for ǫs > µ (2.59)

ǫs = EN − EN−1,s, fs(r) = 〈N − 1, s|ψ(r)|N〉 for ǫs < µ. (2.60)

Finally we take the Fourier-transform of Eq. 2.58 and end up with the spectral
representation of the one particle Green’s function

G(r1, r2, ω) =
∑

s

fs(r1)f
∗
s (r2)

ω − ǫs + iη sgn(ǫs − µ)
. (2.61)

From Eq. 2.61 it becomes clear that the quasi-particle excitation energies are the
poles of the Green’s function. The spectral function or the density of excited
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states A(r1, r2, ω) mentioned at the beginning of this section is defined as the
imaginary part of G(r1, r2, ω)

A(r1, r2, ω) =
1

π
|ImG(r1, r2, ω)| =

∑

s

fs(r1)f
∗
s (r2)δ(ω − ǫs). (2.62)

2.2.2 The self-energy Σ and Hedin’s equations

The previous section has shown that the one particle Green’s function is indeed
a very useful object. In addition to calculating the excitation spectrum, it may
be also used to calculate the ground state energy or the expectation value of any
operator in the ground state [97]. It still has to be clarified how to calculate the
Green’s function itself. For that purpose the concept of the self energy will be
introduced and Hedin’s equations will be presented without an in depth derivation
or a proof. A detailed derivation can be found, for instance, in the appendix of
Hedin’s original work [51] or in Ref. [97] where the functional derivative method
by Schwinger and Martin and Schwinger is used [99, 100].

The equation of motion of the one particle Green’s function may be derived from
the Heisenberg equation of motion of the field operator, which is given by

i
∂ψ(r, t)

∂t
= [ψ(r, t), H]

=

[

h(r) +

∫

d3r′v(r, r′)ψ†(r′, t)ψ(r′, t)

]

ψ(r, t),
(2.63)

The bottom line of Eq. 2.63 is derived by using the Hamiltonian given in Eq. 2.50
and the anti-commutation relations of the field operator

{ψ(r), ψ(r′)} = {ψ†(r), ψ†(r′)} = 0 (2.64)

{ψ(r), ψ†(r′)} = δ(r− r′) (2.65)

In order to write down the equation of motion for the Green’s function, we intro-
duce the abbreviation 1 = (r1, t1) as it is usually done at this point. Furthermore

δ(1, 2) is defined as δ(r1 − r2δ(t1 − t2) and v(1, 2) =
δ(t1 − t2)

|r1 − r2|
. With these

conventions the equation of motion reads [97]

(

i
∂

∂t
− h(1)

)

G(1, 2) = δ(1, 2)− i

∫

d3v(1, 3)G(1, 3, 2, 3+). (2.66)
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2.2. The GW approximation

Eq. 2.66 involves a special case of the two-particle Green’s function, which in
general takes the form

G(1, 2, 3, 4) = 〈N |T
[
ψ(1)ψ(2)ψ†(3)ψ†(4)

]
|N〉. (2.67)

The consequence of Eq. 2.66 is that the knowledge of the two-particle Green’s
function is necessary in order to obtain the one-particle Green’s function. In a
subsequent step, it may be shown that the 3 particle Green’s function must be
known for evaluating the 2 particle Green’s function and if one keeps track along
this route, one finally will end up again with the full many-body Schrödinger
equation and it becomes obvious, that a different strategy to obtain the Green’s
function has to be chosen. The strategy of choice, is to treat the interaction be-
tween particles as a perturbation to the non interacting system. This system may
be characterized by G0, the non interacting Green’s function, which corresponds
to the Hamiltonian H0 = h(r) + vH(r) and which is known. Everything else that
is unknown is put into the so-called self energy, which is defined by (in frequency
space) Dyson’s equation

Σ(r1, r2;ω) = G−1
0 (r1, r2;ω)−G−1(r1, r2;ω) (2.68)

The self energy Σ contains all the many-body xc effects, it is not Hermitian, non-
local and frequency dependent. Physically it may be interpreted as the potential
felt by the additional (or removed, in the case of the hole) electron from the
interacting system. Σ may be used to rewrite the equation of motion of the one
particle Green’s function as 1

(

i
∂

∂t
− h(1)− vH(1)

)

G(1, 2) = δ(1, 2) +

∫

d3Σ(1, 3)G(3, 2), (2.69)

or alternatively in frequency space

(

ω − h(r1)− vH(r1)

)

G(r1, r2;ω) = δ(r1 − r2) +

∫

d3r3Σ(r1, r3;ω)G(r3, r2;ω).

(2.70)

To summarize, the self energy determines the one-particle Green’s function and
consequently the one-particle excitation energies, and the problem is now refor-
mulated in terms of the self energy, which we still have to calculate. This can be
achieved by self-consistently solving a set of integro-differential equations formu-
lated by Hedin. Thereby the excitations energies of the many-body system can
be obtained. These so called Hedin equations equations are listed here.

1A derivation of this relation is based on Schwinger’s Functional derivative method [99, 100]
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Σ(1, 2) = i

∫

d(3, 4)W (1+, 3)G(1, 4)Γ(4, 2, 3) (2.71)

G(1, 2) = G0(1, 2) +

∫

d(3, 4)G0(1, 3)Σ(3, 4)G(4, 2) (2.72)

Γ(1, 2, 3) = δ(1, 2)δ(1, 3) +

∫

d(4, 5, 6, 7)
δΣ(1, 2)

δG(4, 5)
G(4, 6)G(7, 5)Γ(6, 7, 3) (2.73)

P (1, 2) = −i
∫

d(3, 4)G(2, 3)G(4, 2)Γ(3, 4, 1) (2.74)

W (1, 2) = v(1, 2) +

∫

d(3, 4)v(4, 2)P (3, 4)W (1, 3). (2.75)

In this set of equationsW (1, 2) is the screened Coulomb interaction, P (1, 2) is the
polarizability and Γ(1, 2, 3) is called the Vertex function. Within this exact set
of equation the complexity of the many-body problem is transferred to the, still,
rather complex vertex function, which includes a functional derivative and has to
be approximated. Hedin’s suggestion for this approximation was to completely
drop the second part of the vertex function in Eq. 2.73. The name of the resulting
approximation is derived from the updated expression for the self energy Σ(1, 2),
which is now given by Eq. 2.76 and it is therefore called GW approximation. The
new set of equations is then

Σ(1, 2) = iW (1+, 3)G(1, 4) (2.76)

G(1, 2) = G0(1, 2) +

∫

d(3, 4)G0(1, 3)Σ(3, 4)G(4, 2) (2.77)

Γ(1, 2, 3) = δ(1, 2)δ(1, 3) (2.78)

P (1, 2) = −iG(2, 3)G(4, 2) (2.79)

W (1, 2) = v(1, 2) +

∫

d(3, 4)v(4, 2)P (3, 4)W (1, 3). (2.80)

The equations for the screened Coulomb interaction and the Green’s function,
which only implicitly depend on the vertex function, remain unchanged in the GW
approximation. Note that the expression for G(1, 2) is again Dyson’s equation
(Eq. 2.68). Eq. 2.80 may be reformulated in terms of the dielectric matrix defined
as

ǫ(1, 2) = δ(1, 2)−
∫

d(3)v(1, 3)P (3, 2). (2.81)

The resulting expression for the screened Coulomb interaction involves the inverse
of the dielectric matrix and is calculated via
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2.2. The GW approximation

W (1, 2) =

∫

d(3)ǫ−1(1, 3)v(3, 2). (2.82)

With this equation the formal presentation of the GW method is finalized, and
the subsequent section will show how the method is actually used in practice and
it will deal with some of the limitations, which one has to face when applying
this method.

2.2.3 G0W0: GW in practical calculations

In practice, GW calculations are commonly done according to the scheme pro-
posed by Hybertsen and Louie [52, 53], which is the topic of this section. As
it was shown in the last section, the goal is to find the solutions of the quasi-
particle equation, which may be obtained by inserting the Green’s function in
the Lehmann representation (Eq. 2.61) into the corresponding equation of mo-
tion (Eq. 2.70)

H0(r1)φ
QP
i (r1) +

∫

d3r2Σ(r1, r2; ǫi)φ
QP
i (r2) = ǫiφ

QP
i (r1). (2.83)

Here H0 includes kinetic-, Hartree- and the interaction energy of electron with
nuclei and φQP

i (r) are the quasi-particle wave functions. In the G0W0 approach
we start with the non interacting case G0, and use the KS orbitals φKS

i in place
of the quasi-particle wave functions. Doing so, the comparison of Eq. 2.83 with
the KS-equations (Eq. 2.23) yields the possibility of calculating the quasi-particle
energies perturbatively from the KS-eigenvalues using the self energy operator as
the perturbation

ǫGW
i = ǫKS

i + 〈φKS
i |Σ(ǫGW

i )− Vxc|φKS
i 〉. (2.84)

Note that in Eq. 2.84, the self energy still depends on the quasi-particle energies
ǫGW
i , which are not yet known. But that issue may be handled by an Taylor
expansion of the self energy around the Kohn-Sham eigenvalues up to the linear
term, such that

Σ(ǫGW
i ) = Σ(ǫKS

i ) + (ǫGW
i − ǫKS

i )
∂Σ

∂ω
. (2.85)

When this expression is inserted into Eq. 2.84 we obtain the final expression for
the quasi-particle energies with
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ǫGW
i = ǫKS

i + Zi〈φKS
i |Σ(ǫGW

i )− Vxc|φKS
i 〉

with Zi =
(
1− ∂Σ

∂ω

)−1
.

(2.86)

For the evaluation of the self energy we make use of Eq. 2.76, which in its spectral
representation may be expressed as

Σ(r1, r2;ω) = i

∫

dω′G(r1, r2, ω + ω′)W (r1, r2, ω
′). (2.87)

As already mentioned, the Green’s function is calculated from the non-interacting
case by inserting the KS eigenstates and eigenvalues into the Green’s function in
its spectral representation

G(r1, r2, ω) =
∑

i

φKS
i (r1)φ

∗KS
i (r2)

ω − ǫKS
i ± iη

. (2.88)

The second ingredient for the self energy is the screened Coulomb interaction
W (1, 2). It is formally calculated using Eq. 2.82 and involves the computation of
the dielectric matrix ǫ(1, 2). In the GW formalism this is done within the ran-
dom phase approximation (RPA), which means that the irreducible polarization,
needed for the evaluation of the dielectric matrix is calculated from Eq. 2.79.
In the scheme of Hybertsen and Louie, the momentum space representation of
Eq.2.81 is utilized [53]

ǫGG′(q, ω) = δGG′ − v(q+G)PGG′(q, ω), (2.89)

where G and G′ are reciprocal lattice vector and q is a wave vector inside the
first Brillouin zone. In the RPA one uses the independent particle polarizability
PGG′ = P 0

GG′ , which may be for instance calculated after the formulation by
Adler and Wiser, where a sum over transition matrix elements between occupied
and unoccupied states is involved. In their formulation the polarizability, again
in momentum space, reads as

P 0
GG′(q, ω) =

∑

n,n′,k

〈n,k|ei(q+G)r|n′,k+ q〉〈n′,k+ q|ei(q+G′)r|n,k〉

× f(ǫn′,k+q)− f(ǫn,k)

ǫn′,k+q − ǫn,k + ω
.

(2.90)

Here, |n,k〉 and ǫn,k are the states and the corresponding energies of a DFT cal-
culation and the f(ǫ) are occupation factors. The sum in Eq. 2.90 runs over all
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occupied states with label n and an in principle infinite number of unoccupied
states, labelled n′. In practice the number of unoccupied states is treated as a
convergence parameter but it may still reach up to several thousand states, de-
pending on the system under study. It is, therefore, computational very expensive
to evaluate the dielectric matrix and it is, in fact, one of the bottlenecks of the
GW method. With its evaluation, however, everything that is needed to set up
the self energy is known and the quasi-particle equation may be finally solved.

To summarize, the first step of a typical GW calculation based on the G0W0

approach consists of a standard DFT calculation. Then the so obtain eigenvectors
and eigenvalues are used to calculate the approximate Green’s function (Eq. 2.88)
and the independent particle polarizability (Eq. 2.90). Then the dielectric matrix
is calculated from P 0 and in a subsequent step the screened Coloumb interaction
may be obtained. Knowing these ingredients, the self energy operator can be
constructed Eq. 2.87 and finally the perturbative quasi-particle energies may
be calculated. On the one hand, the G0W0 approach, presented here, has the
advantage of having moderate computational demands, but on the other hand,
it suffers from the fact that it depends on the results a DFT calculation and
all its deficiencies. This is known as the starting point dependency and is of
particular importance for systems, where the KS eigenvalues tend to be no good
approximations for the electron removal energies, as it is, for instance, the case
for molecules that consist of a mixture of localized and delocalized orbitals in the
energy range of interest [101]. These problems have already been discussed in
Section 2.1.4 and are also one of the topics of Chapter 7 of this work.

2.3 Angle resolved photoemission spectroscopy

In the previous sections the methods with which the spectral function of pho-
toemission spectra may be interpreted have been discussed. However, the angle
dependent photoemission intensity is proportional to spectral function multiplied
by a factor that depends on the matrix element for the transition from initial to
fianl state and therefore on the electron momentum as well as on the polariza-
tion and energy of the photon [98] and the focus of this work lies not only in
the understanding of the spectral function, but also in the understanding of this
angular dependence of the photoemission intensities, which is the topic of this
section. Therefore, we give a very brief introduction to the experimental setup of
a typically ARPES experiment as it will be used in this work. This introduction
is followed by the description of the theoretical model that is applied throughout
this work, in order to compute photoemission intensities of organic molecular
films.
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2.3.1 The experimental setup of ARPES

Angle resolved photoemission spectroscopy is the method of choice to directly
study the electronic structure of surfaces. It is based on the photoelectric effect,
discovered by Hertz in 1887 [102] and explained by Einstein in 1905 [103], who
introduced the quantum nature of light and the concept of the photon. He
deduced that the maximum kinetic energy of an electron that escapes from the
material by absorbing a photon, illuminated on the sample, is given by

Emax
kin = hν − Φ (2.91)

where hν is the energy of the photon and Φ is a surface specific constant, nowa-
days known as the work function. In a typical ARPES experiment the sample
is illuminated with monochromatic light of a certain energy hν and the photo
emitted electron is detected as a function of its kinetic energy and its emission
angle. The corresponding experimental geometry of the experiments presented
in this work is illustrated in Fig. 2.1a

Figure 2.1: (a) Schematic illustration of the geometry of an ARPES experiment.
The sample is illuminated with photons of a certain energy hν under the angle χ.
An electron is excited from its initial state |Ψi〉 to the final state |Ψf 〉. The outgoing
electron is detected as a function of its kinetic energy and the polar angle θ. The
sample is rotated along its azimuthal angle φ, and therby the whole subspace above the
sample surface is measured (Reproduction of Fig. 6.2). (b) Typical result of an ARPES
experiment. The intesnity is recorded as a function of binding energy and momenta
parallel to the surface (kx and ky). The result is represented as a combination of a CBE
momentum map (horizontal cut through the data set at one specific binding energy)
and two band maps (vertical cuts though the data at kx = 0 and ky = 0, respectively)

Most of the experiments presented in this work were performed at the synchrotron
radiation facility BESSY II, Helmholtz-Zentrum-Berlin. The incident photons,
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which in this work, have energies between 30 and 35 eV, illuminate the sample
surface with an angle χ with respect to the surface normal. The outgoing elec-
trons are detected with a toroidal electron energy analyzer, for which a detailed
description may be found in Ref. [104]. In this setup, the polarization direction
is in the specular plane, which also contains the photoelectron trajectory mea-
sured. With the toroidal energy analyzer it is possible to simultaneously collect
electrons, with polar angles θ lying between ±80◦, as a function of their kinetic
energy within a window of 1 or 2 eV. By a stepwise rotation of the sample along
the surface normal in steps of 1◦, the azimuthal angle φ is varied over 180◦ and
thereby, the whole half-space above the sample is covered. During the experimen-
tal procedure the electrons’ energies and their momenta parallel to surface are
conserved, while the momentum normal to the surface is not, due to a potential
step at the surface and the broken translational symmetry in that direction. The
kinetic energy of the outgoing electron is the photon energy lowered by the sam-
ple’s work function and the binding energy EB of the electron (see also Eq. 2.91)

Ekin = hν − Φ− EB (2.92)

The parallel momenta components kx and ky may be obtained from the angular
distribution of the photo emitted electrons via the relations

kx =

√

2meEkin

~2
sinθ cosφ, (2.93)

ky =

√

2meEkin

~2
sinθ sinφ. (2.94)

The typical outcome of an experiment described above, shown in Fig. 2.1b, is the
intensity as a function of binding energy and parallel momenta components. If a
horizontal cut, i.e. a cut at one specific energy, is made through this extensive
data set, one obtains a so-called constant binding energy- (CBE) or momentum
map (see e.g. Figs. 3.4 and 6.3). When studying well ordered, organic molecular
monolayers on metallic substrates, these momentum maps may be related to
specific orbitals of the organic molecule. The utilization of this fact is one of the
topics of this work and the method used for calculating such momentum maps is
presented in the next section.

2.3.2 Simulation of ARPES experiments

In the previous section a rather simple description of the photoemission process
has been given. However, the excitation process is in fact very complicated, as
the sample, in reality, represents a full many-body system which in principle
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has to be treated as a whole. Because this in not possible in practice, it is
convenient, and also done in this work, to use the independent particle picture
and the sudden approximation at this point [98, 105]. Doing so, all many-body
interactions and any possible relaxation of the system during the emission process
are not accounted for. Since, we do not study systems where strong correlation
effects are expected to play a major role nor are we interested in details of line
shapes or possible satellites that may appear, but rather are interested only in
the angular dependence of the intensities at the moment, these approximations
are indeed expedient. For a solid, the problem is often further simplified by using
the three-step model, where the process is split into three independent parts.
These are, an optical excitation from the initial to the final bulk Bloch state,
then the travel of the electron to the surface and finally the transmission of the
electron through the surface into the vacuum [20]. In this work, however, we
make use of the one-step model. Here the photoemission intensity is based on
first order perturbation theory and the photoemission intensity is proportional
to the transition probability from initial state Ψi to final state Ψf , which is given
by Fermi’s golden rule [23, 106].

I ∝ |〈Ψf |Hint|Ψi〉|2 × δ(Ekin + Φ− EB − hν). (2.95)

Here Hint describes the interaction of the system with the electromagnetic field of
the photon, characterized by its vector potential A and the δ function expresses
the energy conservation. The interacting Hamiltonian is obtained by transform-
ing the momentum operator p of the unperturbed Hamiltonian H0 according to

p → p− e

c
A. The resulting Hamiltonian is

H =
1

2me

[
p− e

c
A
]2

+ eV (r) =

=
p2

2me

+ eV (r)
︸ ︷︷ ︸

+
e

2mec

(
Ap+ pA

)
+

e2

2mec2
A2

︸ ︷︷ ︸

=

= H0 + Hint.

(2.96)

The quadratic term in the vector potential is usually small and may be neglected.
The Hamiltonian may be further simplified if the dipole approximation is applied,
in which the vector potential is treated as constant and∇A = 0 (Coulomb gauge).
Although, the dipole approximation is not necessarily valid at the surface and
the term ∇A might be of importance [98], this is not the case in this work, where
the main focus lies on a rather qualitative understanding of angle-resolved emis-
sion patterns. In conjunction with the commutation relation of the momentum
operator and the vector potential [p,A] = i~∇A, the dipole approximation may
be used to rewrite Eq. 2.95 by exploiting Ap+ pA = 2Ap
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2.3. Angle resolved photoemission spectroscopy

I ∝ |〈Ψf |Ap|Ψi〉|2 × δ(Ekin + Φ− EB − hν). (2.97)

The treatment of initial and final state has not been discussed so far. As already
mentioned, the sudden approximation will be applied and no interaction of the
photoelectron with the system is taken into account. Within this approxima-
tion the final state Ψf may be factorized into two independent parts using an
appropriate antisymmetric operator, which ensures that the system fulfills the
antisymmetry requirement. The two parts are the wave function of the outgo-
ing electron ψf and the wave function ΨN−1

f of the N − 1 particle system left
behind. The same may be done for the initial state, when it is approximated
by a single Slater determinant. The matrix element of Eq. 2.97 then simpli-
fies to one-electron matrix elements in the independent particle picture and the
photoemission intensity becomes [107]

I ∝
∑

i

|〈ψf |Ap|ψi〉|2 × δ(Ekin + Φ− Ei − hν). (2.98)

The results based on this relation, still depend on the choice of the one electron
final state ψf . The most simple choice, that can be made is that of a plane wave
(PW) [24], which is characterized by its wave number and the direction it leaves
the sample. The PW as a final state has the convenient implication that the
evaluation of Eq. 2.98 is simplified to a FT of the initial state one electron wave
function ψi under the condition that it may be measured selectively. Thus, a
direct relation of the square root of the measured photo-current and the orbital
in reciprocal space ψ̃i, corrected by a weakly k-dependent polarization factor, is
established [26].

√
I ∝ |Ak| × |ψ̃i|. (2.99)

With this simple relation the following steps have to be carried out, in order
to obtain simulated CBE momentum maps of adsorbed organic molecules in
practice. The procedure is also illustrated in Fig. 2.2

As a starting point, the KS one electron orbital ψj(r) (depicted in Fig. 2.2a) is
taken as the initial state and then in a first step Fourier transformed to momentum
space. The resulting orbital ψ̃j(k) in reciprocal space is depicted in Fig. 2.2b.
In a subsequent step, the square of the absolute of that orbital is cut through
by a hemisphere (transparent red hemisphere of Fig. 2.2b). The radius of that
hemisphere reflects the energy conservation and is therefore defined by the kinetic
energy of the outgoing electron

rk =

√

2meEkin

~2
(2.100)
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Chapter 2. Methodological Background

Figure 2.2: Illustration of the steps necessary for obtaining simulated ARPES mo-
mentum maps used throughout this work, based on the result of a DFT calculation
of an isolated molecule, on the example of the organic molecule pentacene. a) Real
space image of the highest occupied molecular orbital of pentacene as it results from
DFT. b) A Fourier Transform leads to the orbital representation in reciprocal space.
c) A hemisperical cut through the orbital leads to a kx,ky distribution pattern of that
orbital (momentum map)

The so obtained data may be interpreted as a CBE photoemission pattern of the
corresponding molecular orbital. The comparison of calculated momentum maps
after the procedure presented here (i.e. according to Eq. 2.99 with slices through
the experimentally obtained, valence band photoemission data cube I(kx, ky, EB)
is becoming known as orbital tomography. This technique is shown to be ex-
tremely powerful and may be used to clarify the electronic and/or geometric
structure of molecular adsorbate systems. It may seem quite surprising, that
orbital tomography, which is based on the calculation of an isolated molecule
and the assumption on a PW final state, is able to explain experimental momen-
tum maps measured on extended molecular monolayers adsorbed on a metallic
substrate. That, this is indeed possible, at least on a qualitative level, has been
shown in numerous works [22, 26, 108–110] and this list may well be extended by
parts of this work [111–114].

ARPES data of extended systems

If one is interested in the effects of intermolecular dispersion of the molecular
states or effects arising from molecule substrate interactions on to the momen-
tum maps, the extended system, either as a freestanding layer or including the
substrate, has to be considered. For such a case, the computation of ARPES
data is no longer based on the DFT calculation of an isolated molecule but on
the calculation of the extended systems, with the Kohn-Sham eigenvalues εnq
and eigenstates ψnq as a result. The photoemission intensity is then given by
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2.3. Angle resolved photoemission spectroscopy

I(kx, ky;hν,A) ∝
occ∑

n

BZ∑

q

|〈ψf |A · p|ψnq〉|2 × δ(εnq + Φ+ Ekin − hν). (2.101)

The summation in Eq. 2.101 runs over all occupied initial states and all q points
sampling the Brillouin zone. Using a plane wave for the final state the weakly
angle dependent geometry factor again may be factorized and the intensity be-
comes

I(kx, ky;hν,A) ∝
occ∑

n

BZ∑

q

|A · k|2
∣
∣〈eikr|ψnq〉

∣
∣
2 × δ(εnq +Φ+Ekin − hν). (2.102)

In the corresponding DFT calculations, utilizing the VASP code, the Kohn-Sham
eigenfunctions are represented using a plane wave basis set and the initial Bloch
states |ψnq〉 are, apart from a normalization factor, given by

|ψnq〉 =
|G|<Gcut∑

G

cnq(G)ei(q+G)r. (2.103)

Here the G are reciprocal lattice vectors and the sum runs over all reciprocal
lattice vectors below a certain energy cut-off. The resulting transition matrix
element 〈eikr|ψnq〉 of Eq. 2.102 is then for this case

〈ψnq|eikr〉 =
∫

d3r
∑

G

c∗nq(G)e−i(q+G)reikr

=
∑

G

c∗nq(G)

∫

d3re−i(q+G−k)r

=
∑

G

c∗nq(G)δG,k−q.

(2.104)

However, when the substrate is included in the calculations, the plane wave final
state approximation is no longer a suitable choice, since it may lead to an over-
estimated photoemission signal of the substrate states. The reason for that lies
in the fact that in the photoemission experiment only the topmost layers of the
substrate are probed due to the limited mean free path of the emitted electron.

The most appropriate choice for the final state would be a so called time reversed
LEED state [23], whose full description is beyond the scope of this work. Here,
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Chapter 2. Methodological Background

we account for the limited mean free path by simply choosing a damped plane
wave for the final state. The damped plane wave has an empirical form using two
parameters z0 and γ. For that purpose, the unit cell used in the DFT calculation
is divided into two parts in the z-direction, that is the direction of the surface
normal, at z0. The part above the substrate (z > z0) is treated by a pure plane
wave, while below z0 the plane wave is exponentially damped with the parameter

γ in the exponent, whose inverse
1

γ
represents the mean free path length. Thus,

the final state for the range 0 < z < z0 is given by

|ψf〉d = eikreγ(z−z0). (2.105)

A schematic view of the damped final state in the direction normal to the surface
is shown in Fig. 2.3. In order to compute the photoemission intensities with this
damped final state, |ψf〉d is inserted into Eq. 2.101 and the matrix elements are
evaluated for all Bloch bands ψnq at each reciprocal lattice point q. For the
case of a damped plane wave, the transition matrix element is evaluated for each
spatial direction separately and may consequently be written as

〈ψnq|A · p|ψf〉d = A(ik+ γez)
∑

G

c∗nq(G)δGx,kx−qxδGy ,ky−qy

× e−γz0

∫ z0

0

dze(−igz+γ)z

∫ c

z0

dze−igzz

(2.106)

Here we have abbreviated gz = Gz + qz − kz and introduced the lattice constant
in the z-direction c. The evaluation of the integral is straight forward and the
matrix element is given by

〈ψnq|A · p|ψf〉d = (iAk+ Azγ)
∑

G

c∗nq(G)δGx,kx−qxδGy ,ky−qy

×
(
e−igzz0 − eγz0

−igz + γ
− e−igzc − e−igzz0

−igz

) (2.107)

One has to keep in mind, even with the damped plane wave, our approach re-
mains a relatively simple model for the photoemission process, in particular when
the substrate is included. However, one may gather important insights, for in-
stance, when comparing results for both, plane wave (according to Eq. 2.102) and
damped plane wave final state (according to Eq. 2.105). Thereby, the emission
contributions from adsorbate and substrate states can be clearly distinguished.

Inspired by the experiments which may be performed utilizing the toroidal an-
alyzer, the analysis of the electronic structure of the adsorbate system with the
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2.3. Angle resolved photoemission spectroscopy

Figure 2.3: The red line shows schematically the damped plane wave final state in
the z-direction of the unit cell. Above z0 the final state is treated as a pure plane wave,
below z0 it is exponentially damped by the factor eγ(z−z0), which is shown as the black
envelope of the damped plane wave.

help of the computation of the photoemission intensities according to the scheme
explained above can be done in three different modes. These are, CBE momen-
tum maps I(kx, ky) at a specific binding energy EB, the band map which show the
intensity as a function of binding energy and one parallel momentum I(EB, kx,y)
and so called constant initial state (CIS) scans I(EPh, kx,y), where the photon
energy dependence of one specific state is studied as a function of one parallel
momentum.
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Chapter 3

Imaging the wave functions of
adsorbed molecules

This chapter deals with the problem of the lost phase information in the photoe-
mission experiment and the possibility of obtaining images of individual molec-
ular states using ARPES data, taken from molecular monolayers of pentacene
and PTCDA on Ag(110). Already in Ref. [26], it has been shown that it is pos-
sible to obtain two dimensional orbital images via an inverse Fourier Transform
of measured ARPES momentum maps. In that work the lost phase informa-
tion has been imposed to the measured data according to symmetry arguments.
However, such a procedure is not generally applicable and needs additional input
from theoretical considerations. In this work we only assume the wave function
to be confined to a region, defined by the size of the molecule under study and
recover the phase information by an iterative procedure commonly applied in
x-ray diffraction, based on the oversampling method. With this approach, which
already has been successfully applied to one dimensional, spatially confined sur-
face states [25], we could obtain images of 5 molecular orbitals and compare
them with the results of DFT calculations. The work has been published [111]
in the Proceedings of the National Academy of Sciences of the United states of
America and this chapter is essentially a reproduction of the article including the
supplementary information 1.

Author contributions

It was my supervisor, Peter Puschnig, who had the idea for this work and already
presented images of orbitals from ARPES measurements in Ref. [26], however

1Reproduced with permission from the National Academy of Sciences, the original article
may be found online at http://dx.doi.org/110.1073/pnas.1315716110
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Chapter 3. Imaging the wave functions of adsorbed molecules

Figure 3.1: Header of the article [111] as it was published in the Proceedings of the
National Academy of Sciences of the United states of America, including the title and
all contributing authors. This chapter is beside some small modifications identical to
the article and its supporting information.

there the phase information has been imposed by symmetry arguments only. The
ARPES experiments of pentacene on Ag(110) have been performed by Thomas
Ules and Eva Maria Reinisch, under the supervision of Georg Koller and Michael
Ramsey. The PTCDA data was measured by our colleagues from Jüllich, Ser-
guei Soubatch and F. Stefan Tautz. The experimentally obtained data has been
processed and prepared by me, in order to be able to use it for the iterative pro-
cedure. I have implemented the iterative procedure and had the idea of including
the symmetry as a possible constraint in the iterative procedure. Consequently
I have performed all the phase recovery calculations as well as the DFT cal-
culations of the isolated molecules. Together with Peter Puschnig and Michael
Ramsey, I have written the initial draft of the manuscript, prepared the figures
and discussed the data and manuscript with all co authors.

Abstract

The basis for a quantum mechanical description of matter are electron wave
functions. For atoms and molecules, their spatial distributions and phases are
known as orbitals. Although orbitals are very powerful concepts, experimentally
only the electron densities and -energy levels are directly observable. Regardless
whether orbitals are observed in real space with scanning probe experiments,
or in reciprocal space by photoemission, the phase information of the orbital is
lost. Here we show that the experimental momentum maps of angle resolved
photoemission from molecular orbitals can be transformed to real space orbitals
via an iterative procedure which also retrieves the lost phase information. This
is demonstrated with images obtained of a number of orbitals of the molecules
pentacene (C22H14) and PTCDA (C24H8O6), adsorbed on silver, that are in ex-
cellent agreement with ab-initio calculations. The procedure requires no a priori
knowledge of the orbitals and is shown to be simple and robust.
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3.1. Introduction

Significance Statement

In quantum mechanics, the electrons in a molecule are described by a mathe-
matical object termed the wave function or molecular orbital. This function de-
termines the chemical and physical properties of matter and consequently there
has been much interest in measuring orbitals, despite the fact that strictly speak-
ing they are not quantum mechanical observables. We show how the amplitude
and phase of orbitals can be measured in good agreement with wave functions
from ab-initio calculations. Not only do such measurements allow wave functions
of complex molecules and nanostructures to be determined they also open up a
window into critical discussions of theoretical orbital concepts.

3.1 Introduction

As the electronic, optical and chemical properties of nanostructures are defined by
their electronic orbitals, in the last decades experimentalists have striven to image
them. This is despite the fact that orbitals are not, strictly speaking, quantum
mechanical observables. Molecules are arguably the best defined nanostructures,
and for simple diatomic molecules, such as N2, both the amplitude and the phase
of the highest occupied molecular orbital (HOMO) in 3 dimensional space have
been recovered [34]. This tomographic reconstruction requires higher harmonics
generated from intense femtosecond laser pulses, focused on a series of molecu-
lar alignments, together with theoretical modeling [34]. Although offering the
exciting prospect of imaging orbitals on the time scale of chemical reactions, be-
ing both complex and only appropriate for simple molecules and orbitals, the
technique is not generally applicable for the task of orbital reconstruction. Al-
ternatively, scanning probe techniques offer real space imaging of large molecules
with submolecular resolution on surfaces. Although great advances have been
made with understanding and controlling scanning probe tips, so-called tip func-
tionalization [33], tips are still a factor of uncertainty. With an appropriate tip,
the correct nodal structure of orbitals can be directly observed. Moreover, with
tip molecules of p-wave structure the relative phase of the sample wave function
may be inferred [115]. Unfortunately, as the wave functions of the substrate gen-
erally spill out beyond the adsorbed molecules, decoupling layers such as NaCl
are necessary to avoid direct tunnelling into the substrate.

The full angle dependence of valence band ultraviolet photoelectron spectroscopy
from molecular films has been shown to contain rich information on the orbital
structure [27, 116]. In the past few years a number of studies on molecular films
have demonstrated a strong connection between the angular intensity distribution
measured in ultraviolet photoemission experiments and the Fourier transform
of the initial state orbitals [21, 22, 26, 28, 108, 109, 117, 118]. This relation
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Chapter 3. Imaging the wave functions of adsorbed molecules

can be justified in the so-called one-step-model of the photoemission process,
wherein the excitation occurs in a single step from an initial state to a final state
[23]. When approximating this final state by a free electron state, one can show
that the photoemission intensity follows an angular dependence given by the
Fourier transform of initial state wave function [119]. Thus, it is tempting to use
angle-dependent photocurrent data as measured in angle-resolved photoemission
spectroscopy (ARPES) to recover the real-space distribution of the initial orbital
by applying an inverse Fourier transform [26]. However, this is not possible in
general due to fact that the phase information of the wave function is lost in the
measurement.

In this work, we develop an unbiased and widely applicable procedure, based on
a scheme proposed for one dimensional surface states confined by surface step
edges of Au(111) [25], that can be used to regain the lost phase information and
thereby enable the reconstruction of real space orbitals. It only demands the wave
function under study to be spatially confined. Here we will assume that the wave
functions are confined to a region defined by the van der Waals (vdW) size of
the molecules, a requirement well-justified for many molecular adsorbate systems.
Based on ARPES momentum maps of adsorbed monolayers on a Ag(110) surface,
we demonstrate our method by reconstructing two-dimensional orbital images of
the lowest unoccupied molecular orbital (LUMO) and the HOMO of PTCDA,
as well as of the LUMO, HOMO, and HOMO-1 of pentacene (5A) that are in
remarkable agreement with one-electron wave functions from density functional
theory (DFT). In the photoemission process it is not a priori clear that the one-
electron orbitals should result. Indeed, in going from an N to an N − 1 final
state, a Dyson orbital would be the more strictly correct description, a Dyson
orbital representing the overlap between the N electron wave function with the
N−1 electron wave function before and after the ionization, respectively [120]. In
principle, a Dyson orbital should be based upon many-body perturbation theory
and could include the molecule as well as the substrate. However, Dyson orbitals
obtained within the framework work DFT and applied to isolated molecules often
closely resemble the theoretical one-electron orbitals which in turn account for
measured ARPES momentum maps [117]. Our results here thereby show that
relaxation is often only playing a minor role and the frozen orbitals approximation
is in fact reasonable.

3.2 The problem of the phase

Fig. 3.2 illustrates the problem which one encounters when attempting to re-
trieve a real space image of the orbital from an inverse Fourier transform of an
experimental ARPES map. Panel (a) shows a model wave function ψ(x) in one di-
mension, which has a sinusoidal shape of wave number k0 and is spatially confined
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3.2. The problem of the phase

Figure 3.2: The phase problem for a one-dimensional wave function. (a) The model
1D wave function of sinusoidal shape with wave number k0 and spatial extent L is
Fourier transformed yielding (b). When taking the absolute value as in the mea-
surement process (c) and subsequently transforming back to real space, the resulting
real-space function (d) generally has the wrong phase and a spatial extent 2L, twice as
large as the original wave function.

to a region of length L. For instance, ψ(x) could be viewed as a one-dimensional
schematic representation of the HOMO of para-sexiphenyl [26]. When calculating
its Fourier transform (FT) depicted in panel (b), the wave function in momentum
space ψ̃(kx) is also anti-symmetric and shows main peaks at ±k0. Experimentally,
the intensity distribution observed in angle-resolved photoemission experiments

is proportional to the square of the absolute value
∣
∣
∣ψ̃(kx)

∣
∣
∣

2

. Thus, as evident from

panel (c), information on the sign of the wave function, or more generally on its
phase, is lost in the measurement process. When attempting to obtain the spa-
tial distribution of the orbital by performing an inverse Fourier transform (FT−1)
of its measured momentum distribution, one does not recover the original wave
function ψ(x), as can be seen from panel (d). The resulting real-space function
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φ(x) has both the wrong phase (now being symmetric) and also a spatial extent
which is twice as large (2L) as that of the original wave function ψ(x). Math-
ematically, the so obtained function, φ(x), is the auto-correlation of the wave
function ψ(x) with its complex conjugate. This shows that phase information is
indeed crucial to obtain the correct real space distribution of a molecular orbital
from a momentum distribution measured via ARPES. In an earlier publication
[26], we have suggested that in certain cases the missing phase information can be
guessed and imposed onto the measured data, thereby enabling the reconstruc-
tion of real space wave functions from ARPES data. However, such a procedure
is biased and moreover not generally applicable.

3.3 Iterative phase recovery

Fig. 3.3 illustrates how the phase information is recovered by an iterative proce-
dure. The starting point is an experimental ARPES intensity map as shown in
panel (a). In this example, we use ARPES data taken from an ordered monolayer
of PTCDA/Ag(110) containing only one molecule in the unit cell, recorded at a
constant binding energy (CBE) of 1.9 eV below the Fermi level, which has been
shown to correspond to the electron emission from the HOMO of PTCDA [21, 22].
Note that the black isolines denote the square root of the ARPES intensity, i.e.,

the absolute value of the wave function
∣
∣
∣ψ̃(kx, ky)

∣
∣
∣, while the unknown complex

phase, arg
(

ψ̃(kx, ky)
)

, is shown as a color map and arbitrarily set to a constant

value in this case. In the first step of the iteration, an inverse Fourier transform
leads to the real space function displayed in panel (b). As we have already noticed
for the 1D example of Fig. 3.2, the resulting real space function φ(x, y) must be
expected to have a too large spatial extent. Therefore, the second step consists in
modifying φ(x, y) outside a pre-defined spatial region. For simplicity, we choose
a rectangular region (green dashed lines) of area 14.8 × 7.2 Å2, which roughly
corresponds to the vdW size of PTCDA, and reduce φ(x, y) by a given factor
outside this confinement box. This leads to φ′(x, y) shown in panel (c). In the
third step, a Fourier-transform of φ′(x, y) yields the new momentum distribution
ψ̃′(kx, ky) in panel (d), which differs from the original ψ̃(kx, ky) in both absolute
value (isolines) and phase (colour map). To close the iteration loop, the new
phase distribution of ψ̃′(kx, ky) is kept and imposed on the experimental ARPES
map of (a).

When continuing the steps of this iterative procedure, the resulting real space
function φ(x, y) gradually changes such that its probability density inside the
confinement box is maximized. Interim results of the 15th and 250th iteration
steps in momentum and real space are displayed in panels (e–h) of Fig. 3.3. Note
that for the 250th iteration, after which no further change in the appearance of
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the wave function is seen, we have switched to a more conventional graphical
representation of the wave function. Thus, panels (g) and (h) display the real
part of the wave function in momentum and real space, respectively, as a density
plot, where red indicates positive, blue negative values.

3.4 Reconstructed versus theoretical orbitals

We have successfully applied this iterative procedure to a number of ARPES
CBE (kx, ky) maps of molecular monolayers adsorbed on metallic surfaces and
retrieved the corresponding molecular orbitals. Fig. 3.4 compiles a set of five
molecular orbitals which are discussed in this work. Panels (a)–(e) are CBE
momentum maps of the PTCDA HOMO and LUMO [26], and of the HOMO-
1, HOMO and LUMO of pentacene. All data has been taken on well-ordered
monolayers adsorbed on the Ag(110) surface. Upon bonding on the substrate,
the molecular states are broadened into resonances where their full width at half
maximum is only slightly broader than the 150–200 meV energy resolution of
the toroidal electron energy analyzer. The CBE maps are taken at the binding
energies indicated in Fig. 3.4 and show data integrated over an energy range
of 60 meV. Due to energy resolution of the toroidal electron energy analyzer,
however, the maps cover a somewhat larger energy window. Note that for both
molecules, there is charge transfer from the metal into the molecule’s LUMO,
thereby enabling its detection by the photoemission experiment.

When subjecting the experimental data to the iterative phase recovery, one ob-
tains the orbital images depicted in Fig. 3.4 which are shown in comparison to the
respective DFT orbitals calculated for the isolated PTCDA and pentacene. In all
five cases, the reconstructed orbitals show an excellent agreement with the theo-
retical predictions, thereby demonstrating the power of the method. Comparing
the experimental orbitals to the calculated one-electron orbitals of Fig. 3.4, two
questions need to be considered: (i) What is actually displayed in a calculated
orbital and (ii) should it be expected to agree with the experimental orbitals?
Clearly, in Fig. 3.4 not only are the nodal structures of the orbitals well repro-
duced, but also the sizes and shapes of the lobes in the patterns appear to be in
excellent agreement between experiment and theory. Usually, three-dimensional
theoretical orbitals are represented by iso-surfaces, where the sizes and shapes
of the lobes in theoretical orbital images are influenced by the choice of the iso-
value; isosurfaces displayed in Fig. 3.4 are 10 % isosurfaces, as commonly used
in displaying calculated orbitals, i.e. 90 % of the charge density is located within
the displayed surface. Clearly this fits our experimental data well, whereas for
scanning tunneling microscopy (STM) images DFT orbitals with approximately
1 % isosurfaces (enclosing 99 % of the charge) seem to match the HOMO and
LUMO of 5A [31]. This is presumably due to the STM tip probing the prob-
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π 0

π/2
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Figure 3.3: The iterative wave function reconstruction algorithm, using the example
of the PTCDA HOMO. Panel (a) displays the experimental ARPES momentum map.
Black isolines represent the square root of the measured intensities, while the color
indicates the phase. An inverse Fourier transform leads to (b). The absolute value
of the wave function is reduced to 10 % outside the confinement box (green, dashed
rectangle) in panel (c), its Fourier transform leads to (d). Panels (e) and (f), and (g)
and (h) show the 15th and 250th step in the iterative procedure, respectively. In panels
(g) and (h), we show the real part of the reconstructed wave function, in k-space and
real space, respectively.
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ability density well above the molecule. A comparison of our data with STM
results can be found in the supporting information (SI) Fig. 3.7. An alternative
way of comparing the theoretical with the orbitals reconstructed from ARPES
is to represent also the theoretical orbitals as two-dimensional plots. For the π
orbitals of the planar molecules treated in this work, this can be accomplished by
projecting out the z-dependence of carbon pz orbital. This leads to the images
shown in Fig. 3.8 which is a duplicate of Fig. 3.4 except for the theoretical orbital
images which are replaced by the 2D-projections mentioned above.

Of particular note in the shape agreement between the reconstructed orbitals and
the calculated ones are, for instance, the asymmetric curvatures on each side of
the lobes close to the long axis of the PTCDA LUMO, or the increasing bend in
the lobes of the 5A LUMOmoving from the center to the end of the molecule. The
5A HOMO data shows clearly that the quasi-periodicity of the electron density
is larger than the periodicity of the carbon backbone. This leads to the density
shifting from the apex carbon sites in the center of the molecule to the bond
between the apex and the terminal carbons at the end of the molecule. Such a
shift would not be expected for an infinitely long acene. On careful inspection
there are some features in the reconstructed orbitals which differ from those of
the calculated orbitals of isolated molecules. For instance, the outermost lobes of
the 5A LUMO, although showing a maximum on the long molecular axis, have
extensions perpendicular to it that are greater than predicted by the calculation.
Also, the lobe shape of the PTCDA HOMO is not in perfect in agreement with
the 10 % isosurface DFT orbital. On assessing the agreement or disagreement
of reconstructed orbitals with calculated ones in Fig. 3.4, it has to be kept in
mind that an agreement with orbitals calculated for isolated molecules is perhaps
remarkable, since reconstructed orbitals are for molecules adsorbed on a surface.
Although the interaction with Ag is relatively weak, there is charge transfer to
the LUMOs in both cases and thus orbital distortions cannot be ruled out.

As in the discussion above, generally, the comparison of experimental and calcu-
lated orbitals has been subjective [31, 34]. In contrast, our data, having both the
phase information and more than one orbital for one molecule, allows a more crit-
ical analysis of how good the experimentally obtained wave functions are. Since
orbitals of any particular system are orthogonal to each other, we can use this
criterion to show that our reconstructed orbitals are indeed realistic in the quan-
tum mechanical sense. In the case of PTCDA, the calculated overlap between
the experimental HOMO and LUMO is 10 % (90 % orthogonality). For 5A the
three orbital combinations yield even better orthogonalities in the range of 93 to
99 %. This not only suggests the orbitals to be objectively good, it also provides
the possibility of introducing a further objective criterion in the reconstruction
procedure, if deemed necessary.
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Figure 3.4: Compilation of orbitals reconstructed from ARPES data in this work.
The left column shows experimental CBE ARPES maps of the PTCDA LUMO (a)
and HOMO (b), and the pentacene LUMO (c), HOMO (d) and HOMO-1 (e). The
middle column shows the CBE maps with the recovered phase information. The right
column displays the reconstructed real space orbitals (orange box) which are compared
to corresponding Kohn-Sham orbital images obtained from density functional theory
(without box). The wave function confinement regions are 14.8×7.2 Å2 and 14.8×5.4 Å2

for PTCDA and pentacene, respectively.
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3.5 How can the lost phase be recovered?

Several questions may be posed concerning the mathematical procedure to recover
the unknown phase: (i) How can the phase be restored from intensity information
only? (ii) How stable is the procedure, e.g. do results depend on the chosen
initial phase or the assumed confinement box size? (iii) How can two-dimensional
momentum maps be used to get information on three-dimensional orbitals?

(i): At first glance, it appears that the phase information is created from nowhere,
since intensity information in momentum space eventually leads to intensity and
phase information in real space. However, considering the well-known properties
of discrete Fourier transforms and the fact that the wave function goes to zero
outside the confining box, this apparent under-determinacy can be resolved. Our
data resolution in momentum space of ∆k ≃ 0.05 Å−1 converts to a real space
domain size of X2 = (2π/∆k)2 ≃ 1262 Å2. Comparing this with the area of the
molecule A, the so-called oversampling ratio X2/A amounts to ≃ 150. By forcing
the wave function to be zero in the large area outside the molecular region during
the iterative procedure, the missing phase information is compensated. Successful
orbital reconstruction requires an oversampling ratio of at least 2 but, as is the
case here, the algorithm becomes more stable if the ratio is larger.

(ii): For starting the iterative phase recovery, an initial guess of the phase has
to be made. In the example of Fig. 3.3, a constant k-independent phase has
been chosen. However, a random kx- and ky-dependent starting phase leads
essentially to the same result, as evidenced in Fig. 3.5 of the SI. That such an
extremely different and even unphysical starting point leads to the same result
emphasizes the robustness of the orbitals shown in Fig. 3.4 with respect to the
initial choice of phase. The question of how to select a suitable confinement region
is slightly more subtle. Firstly, it is evident from the mathematical properties of
Fourier transforms that the real space orbitals φ(x, y) are only determined up to
an arbitrary translation vector (Rx, Ry). Since the FT of the translated orbital
φ(x−Rx, y−Ry) differs from that of φ(x, y) only by a k-dependent phase factor,
an incorrect confinement box results in orbitals φ(x, y) which may be arbitrarily
translated inside the confinement box. This can be seen clearly as a 0.3 Å
shift in the 5A LUMO of Fig. 3.4(c) when using a box size appropriate for the
HOMO wave function in Fig. 3(d). The problem of cyclical translation within the
confinement box is even more pronounced for the HOMO-1 of 5A (see Fig. S2
in the SI). For objectivity, and to emphasize the robustness of the procedure,
we have chosen a simple rectangular box with constant size for all pentacene
orbitals. Only for HOMO-1 is the orbital’s overall position fixed by imposing
inversion symmetry in the iterative procedure.

(iii): The last question concerns the fact that the reconstructed orbital images
shown in Fig. 3 are interpreted as planar two-dimensional sections through three-
dimensional orbitals. Such a simplified relation is possible since all wave functions
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studied in this work are π-orbitals belonging to nearly planar molecules. In
such cases, the three-dimensional structure of orbitals in momentum space is
dominated by features with a weak kz-dependence that is essentially equal to
that of an atomic pz state, as is exemplified for the HOMO of pentacene in
Fig. 2B of Ref. [26]. Therefore, the hemispherical cut through 3D momentum
space measured in ARPES may be interpreted as a 2D cut through the real
space π-orbital. We emphasize, however, that our phase recovery method is not
restricted to such cases. By measuring CBE momentum maps for various photon
energies, the full 3D structure of the orbital in momentum space may be mapped
out, with which it should be possible to reconstruct the complete 3D orbital
structure in real space.

3.6 Potentials and limitations

The simple FT relation between real and reciprocal space strictly holds only for a
plane wave (PW) final state. It should be noted that the more complex indepen-
dent atomic center (IAC) description of the photoemission process reduces to the
PW final state when the atomic sites have the same atomic orbitals and when the
experimental geometry is such that the polarization vector and emitted electrons
are close to each other [26]. This is the case for the molecules investigated here.
Moreover, as they contain only light atoms, scattering effects are expected to
be small, and the results presented here for delocalized π-orbitals indicate that
the PW final state approximation is in fact reasonable. Related to the issue of
scattering, we have observed no differences for different molecular orientations
and/or substrate surfaces. For instance, the reconstructed HOMOs of pentacene
on silver and copper are essentially identical, although the molecules align across
and along the atomic rows of the substrate, respectively. As yet we have come
across no system in which the PW final state fails. But it is possible that for
molecules containing high Z atoms scattering may become problematic.

As opposed to local scanning probe techniques, our photoemission momentum
maps collect the emitted electrons from large sample areas. Thus, our method
works best, without the need of deconvolution, when the molecules all have the
same orientation. This is often the case on anisotropic substrates such as the
(110) surfaces of face centered cubic metals, as used in this work. The results
here have been obtained for well-ordered monolayers. However, long range order
is not a prerequisite. Indeed, it can be detrimental, as significant intermolecular
orbital overlap could lead to strongly dispersing bands, such that a description in
terms of molecular orbitals is no longer appropriate. This is for instance the case
for the LUMO of the monolayer of pentacene on Cu(110). Interestingly, however,
at lower coverages the molecules remain aligned while diffusing over the surfaces
at room temperature, and the orbital reconstruction is possible.
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In conclusion, we have demonstrated that both the amplitude and the phase of
the wave functions of adsorbed molecules can be simply recovered from angle
resolved photoemission data. The orbitals obtained are not only in qualitatively
good agreement with calculated orbitals, they also possess the orthogonality re-
quired of true wave functions. As such, the results open up a window into dis-
cussions of theoretical orbital concepts. On the more applied side, as the phase
recovery procedure makes almost no assumptions, we believe ultimately it should
be possible to obtain the orbital structure even of unknown molecules such as
species formed in surface reactions. We foresee that with the new generation
of electron analyzers with large acceptance angles that are now commercially
available the technique of orbital reconstruction will find many applications.

3.7 Experimental Details

Experiments were performed in-situ in ultra-high vacuum with the toroidal elec-
tron analyzer attached to the U125/2-SGM beamline at the BESSYII synchrotron
radiation facility in Berlin. A photon energy of 30 eV and a photon incidence
angle of 40◦ with respect to the surface normal were used. The polarization direc-
tion is in the specular plane, containing the measured photoelectron trajectory.
The toroidal energy analyzer collects photoelectrons in a kinetic energy window of
1 eV width over a polar emission angular range of θ = ±80◦ simultaneously. The
full hemisphere of emitted electrons was obtained by rotating the azimuthal angle
φ in 1◦ steps. The angular emission data were converted to parallel momentum
components kx =

√

2meEkin/~2 sin θ cosφ and ky =
√

2meEkin/~2 sin θ sinφ.

The Ag(110) substrate was cleaned in-situ by standard sputter anneal cycles.
The molecules were evaporated from effusion cells onto the substrate at room
temperature and their monolayers controlled by low energy electron diffraction.

For pentacene a

(
3 −1
1 4

)

monolayer structure was investigated where the ma-

jority of the molecules are oriented parallel to the [001] azimuth. For PTCDA
the so-called brick wall monolayer structure, c(4 × 6), was investigated with all
the molecules also parallel to [001].

3.8 Computational Details

Theoretical orbitals are obtained within DFT utilizing the ABINIT code [121].
The all-electron potentials are replaced by extended norm-conserving, highly
transferable Troullier-Martins pseudopotentials [122], with a plane-wavecutoff of
50 Rydberg. Interaction between molecules is avoided by a super cell approach
with a box size of 50×50×25 Bohr3 and Γ point sampling of the Brillouin zone.

51



Chapter 3. Imaging the wave functions of adsorbed molecules

In the iterative procedure we make use of the oversampling method developed
from coherent diffraction techniques [37, 38]. Thereby, we take advantage of a
dense experimental sampling in momentum space (∆k = 0.05 Å−1) which leads
to a real space domain size X = 2π/∆k much larger than the typical size of
molecules. We implement a modified version of the Fineup algorithm [37, 123],
as explained in the Iterative Phase Recovery section.
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3.9 Supplementary information

3.9.1 Data preparation

Before the iterative procedure can be applied to the measured momentum maps,
background intensity has to be subtracted from the ARPES data. To get rid
of contributions arising from the diffuse substrate emission, the average polar
angle Θ intensity distribution of different azimuthal angles Φ where no molecular
features are present is subtracted from the whole raw intensity data I(Θ,Φ).
Beside these subtractions for all measured orbitals, in the case of 5A/Ag(110)
there is a small amount of a second domain with molecules rotated 90◦ with
respect to the main domain, which may impede the reconstruction procedure.
The second domain may be seen for instance in the LUMO map at a ky-value
of 1.4 Å−1 (Fig. 3 panel (c), but is also present in the other orbitals momentum
maps. To handle this circumstance we rotate the corresponding experimental
momentum map by 90◦ and subtract 10% of the so rotated data from the original
momentum map, getting rid of contributions from the minor domain.

The real space resolution of the orbitals is given by the maximum momentum
value of the respective ARPES maps, which in turn is governed by the kinetic
energy of the photoemitted electrons. Since the kinetic energies for the studied
orbitals lie around 25 eV if photons of 30 eV are used, maximum k-values around
kmax = 2.5 Å−1 result. The resolution in real space would be therefore ∆x =
π/kmax = 1.25 Å. In order to obtain smoother orbital images, we expand the
momentum space domain size to approximately 17.5 Å−1 and set the data outside
the measured kmax = 2.5 Å−1 zero. Thereby, we can interpolate orbitals in real
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space on a denser grid with a spacing of π/17.5 = 0.2 Å. The data produced with
these preparation steps was used as an input for the iterative procedure.

3.9.2 Random initial phase

For a further proof of the robustness of our method, the supplementary Fig. S1
shows once again the iterative procedure, but now with a randomly kx, ky dis-
tributed phase as a starting point. The data and the color code used in this
example are the same as for Fig. 2 of the main part. In panel (a) the first itera-
tion of the procedure can be seen. Note the random distribution of the phase on
the top left. After the first inverse Fourier transform, the so obtained real space
intensity distribution, depicted on the right of panel (a), shows no similarity to an
actual molecular orbital, but resembles a random distribution. The arrow number
four shows the last step that closes one iteration cycle, which consists of applying
the newly obtained complex phase (bottom left of panel (a)) to square root of the
measured intensity

√
I (left of panel (b)). The real space wave function obtained

in the second second cycle, on the right of panel (b) still looks like an irregu-
lar distribution. After 50 iterations (panel (c)) the real space orbital is already
close to the one obtained with the constant phase, and after the 250th iteration
(panel d)) the converged result is indeed the same as for reconstruction starting
with a constant phase (Fig. 2 in paper). Performing several reconstructions with
different initial random complex phase patterns leads to essentially identical re-
sults, apart from minor details, thereby maintaining the good agreement with
the calculated DFT orbitals.

3.9.3 Applying the symmetry and comparison to STM

The issue of orbital translation is illustrated in supplementary Fig. 3.6 for the
HOMO-1 orbital of 5A. Comparing the reconstructed orbital (a) with the Kohn-
Sham orbital (c), the concordance between these two is not as good as for the
other four orbitals. On closer inspection, one may infer a better agreement if
the reconstructed orbital is cyclically shifted in the direction indicated with the
arrow. Such a shift may indeed result from the reconstruction algorithm, since
a translation of the orbital in real space only leads to a constant phase factor
in momentum space, due to the mathematical properties of Fourier transforms
already mentioned in the discussion section of the main text. Therefore, the
reconstruction algorithm cannot distinguish between a function φ(x, y) and the
constant shifted function φ(x−Rx, y−Ry) multiplied with a phase factor exp(iξ).
In order to solve this ambiguity, we may choose to fix the position of the orbitals
center in the middle of the confining box by applying inversion symmetry to the
wave function during the iteration cycles. Doing so, we obtain the reconstructed
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Figure 3.5: Illustration of the iterative wave function reconstruction algorithm with
a random complex phase distribution as the starting point, using the example of the
PTCDA HOMO. Black isolines represent the square root of the measured intensities,
while the colour indicates the phase. Panel (a) displays the first iteration. Panels (b),
(c) and (d) show reciprocal- (left) and real space (right) picture of the wave function
in the second, 50th and 250th iterations. At the bottom of panel (d) we show the real
part of the reconstructed wave function in k-space and real space.

orbital shown in panel (b), whose shape is actually in good agreement with the
DFT calculation.
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Figure 3.6: Illustration of the cyclic translation that can result from incorrect spatial
confinement. (a) Real space reconstruction of the HOMO-1 orbital of 5A without any
further constraints beside the spatial confinement of the orbital. (b) Real space recon-
struction of the HOMO-1 orbital applying inversion symmetry to the orbital during
the iterative procedure. (c) Kohn Sham orbital image of the HOMO-1 of 5A.

We relate the reconstructed orbitals to those measured with STM (see Fig. 3.7).
As mentioned in the introduction, STM measurements probe the local density of
states of the orbital at the position of the tip. Thus, no information on the phase
of the wave function can be obtained in STM. In contrast, our ARPES-based
reconstruction algorithm provides information about the phase, which we consider
a major advantage over orbital imaging in scanning tunnelling microscopy. As
expected, there are clear similarities in the results of the two techniques, e.g.
regarding the nodal structure of all orbitals (supplementary Fig. 3.7 a to h).
However, there are also clear differences: Firstly, the lateral extensions of the
orbitals in the STM measurements are larger than the reconstructed ones, most
notably in the case of 5A (supplementary Fig. 3.7 a to d). We think that this

55



Chapter 3. Imaging the wave functions of adsorbed molecules

Figure 3.7: Comparison between the orbitals reconstructed iteratively from ARPES
data and images of orbitals measured with STM. Panels (a) and (c) show STM images
of the 5A LUMO and HOMO on NaCl/Cu(111) using a pentacene tip, taken from
Ref.[31]. Panels (b) and (d) show 5A LUMO and HOMO reconstructed from ARPES
(top) and the corresponding Kohn-Sham orbital images (bottom). Panels (e) and (g)
show STM images of the PTCDA LUMO and HOMO on Au(111) using a CO tip (left)
and a bare metal tip (right). Panels (f) and (h) show PTCDA LUMO and HOMO
reconstructed from ARPES (top) and the corresponding Kohn-Sham orbital images
(bottom).

is related to the fact that the probability density is detected at distances further
away from the molecule, while in ARPES the orbital is cut in reciprocal space,
which determines the size of the lobes. Secondly, supplementary Fig. 3.7 e to
f illustrate the ambiguity of orbital images obtained from STM, arising from
the influence of the tip. Thirdly, the ARPES-based reconstruction algorithm is
not restricted to the LUMO and HOMO states of a molecule and should work
independent of the chosen substrate.

Finally, in Fig. 3.8 which shows the same experimental data as Fig. 3.4 of the main
text, the reconstructed orbitals are compared to two-dimensional projections of
the theoretical orbitals. These 2D projections, φ(x, y), are obtained from the
computed three-dimensional orbitals, ψ(x, y, z), in the following way

φ(x, y) =

∫

dz ψ(x, y, z) · ze−c|z|. (3.1)

Here, the function ze−c|z| resembles the z-dependence of a carbon pz orbital where
the parameter c is chosen accordingly.
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Figure 3.8: Compilation of orbitals reconstructed from ARPES data in this work
(same data as in Fig. 3 of the main text except for the theoretical orbital images). The
left column shows experimental CBE ARPES maps of the PTCDA LUMO (a) and
HOMO (b), and the pentacene LUMO (c), HOMO (d) and HOMO-1 (e). The middle
column shows the CBE maps with the recovered phase information. The right column
displays the reconstructed real space orbitals which are compared to corresponding
two-dimensional projections of Kohn-Sham orbital as explained in the text. The wave
function confinement regions are 14.8 × 7.2 Å2 and 14.8 × 5.4 Å2 for PTCDA and
pentacene, respectively.
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Chapter 4

CuPc/Au(110): Determination of
the azimuthal alignment by
combination of a angle-resolved
photoemission and density
functional theory

In this chapter we make use of the OT technique in order to clarify the orienta-
tion of a monolayer of the organic molecule CuPc on a Au(110) surface, which is
further confirmed by DFT calculations of the molecule-metal interface. Here, spe-
cial care has to be taken of the DFT eigenvalue spectrum of this system, because
in the energy range of interest there is mixture of delocalized states and states
localized on the central metal atom of the molecule. Therefore the electronic
structure of the interface is studied carefully, utilizing different approximations
for the exchange correlation potential including a hybrid functional for the full
interface. The work has been published in the Journal of Electron Spectroscopy
and Related Phenomena. This chapter is a reproduction of the article 1.

Author contributions

The initial calculations of this work have been performed by my colleague Matus
Milko at his time in Graz. He has done the calculations of the isolated molecule

1Reprinted from J. Electron Spectrosc. Relat. Phenom., Vol. 195, D. Lüftner et al.,
CuPc/Au(110): Determination of the azimuthal alignment by combination of a angle-resolved
photoemission and density functional theory, pp. 293-300. Copyright 2014, with permission
from Elsevier. The article may be found online at http://dx.doi.org/10.1016/j.elspec.

2014.06.002
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Figure 4.1: Header of the article [113] as it was published in the Journal of Electron
Spectroscopy and Related Phenomena, including the reference, the title and all con-
tributing authors with their affiliation. This chapter is beside some small modifications
identical to the article.

and determined azimuthal alignment of the molecules with the help of the cal-
culated momentum maps, which he confirmed by calculations of the adsorbed
monolayer. When Matus left the institute, I took care of the calculations and
performed the geometry optimizations including the semi empirical van der Waals
dispersion corrections. Furthermore I repeated all the groundstate calculations
with the newly obtained, optimized geometric structures, using the different xc
potentials, presented in the article. The experiments were performed by our
colleagues from Würzburg, mainly by Sophia Huppmann, who already included
parts of the results in her master thesis [124]. The first draft of the manuscript
was finalized by Peter Puschnig and me, based on Matus’ initial text about the
results he obtained in his calculations. Furthermore I was involved in iterat-
ing the manuscript to its final version which is presented here together with all
contributing authors.

Abstract

Here we report on a combined experimental and theoretical study on the struc-
tural and electronic properties of a monolayer of Copper-Phthalocyanine (CuPc)
on the Au(110) surface. Low-energy electron diffraction reveals a commensurate
overlayer unit cell containing one adsorbate species. The azimuthal alignment
of the CuPc molecule is revealed by comparing experimental constant binding
energy (kxky)-maps using angle-resolved photoelectron spectroscopy with theo-
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retical momentum maps of the free molecule’s highest occupied molecular orbital
(HOMO). This structural information is confirmed by total energy calculations
within the framework of van-der-Waals corrected density functional theory. The
electronic structure is further analyzed by computing the molecule-projected den-
sity of states, using both a semi-local and hybrid exchange-correlation functional.
In agreement with experiment, the HOMO is located about 1.2 eV below the
Fermi-level, while there is no significant charge transfer into the molecule and
the CuPc LUMO remains unoccupied on the Au(110) surface.

4.1 Introduction

The interface of organic thin films with noble metal surfaces has attracted consid-
erable attention in the past years [116, 125–127]. On the one hand, this interest
is driven by the application in organic electronic devices such as light emitting
diodes, field effect transistors, or solar cells. On the other hand, the desire to
understand the basic physical properties at metal-organic interfaces represents a
more fundamental motivation. Here, a surface science approach combined with
theoretical investigations is particularly useful when studying the adsorption of
organic monolayers adsorbed on metallic surfaces. While various surface science
techniques are capable of measuring the overlayer periodicities, adsorption sites,
heights and orientations and are able to reveal the electronic structure of the
interface, often only a combination of experiment and theory allows for creating
a coherent picture of the system under study. One example are images from
scanning tunneling microscopy (STM) where ab-initio electronic structure calcu-
lations are often necessary to overcome ambiguities in interpreting STM images.
Another example is the interpretation of ultra-violet photoelectron spectroscopy
experiments, in particular its angle-resolved variant. This will be theme of this
contribution.

Angle-resolved photoelectron spectroscopy (ARPES) is the technique to study
the occupied electronic band structure of solids by measuring the kinetic energy
of the photoemitted electrons versus their angular distribution [20]. Particularly,
many questions in nanophysics and interface engineering are often addressed by
this experimental technique which, in combination with density-functional-theory
calculations, leads to important physical insights. In recent years it has been
shown that for highly-ordered layers of organic molecules, ARPES also provides
a route to obtain information about the spatial structure of individual molec-
ular orbitals [21, 26, 27, 30, 128]. By comparing measured ARPES data with
simulations of the photoemission intensity based on density-functional theory
(DFT) and approximating the final state of the photoemission process by a plane
wave, molecular orbitals can be identified and molecular orientations can be de-
termined [22, 28, 29, 117]. To date this approach, which has been termed orbital
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tomography [21], has allowed the orbital density reconstruction of the highest
occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) in highly-oriented monolayer films of sexiphenyl on Cu(110) [26] and
pentacene and PTCDA on Ag(110) [111], respectively, and has enabled the anal-
ysis of the molecule-substrate hybridization in PTCDA and NTCDA layers on
Ag(110) [21, 117, 118, 129]. It has also been used to unambiguously assign molec-
ular emissions in coronene and hexa-benzo-coronene films on Ag(111) [28] and to
analyse monolayers and bilayers of PTCDA on Ag(110) [22, 108, 109, 130]. In
terms of determining molecular orientations, the orbital tomography method has
led to the tilt angle of pentacene multilayer film [26] and azimuthal orientation
of tetra-phenyl-porphyrine in a monolayer film on Cu(110) [29].

In this work, we focus on a monolayer film of copper-phthalocyanine (CuPc) on
Au(110) surface. Phthalocyanines are among the most studied functional molec-
ular materials due to their interesting optical and electronic properties and their
potential in nonlinear optics, optical data storage, electronic sensors, xerography,
solar energy conversion, nuclear chemistry, molecular magnetism, electrochromic
displays and heterogeneous catalysis [131]. Their sub-monolayer to monolayer
growth on various noble metal surfaces and the structural and electronic proper-
ties of the resulting interface has been studied intensively [47, 132–139]. In terms
of DFT calculations, both, various metal-Pc’s [140] as well as the metal-free Pc
[141] have been investigated on Au(111) and Au(110) surfaces, respectively, and
the spin and orbital configuration of MePc chains assembled on the Au(110) have
recently been investigated [142].

The goal of the present investigation is to fully characterize the CuPc/Au(110)
interface of a fully developed monolayer in terms of its structural and electronic
properties by means of a combined experimental and theoretical approach. In
particular, the origin of the 1.2 eV binding energy peak in UPS data [135] needs
to be clarified and the azimuthal alignment of the molecule to be determined.
Moreover, it has been disputed whether the molecule adsorbs completely flat
or exhibits a tilt angle with respect to the substrate surface [134, 138]. In
terms of electronic structure, the level alignment and orbital ordering of the
adsorbed CuPc is of prime interest. While the electronic structure of isolated
CuPc molecule has been computed by means of high-level theoretical approaches
[101, 143], it remains to be answered how issues arising from the self-interaction
error of semi-local exchange-correlation functionals impact the electronic struc-
ture of such extended interfaces [80].
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4.2 Method

4.2.1 Experimental details

The samples were prepared in an ultra-high vacuum chamber with a base pressure
of 1 · 10−9 mbar attached to an analysis chamber for ARPES. A Au(110) single
crystal was utilized applying a standard cleaning procedure of annealing and sput-
tering cycles. Surface cleanliness and order was checked by X-ray photoelectron
spectroscopy (XPS) and low energy electron diffraction (LEED). The CuPc films
were prepared by organic molecular beam epitaxy from a home made Knudsen
cell with growth rates of about 0.03 monolayer per minute. The completion of
the monolayer was identified by LEED by the well-known (5× 3)-reconstruction
[134, 135] and verified by XPS and ARPES. The quality of the lateral order was
improved by an additional annealing step of 10 minutes at 280◦C. The ARPES
measurement were carried out at room temperature with a monochromatized
Helium discharge lamp (SPECS UVS300) using the He Iα-line at 21.22 eV. Pho-
toelectrons were detected with a Scienta SES200 electron analyzer with an accep-
tance angle of ±7◦. (kx, ky) momentum maps were derived by additional tilting
the perpendicular polar angle in steps of 2◦ and azimuthal rotation by 10◦. The
intensity maps were corrected for the photoelectron emission characteristics by a
cosine-function according to Lambert’s law. In addition, the data was normalized
to the channelplate function which was derived by measuring a polycrystalline
Au-foil.

4.2.2 Computational details

All theoretical results presented here are obtained within the framework of density
functional theory (DFT). Two types of calculations have been performed. First,
orbital energies and corresponding wave functions of an isolated CuPc molecule
are calculated by using either a generalized gradient approximation (GGA) in
the Perdew-Burke-Ernzerhof flavor [66] for exchange and correlations effects or
by employing a hybrid functional according to Heyd et al. (HSE) [88, 144].
These wave functions serve as input for the subsequent simulation of ARPES
intensity maps within the one-step model of photoemission [23] and for which we
approximate the final state by a plane wave [26]. Second, we have also performed
calculations of an adsorbed monolayer on the Au(110) surface which we analyze in
terms of molecule-projected density of states curves and charge density difference
plots and for which we employ either a van-der-Waals-corrected GGA or HSE for
exchange-correlation effects.
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Simulation of ARPES maps

For the free CuPc molecule, we utilize the plane wave code ABINIT [121]. The all-
electron potentials are replaced by extended norm-conserving, highly transferable
Troullier-Martins pseudo potentials [122] using a plane wave cut-off of 50Ryd.
We employ a super cell approach with a box size of 50×50×22Bohr3 and Γ point
sampling of the Brillouin zone. The geometry of the free molecule is optimized by
using a generalized gradient approximation (GGA)[66] for exchange-correlation
effects. Due to the odd number of valence electrons in one CuPc molecule, all
calculation are performed in a spin-polarized manner.

The orbitals ψi of the optimized molecule are utilized to evaluate the intensities
of the ARPES within the so called one-step model [23].

I(θ, φ;Ekin, ω) ≈
∑

i

|〈ψf (θ, φ;Ekin)|A · p|ψi〉|2 (4.1)

× δ(Ei + Φ+ Ekin − ~ω),

Here, θ and φ are the azimuthal and polar angle respectively, Ekin is the kinetic
energy of the emitted electron and ω denotes the frequency of the incoming
photon, Φ is the work function, and p and A are the momentum operator and
the vector potential connected to the incoming radiation. We further approximate
the final state ψf by a plane wave [24]. As outlined in more detail in a previous
paper [26], and also noted earlier [25, 145], these approximations lead to the
simple result that the PE intensity from a given initial state i is proportional to
the square modulus of the Fourier transform of the initial state wave function
ψ̃(k)

Ii(θ, φ;Ekin) ≈ |ψ̃(k)|2|A · k|2. (4.2)

modulated by a weakly angle-dependent factor |A·k|2 which depends on the angle
between the polarization vector A of the incoming photon and the direction of
the emitted electron. Note that in the simulated momentum maps shown below,
we have chosen to neglect this factor, thus the simulated results only show the
first factor of Eq. 4.2, i.e., the Fourier transform of the initial state.

Adsorbed monolayer calculations

Electronic structure calculations for the p(5 × 3) CuPc/Au(110) interface have
been carried out within a repeated slab approach using the VASP code [146, 147].
The Au(110) substrate is modeled by 4 layers of Au with an additional vacuum
layer of 10 Å. Either a GGA [66] or the hybrid functional HSE [88, 144] are used
for exchange-correlation effects, and the projector augmented waves (PAW) [148]
approach was used allowing for a relatively low kinetic energy cut-off of about 400
eV. We use a Monkhorst-Pack 4 × 3 × 1 grid of k-points [149], and a first-order
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Methfessel-Paxton smearing of 0.05 eV [150]. To avoid spurious electrical fields,
a dipole layer is inserted in the vacuum region [151]. In order to circumvent
issues concerning van-der-Waals interactions which are ill-described in standard
GGA functionals [45, 152], we employ the empirical correction scheme according
to Grimme [153] and take the Au van-der-Waals parameters from Amft et al.
[154]. In the geometry optimizations, we allow for relaxations of the topmost
Au-layer and all atoms in the molecule. As for the isolated molecule, also here
all calculations are performed in the spin-polarized mode.

4.3 Results

4.3.1 Experimental results

Fig. 4.2a shows a PES spectrum of CuPc/Au(110) in a narrow energy window
below the Fermi edge for three different coverages. The sub-monolayer regime is
displayed as dashed line, while the completed monolayer is shown as black full
line. In addition, a PES spectrum corresponding to a multilayer coverage is shown
as grey line. In the sub-monolayer and monolayer regime, we observe a peak at
a binding energy of 1.2 eV which is shifted to about 1.5 eV in the multilayer
film in agreement with earlier observations [135]. In order to clarify the origin of
this molecular emission at the monolayer coverage, we have measured the angular
dependence of this emission in an energy window of 400 meV around 1.22 eV in
order to obtain a full (kx, ky) momentum map at constant binding energy. This
data is shown after symmetrization according to the two-fold symmetry of the
substrate in Fig. 4.2b where red (purple) colors indicate high (low) photoemission
intensity. In addition to features arising from molecular emissions, that can be
identified as being relatively broad in k-space, there are also sharper features, for
instance, around (kx, ky) = (1.3, 0.0) or around normal emission, which can be
traced back to substrate emissions. In order to emphasize the molecular features,
we have applied a fitting routine to the experimental data. The background aris-
ing from the Au(110) surface was respected by a linear function and the HOMO
signal by a Gaussian peak (see Fig. 4.2a). This automated procedure might have
a certain error in the intensity determination of a single spectrum, but this is av-
eraged out in the images of the angular distribution of the Gaussian contribution
as displayed in Fig. 4.2c. As will be demonstrated below, this momentum map
can be utilized to unambiguously assign it to a given molecular orbital. Moreover,
it also reveals the azimuthal alignment of the CuPc molecule on the surface.

Before doing so, we further characterize the structure of the complete monolayer
of CuPc/Au(110) by means of LEED which is shown in Fig. 4.3a at a beam
energy of 14 eV. It reveals a commensurate structure with a rectangular 5 × 3
overlayer unit cell [134]. Using the substrate’s unit cell vectors of as = 4.08/

√
2 =
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Figure 4.2: (a) Thickness-dependent PES spectra in a binding energy range between
2 eV and the Fermi edge. The dashed, black, and grey lines correspond to a sub-
monolayer, monolayer, and multilayer coverage, respectively. The emission angle was
50◦. The fitting procedure of the monolayer spectrum utilizing a linear background and
a Gaussian peak is illustrated by the red dashed lines. (b) Experimental ARPES map
of a monolayer of CuPc’s recorded at the HOMO energy (400 meV integration window
around 1.22 eV). (c) The experimental data of panel (b) with suppressed background.
For the mathematical treatment a Gausian was used for the CuPc HOMO and a linear
function for the background from the substrate.
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Figure 4.3: (a) Low energy electron diffraction pattern of CuPc/Au(110) as measured.
(b) Surface supercell deduced from LEED. The red rectangle symbolizes the unit cell
of the unreconstructed Au(110), whereas black rectangle shows the 5×3 unit cell of the
overlayer. Here and in the following we choose the x axis along the substrate’s [1− 10]
direction, and the y axis parallel to the [001] direction.

2.88 Å and bs = 4.08 Å, experiment reveals a CuPc/Au(110) surface unit cell of
a = 14.42 Å and a = 12.24 Å, thus having an area of a = 176.5 Å2.

4.3.2 Isolated molecule calculations

In this section, we show how the comparison of simulated ARPES maps of var-
ious CuPc states leads to the identification of the molecular emission discussed
above and at the same time also reveals the azimuthal alignment of the molecule.
Fig. 4.4a and b shows gas phase spectra of CuPc computed within the GGA and
HSE approximations for exchange-correlation effects, respectively. Note that the
energy scale is with respect to the vacuum level, Evac, and that we have intro-
duced an artificial broadening of 0.1 eV. The gray areas display the total density
of states while the blue and red lines, respectively, denote molecular states of π
and σ symmetry. In the gas phase, CuPc belongs to the D4h point group and
thus its orbitals can be labeled according the irreducible representations of D4h.
In this work, we focus on the four frontier orbitals denoted as a1u, eg the two

spin-split states b↑1g and b↓1g whose energetic positions are indicated in Figs. 4.4a
and b. The a1u and eg are anti-symmetric with respect to reflection at the molec-
ular plane, thus are of π symmetry, while the b1g orbitals are symmetric and
thus are of σ symmetry. As can be seen from the corresponding orbital images
in Fig. 4.4c computed within GGA, the two π orbitals are delocalized about the
carbon macrocycle of the molecule, while the b1g state is concentrated around the
central Cu atom.
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Figure 4.4: (a) and (b) Gas phase spectra of CuPc computed within GGA and HSE
xc-approximations, respectively. Gray areas show the full DOS, while the red (blue)
line displays the DOS projected onto σ and π states. Symmetry labels of selected states
are shown, the vertical black lines indicates the Fermi level. (c) shows orbital images of
the b1g, a1u, and eg states, while panel (d) shows the corresponding momentum maps
as described in the text.
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As has been highlighted in earlier theoretical work [80, 101, 143, 155], this distinct
degree of localizations gives rise to pronounced self-interaction errors which are
present in approximate functionals such as the GGA. This can be clearly observed
when comparing the spectra calculated within GGA and HSE in Figs. 4.4a and b.
The most pronounced difference when incorporating a fraction of exact exchange
according to the HSE prescription, is the downward (upward) shift of the b↑1g
(b↓1g) state. As a consequence, the two delocalized π-orbitals a1u and eg turn
out to the HOMO and LUMO of the molecule in full accordance with previous
study [101]. As has been demonstrated [156], the improved description of the
electronic structure within the hybrid functional HSE is not only due to a partial
correction of the self-interaction error but also due to the changed interpretation
of eigenvalues within a generalized Kohn-Sham framework [91].

Following Eq. 4.2, we simulate ARPES momentum maps of the three frontier
molecular orbitals b1g, a1u, and eg using a final kinetic energy of 15.8 eV. The
results are depicted in panel d) of Fig. 4.4 where the eg map is in fact a su-
perposition of two maps arising from the two degenerate eg states. Note that
our results closely resemble ARPES maps of the HOMO of NiPc and CoPc as
obtained from the more sophisticated independent atomic center approximation
including single scattering events [128] which also sheds new light on an early
dispute about the validity of the single plane-wave approximation for such large
π-conjugated molecules [157, 158]. We also stress that our maps are computed
from the GGA orbitals, but the corresponding maps of the HSE orbitals are al-
most indistinguishable from the former on the scale shown in the figure. While
the two π-states give rise to a characteristic structure as a function of kx and ky,
our plane-wave final state approach predicts a much smaller overall PE intensity
which is hardly visible when using the same intensity range in the color map as
for the other two maps. When comparing these maps with the experimental map
from Fig. 4.2c, no resemblance can be recognized even when considering that the
sharp experimental features around (kx, ky) = (1.3, 0.0) Å−1 and (−1.3, 0.0) Å−1

originate from the sp-bands of Au. In particular, the strongest experimental fea-
tures along the principal x and y directions are absent in the a1u HOMO map,
and appear split into two peaks in the eg LUMO map. Most likely, also the b↑1g
can not be the origin of the PES signature at 1.2 eV due to weak PE cross section
of this σ state and its relatively large binding energy predicted from the gas phase
HSE calculations.

In order to reconcile theory and experiment, we have to take into account the
possibility that CuPc does not align along the high symmetry directions of the
substrate but rather chooses to adsorb with a different azimuthal orientation.
Taking into account the two-fold symmetry of the Au(110) substrate, this im-
plies the existence of two mirror domains which are present in the experimental
samples and the fact that the measured ARPES map of Fig. 4.2c is in fact a
superposition of these two mirror domains [108]. When simulating various az-
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Figure 4.5: Simulated ARPES maps of the CuPc HOMO (a1u) and LUMO (eg)
are shown in panels (a) and (b), respectively. Three azimuthal orientations of the
CuPc molecule with respect to the high-symmetry substrate directions are presented,
φz = ±20◦ (left), φz = ±25◦ (middle) and φz = ±30◦ (right).

imuthal orientations of CuPc, as characterized by the rotation angle φz of one
CuPc molecule around the z-axis normal to the molecular xy-plane, and assuming
equally weighted mirror domains, one obtains the images displayed in Fig. 4.5.

Panel (a) of Fig. 4.5 shows simulated maps of the HOMO orbital (a1u) while
panel (b) shows the corresponding results for the LUMO orbital (eg) computed
for three different azimuthal orientations φz. A comparison with the experimental
map in Fig. 4.2c shows that the best agreement is found for the HOMO map with
an angle of φz = 25◦ (Fig. 4.5, top row, middle column). While it is perhaps not
unexpected that the emission observed at 1.2 eV binding energy is due to the
HOMO of CuPc, and not due to the LUMO which remains unoccupied owing to
the comparably weak metal-molecule interactions on Au surfaces, the comparison
with the simulated maps provides clear evidence for the origin of the molecular
feature seen in the PES data of Fig. 4.2a. Moreover, the mutual agreement also
allows us to determine the azimuthal orientation of the molecule. Given the
rather strong dependence of the simulated maps on the angle φz, we estimate the
error bars of this approach to be better than 5◦.
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Figure 4.6: (a) Definition of the tilting angles (φx and φy) as well as the rotation
angle (φz) describing the molecular orientation on the surface. (b) Total energy of the
CuPc/Au(110) interface as a function of the azimuthal orientation φz for a fixed tilt of
φx = 3◦ and φy = 9◦. The red (blue) symbols are for the on-top (hollow) adsorption
site of the central Cu atom.

4.3.3 Geometry relaxations

In order to confirm these findings, we determine the best adsorption site and
orientation of a monolayer of CuPc/Au(110) in the experimental overlayer unit
cell by means of total energy and force calculations within van-der-Waals cor-
rected DFT [153, 154]. Taking into account the area of the surface unit cell,
we can conclude that there is only one molecule per unit cell. We consider two
adsorption sites characterized by the position of the Pc’s central copper atom
with respect to the substrate’s gold atoms: in the first Cu is positioned directly
on top of a gold atom of the topmost Au layer, while in the second, the Cu atom
is placed in a hollow position between two Au-rows. As shown in Fig. 4.6, the
orientation of the molecule is characterized by the three angles φx, φy, φz. Here,
φz is the already familiar azimuthal orientation, and φx and φy describe tilts of
the molecule away from a perfect planar adsorption geometry.

In a fist attempt, we rigidly rotate the molecule stepwise by one of these angles
and successively perform single-point total energy calculations. Here, the geom-
etry of the molecule and the surface is kept constant and the vertical Cu-Au
interatomic distance is fixed to 3 Å. As we are interested mainly in the orienta-
tions with respect to φz, Fig. 4.6b displays total energy differences as a function
of φz, while the other two angles are kept as parameters. For geometric reasons,
φx and φy must be restricted to rather small values of ≈ 3−10◦. Exceeding these
numbers would cause parts of the molecule to approach the surface too close
which would be energetically unfavorable. On the other hand, when these an-
gles drop bellow ≈ 3◦, i.e. perfectly flat lying molecule adjacent molecules would
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Figure 4.7: Top view (a) and side view along the (1-10) direction (b) of the relaxed
CuPc/Au(110) structure.

start to overlap with each other which would be again disadvantageous. Fig. 4.6b
shows results for the optimal values of these angles which have been determined
to φx = 3◦ and φy = 9◦. We see that for both adsorption sites, the best azimuthal
angle lies between 25◦ and 27◦, where the on-top geometry is the energetically
favored one yielding an azimuthal alignment of about φz = 26◦ which is in nice
agreement with the value deduced from the ARPES momentum maps.

In order to refine this adsorption geometry, we fully relax the CuPc/Au(110)
system only freezing in the three bottom-most Au layers. As a starting point
for the relaxation, we use the azimuthal molecular alignments obtained from
the mapping of the potential energy landscape described above, and we have
stopped the geometry optimization when all forces fall below 0.02 eV/Å. The
resulting adsorption geometry is depicted in Fig. 4.7. Note that the top site of
the central Cu atom remains to be the energetically favorable and that the Cu
atom has moved closer to the surface to a distance of 2.80 Å. In addition there
appears a slight bending of the CuPc molecule, however, the azimuthal alignment
as determined above from the rigid total energy calculations remains unaltered
after this full geometry relaxation.

4.3.4 Electronic structure

Knowing the correct adsorption site and geometry, we can analyze the electronic
structure of the CuPc/Au(110) interface in more detail. Fig. 4.8 shows the pro-
jected density of states (PDOS) plots obtained from a GGA (panel a) and a HSE
(panel b) calculation. For each type of exchange-correlation potential, the fig-
ure shows the PDOS for a free-standing layer (top) and the adsorbed monolayer
(bottom). We use the same color code as in Fig. 4.4, thus the gray areas are the
DOS projected onto the entire CuPc molecule, and the red (blue) lines indicate
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the PDOS of the molecular σ (π) states. The position of the Fermi level is shown
as vertical black line.

Figure 4.8: (a) and (b) Projected density of states curves for a free-standing layer
of CuPc (top) and the adsorbed monolayer CuPc/Au(110) (bottom) computed within
GGA (panel a) and HSE (panel c) xc-approximations, respectively. Gray areas show
the DOS projected onto the CuPc molecule, while the red (blue) line displays the DOS
projected onto σ and π states of CuPc. Symmetry labels of selected states are shown,
the vertical black lines indicates the Fermi level.

The electronic structure of the free-standing layer is quite similar to the one
of the isolated molecule owing to the fact that intermolecular interactions are
weak. We also observe that the GGA-PDOS results suffer from the same self-
interaction problems which have already been discussed in the context of the
isolated CuPc. Most importantly, HSE shifts the b↑1g level downward by the
considerable amount of 1.7 eV leading to the fact that the HOMO (LUMO) level
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in the HSE calculation clearly is the a1u (a1u) state. HSE predicts the ionization
potential (electron affinity) of the free-standing layer to be 5.35 eV (3.60 eV),
thus a gap of 1.75 eV.

When taking into account the interaction with the Au(110) substrate in the
full CuPc/Au(110) calculation, the molecular levels shift only moderately and
appear weakly broadened with respect to the free-standing layer. While the GGA-
PDOS has the already familiar problem that it underestimates (overestimates)
the binding energy of the occupied (unoccupied) b1g states, this deficiency is
nicely corrected by applying the hybrid functional HSE calculations, which turn
out to be quite costly for the full CuPc/Au(110) system. In the HSE result, the
HOMO is at 5.5 eV below the vacuum level, thus slightly shifted downward with
respect to the free-standing layer. The binding energy of the HOMO is 1.25 eV
and 1.40 eV for GGA and HSE results. Thus, in contrast to the situation for b1g,
the GGA data agrees slightly better with the experimental value of 1.2 eV. As
already inferred from the comparison of the experimental ARPES maps with the
simulations, the CuPc LUMO remains unoccupied and is situated at an energy
of 3.8 eV below the vacuum energy and thus slightly above the Fermi level.

Using Fig. 4.8, we can also analyse the work function of the system, for which
our calculations yield a value of 4.13 eV for Au(111) surface covered by one
complete monolayer of CuPc. Compared to the work function of 4.90 eV for 4
layer-thick Au(111) slab this indicates a reduction of 0.77 eV. Note that although
the self-interaction errors disarrange the positions of the b1g states in the GGA
calculation, it yields the same work function as the hybrid functional calculation.
These computed values can be compared to experimental data which show a
work function reduction of 0.95 eV [135] with respect to a work function of 5.20
eV for the clean Au(110) surface [159]. We can understand the reduction of the
work function from by analyzing the charge rearrangements leading to a bond
dipole [160]. To this end, we define the charge density difference ∆ρ as the charge
density of the full system (ρf ) minus the sum of the charge densities of two the
subsystems, i.e., the freestanding molecular layer ρm and the Au(110) slab (ρs)

∆ρ(r) = ρf (r)− (ρm(r) + ρs(r)). (4.3)

A real space plot of the plane-averaged charge density difference can be seen in
Fig. 4.9. Here, red areas highlight regions of charge accumulation, while blue
areas mark regions of charge depletion. We see that above the molecule charge
is depleted while in the interfacial region between the molecule and the topmost
Au-layer charge is accumulated followed by a series of weaker bond dipoles of
decaying amplitude, but no overall significant charge transfer to the molecule
takes place. When solving the one-dimensional Poisson equation for this charge
density difference, i.e. integrating it twice along the z coordinate, we obtain the
change in the electro-static potential induced by the adsorption of the molecule
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Figure 4.9: Plane-averaged charge density difference (red-blue curve, left axis) and
electrostatic potential (black curve, right axis) as a function of the vertical direction
z. The background graphics visualizes the adsorbed molecule on the surface projected
onto the yz plane, including the 3D charge density difference plotted as iso-surface
representation. Note that the scale of the graphs in z-direction are matching.

shown as black line in Fig. 4.9. From this analysis, we can deduce a potential
jump of about 0.77 eV across the CuPc/Au(110) interface which is the reason for
the reduction of the work function upon the adsorption of the CuPc monolayer.
Here, 0.72 eV arise from the charge rearrangements (bond dipole) while a minor
contribution (0.05 eV) comes from a molecular dipole induced by slight geometry
distortions upon adsorption.
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4.4 Conclusions

In this combined experimental and theoretical investigation, the structural and
electronic properties of the completed monolayer of Copper-Phthalocyanine on
a Au(110) surface have been revealed. While our low-energy electron diffraction
data confirms the (5 × 3) super structure containing one molecule per surface
unit cell already reported earlier [134, 135], we apply the orbital tomography
method using ARPES momentum maps to determine the azimuthal alignment
of the molecule. Thereby, we unambiguously assign the molecular emission at
1.2 eV binding energy to the HOMO orbital of CuPc and the comparison with
theoretical momentum maps further yields an azimuthal molecular rotation angle
of 25◦. This value is confirmed by total energy calculations within van-der-Waals
corrected DFT which also leads to the adsorption site in which the central Cu
atom is situated on top of a Au atom and to the adsorption height of 2.80 Å.
We calculate the electronic structure of the CuPc/Au(110) interface, both us-
ing a generalized gradient approximation and utilizing a hybrid functional for
exchange-correlation effects. The latter is shown to greatly improve the energetic
positions of the Cu-localized b1g states, while the computed work function mod-
ifications and the binding energies of the molecular π states turn out to be less
sensitive to the choice of xc-functional. In summary, we disclose that the pre-
sented approach, combining momentum maps from angle-resolved photoemission
spectroscopy with corresponding PE intensity simulations, demonstrated on the
model interface CuPc/Au(110) has great potential for characterizing the struc-
tural and electronic properties of similar systems.

Acknowledgement

M.M. and P.P. acknowledge support from the Austrian Science Fund (FWF)
project P23190-N16. A.S. and F.R. thank the Deutsche Forschungsgemeinschaft
(grants GRK 1221 and RE1469/9-1) and the Bundesministerium für Bildung und
Forschung (contract 03SF0356B) for finance.

76



Chapter 5

Unexpected interplay of bonding
height and energy level
alignment at heteromolecular
hybrid interfaces

In this chapter a hetereo-organic monolayer system, that consists of more than
one type of molecule is investigated. With the help of the OT technique which
has been applied to the system, we were able to distinguish between the emission
contributions of the different contributing molecules and using NIXSW measure-
ments the adsorption heights of the constituents could be individually obtained.
Supporting DFT calculations, which confirmed the experimental findings, en-
abled us to give a possible explanation to the complex bonding behavior at this
heteromolecular-metal interface. The work has been published in Nature Com-
munications and the header is shown in Fig. 5.1. This chapter is a reproduction
of the article and its supplementary information 1.
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This work was motivated by the results of the numerous experiments, which have
been performed by Benjamin Stadtmüller and his colleagues in Jüllich under the
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see the Author contributions of the original publication [112]). Benjamin has also
written the first version of the manuscript and is consequently the first author,

1Reproduced with permission from the Nature Publishing Group, the original article is
available online at http://dx.doi.org/10.1038/ncomms4685
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Figure 5.1: Header of the article [112], which was published in Nature Communi-
cations, showing title and all contributing authors. Chapter 5 is a slightly modified
reproduction of this article and its supplementary information.

as he is the main contributor to this work. I have performed and extensively
analyzed all ab-initio DFT calculations presented in this work. Furthermore I
was part of numerous discussion about the experimental and calculated data
and the manuscript itself with all contributing authors. Finally, I have prepared
the figures related to the calculations and written parts of the supplementary
Information.

Abstract

Although geometric and electronic properties of any physical or chemical system
are always mutually coupled by the rules of quantum mechanics, counterintuitive
coincidences between the two are sometimes observed. The coadsorption of the
organic molecules 3,4,9,10-perylene tetracarboxylic dianhydride and copper-II-
phthalocyanine on Ag(111) represents such a case, since geometric and electronic
structures appear to be decoupled: One molecule moves away from the substrate
while its electronic structure indicates a stronger chemical interaction, and vice
versa for the other. Our comprehensive experimental and ab-initio theoretical
study reveals that, mediated by the metal surface, both species mutually amplify
their charge-donating and -accepting characters, respectively. This resolves the
apparent paradox, and demonstrates with exceptional clarity how geometric and
electronic bonding parameters are intertwined at metal-organic interfaces.
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5.1 Introduction

In chemistry, there is a general tendency that stronger bonds go along with
shorter bond lengths. For covalent bonds, this is well known; for instance, in the
sequence from single to triple bonds, the bond length decreases while the bond
strength increases. Shorter bonding distances imply more wave function overlap,
stronger hybridization and (in case of polar bonds) more charge exchange, all
of which promote stronger chemical interaction and can thus be interpreted as
electronic signatures thereof. Therefore, it would be very surprising if observa-
tions which would normally go along with a stronger chemical interaction coincide
with a larger bonding distance. Yet, such a counterintuitive relationship is pre-
cisely what we observe in the particular case of a metal-organic hybrid interface
presented here.

For adsorbed organic molecules, the relevant geometric parameter (the ’bond
length’) is the vertical adsorption height above the metal. Hence, one would
expect that a smaller adsorption height should correspond to stronger chemi-
cal interaction. Indeed, it was recurrently observed that on more reactive sur-
faces, where chemical interaction is stronger, the adsorption heights tend to be
smaller.[44, 45, 47, 136, 161–168] This empirical correlation is often a result of
both local and extended (that is, π-) bonds [168] and of the charge spill-out profile
above the surface (see below).

In the electronic structure an observation that usually goes along with smaller
adsorption height and thus stronger chemical interaction is a downshift of the
lowest unoccupied molecular orbital (LUMO), that is, an increase of its binding
energy. In the case of ’weak chemisorption’, which is the relevant situation for the
molecule-substrate combination discussed in this paper, this includes an at least
partially filling of the LUMO which hence becomes detectable in photoelectron
spectroscopy. Two effects are at the origin of this relationship between adsorption
height and LUMO binding energy. Firstly, the work function of the metal controls
both adsorption height and LUMO binding energy: if the work function is low, the
spatial extent of the charge spill out is small. This favors both small adsorption
heights [44, 168–170] and – assuming vacuum level alignment – large LUMO
binding energies. Note that the push-back effect, that is, the Pauli repulsion of
the electronic charge spill-out of the metal caused by the approaching molecule,
even strengthens this correlation: a larger push-back tends to reduce adsorption
height and work function further, yielding even larger orbital binding energies.
Second, the interaction of the negatively charged LUMO with its image dipole
increases the LUMO binding energy, the more so the closer the molecule is to the
surface. The normal relationship between geometric and electronic structure for
molecules adsorbing on metal surfaces therefore is: A smaller bonding distance,
which is the geometric signature of a stronger chemical interaction, coincides with
a increased binding energy of the relevant frontier orbital (here: the LUMO).
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This relationship has been demonstrated for many organic materials. Two exam-
ples are the aromatic molecules copper-II-phthalocyanine (CuPc) and 3,4,9,10-
perylene tetracarboxylic dianhydride (PTCDA). Their adsorption on noble metal
surfaces (Ag, Cu and Au) has been investigated intensively within the last years.
[21, 47, 108, 130, 135–137, 139, 166, 170–177] Here we focus on the adsorption of
these two molecules on the Ag(111) surface, where both molecules exhibit weak
chemisorption.[178, 179]

The adsorption behaviour of both molecules exhibits some characteristic differ-
ences: the charge transfer from the surface to the molecule is stronger for PTCDA
than for CuPc, which agrees with the adsorption heights found for both adsorbate
systems. Furthermore, while PTCDA molecules on Ag(111) attract each other
and hence form compact islands in the submonolayer regime (Fig. 5.2a),[180]
CuPc (and other phthalocyanine) molecules repel each other on Ag(111) and thus
yield a dilute phase (Fig. 5.2b) and a low-density phase with a continuously chang-
ing unit cell size as function of coverage.[136, 139, 181] This remarkable disparity
emerges from a different interplay between intermolecular and molecule-substrate
interactions in the two homomolecular systems. While a repulsive intermolecular
force is present in both systems due to the molecule-surface bond dipole, this
is exceeded by the attractive interaction between the quadrupole moments of
neighbouring PTCDA molecules. It is therefore interesting to examine whether
a mixed, heteromolecular phase between the two can be prepared, and how the
differences in the intermolecular and molecule-substrate interactions affect the
geometric and electronic properties of the film. Although technologically rele-
vant, such heteromolecular adsorbate systems have rarely been systematically
investigated in the literature so far.[182–195]

As it turns out, at least three well-ordered mixed monolayer film structures with
different CuPc/PTCDA stoichiometries exist on Ag(111). For the present in-
vestigation, we have selected a phase that contains one CuPc and two PTCDA
molecules per unit cell and is commensurate with the Ag(111) surface; in the
following, we refer to it as the mixed brick-wall (MBW) phase (see scanning
tunneling microscopy image and low-energy electzron diffraction pattern shown
in Fig. 5.2c,d, respectively). At first sight, both molecules retain their weak
chemisorptive interaction with the substrate, but a closer look at adsorption
heights and orbital binding energies reveal very interesting changes: in the MBW
film the adsorption height for PTCDA (CuPc) is larger (smaller) than in the
respective homomolecular films (see below and Fig. 5.2e). Hence, the adsorption
height suggests a weakening of the PTCDA-Ag and a strengthening of the CuPc-
Ag bond. But the LUMO binding energies show a very different behavior that
breaks the normal relationship between adsorption height and orbital binding en-
ergies : we find that the PTCDA (CuPc) LUMO shifts to larger (smaller) binding
energies, to the extent that the PTCDA LUMO becomes completely filled, while
the CuPc LUMO is emptied; from the point of view of charge transfer, PTCDA
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is the winner who takes it all.
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Figure 5.2: (a-c) STM images of the homomolecular phases of (a) PTCDA/Ag(111),
(b) CuPc/Ag(111) and (c) the MBW phase recorded at LHe temperature after room
temperature deposition and at a sample bias of UBias = −0.34V, 0.34V, and 0.20V,
respectively. The typical cross-like and elliptic shapes of CuPc and PTCDA molecules,
respectively, are visible and illustrated by the atomic models superimposed in the fig-
ures. (d) Corresponding high resolution LEED image indicating a commensurate struc-
ture. (e) Vertical adsorption geometry as revealed by NIXSW. The adsorption heights
of all involved atomic species are illustrated for the MBW phase (colored spheres) and
the homomolecular adsorption systems (gray sphere).
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5.2 Results

5.2.1 Molecular adsorption heights

In the following we analyse this remarkable situation in detail, first concentrating
on the adsorption height. It can be measured with the highest precision (better
than 0.05 Å) and chemical sensitivity by the NIXSW (normal incidence X-ray
standing wave) technique. (For details regarding this and other experimental
and computational methods see the Supplementary Information.) In Fig. 5.2e
the vertical adsorption geometries are shown for all atomic species of the hetero-
molecular MBW phase (colour), and for the homomolecular monolayer structures
(grey).[139, 170] All measured adsorption heights including their errors can be
found in Table 5.1. In both homomolecular phases (grey spheres) the molecules
are distorted with respect to their planar geometries in the gas phase. The car-
boxylic oxygen atoms of PTCDA are closer to the surface than the perylene core
due to the formation of a local Ag-O bonds.[170] However, with 2.86± 0.01 Åthe
perylene core is still at a height significantly smaller than the sum of the van der
Waals radii of the involved atomic species, which gives rise to a delocalized π-
bond across the metal-organic interface and the significant charge transfer into the
PTCDA LUMO, clearly seen with various spectroscopic techniques.[108, 196, 197]
The distortion of CuPc is smaller and its overall adsorption distance is larger,
indicating a weaker molecule-substrate interaction.[139] In the heteromolecular
MBW phase (colored spheres in Fig. 5.2e) the perylene core of PTCDA is located
significantly higher than in the homomolecular phase, at 3.00 ± 0.02 Å. Accord-
ing to the normal coupling between adsorption height and chemical interaction
strength, this would indicate a weakening of the PTCDA-metal π-bond. For
CuPc the situation is the opposite: its adsorption height becomes smaller upon
mixing with PTCDA (in changes from 3.08 ± 0.02 to 3.04 ± 0.02 Å), while its
distortion is almost unchanged. Note that as a result of their mutual influence,
both molecular backbones (and π-systems) adsorb approximately at the same
height in the MBW phase.

5.2.2 Electronic structure

The changes of interaction strength as inferred from geometry should be reflected
in the electronic properties of the adsorbates, that is, in the energetic positions
of the relevant frontier molecular orbitals.[44, 45, 116, 182] Figure 5.3a shows
the valence band structure of the MBW film and both homomolecular struc-
tures, recorded by conventional ultraviolet photoelectron spectroscopy (UPS). For
both homomolecular films, two features are visible: the peaks at higher binding
energies correspond to the respective highest occupied molecular orbitals (HO-
MOs) and those in the vicinity of the Fermi level represent the former LUMOs
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and are visible in photoelectron spectroscopy only because they become par-
tially filled due to charge transfer from the substrate and shift below the Fermi
edge.[108, 139, 197] The partially filled LUMOs are an unambiguous proof for the
chemisorptive interaction in both homomolecular films. For the heteromolecular
structure one might naively expect a superposition of these two spectra, which is
correct regarding the HOMO region. Both HOMO peaks are only slightly shifted
compared with the homomolecular phases. However, for the LUMO levels close
to the Fermi edge the situation is different: only one peak is visible at a signifi-
cantly larger binding energy compared with both homomolecular films. Whether
this ’Fermi edge peak’ corresponds to the LUMO of PTCDA or CuPc or both
cannot be judged from the spectrum shown in Fig. 5.3a. However, in any case,
since it is not cut by the Fermi level, it corresponds to molecular orbital(s) that
is/are completely occupied.
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Figure 5.3: (a) Conventional UPS data for homomolecular CuPc/Ag(111), the MBW
and the homomolecular (herringbone) PTCDA/Ag(111) phase (from top to bottom).
(b) Full tomographic 3D data cube I(kx, ky, EB). An animated illustration can be found
in the online version of the paper. (c) pDOS (resulting from the orbital tomography
analysis) for the LUMOs of PTCDA and CuPc in the MBW phase as well as for the
LUMO of PTCDA in its homomolecular phase. (d) Scanning tunneling spectra recorded
at five different positions which are marked and color-coded in the STM image shown
as inset.

More insight in the origin of the Fermi edge peak can be gained from molecular or-
bital tomography, a recently developed analysis method for ARUPS data.[22, 108]
In orbital tomography, the angular distribution of photoelectrons is used as a k-
space fingerprint of the emitting molecular orbital, allowing its identification by
its symmetry and spatial probability distribution. Measuring a k-resolved data
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cube of photoelectron intensities in the binding energy range of the Fermi edge
peak (Fig. 5.3b) and deconvoluting it in k-space into a superposition of momen-
tum maps from all orbitals that could possibly contribute, we obtain the orbital-
specific experimental projected densities of states (pDOS) displayed in Fig. 5.3c.
In addition to the LUMOs of CuPc and PTCDA in the heteromolecular MBW
phase, we also included the LUMO of PTCDA in the homomolecular phase,
which is discernible from the MBW-PTCDA LUMO due to different in-plane
orientations of the molecules. This parasitic contribution had to be considered
since homomolecular PTCDA and heteromolecular MBW phases coexisted on
this sample (in contrast to other samples used for UPS and NIXSW data acqui-
sition). A substrate contribution was also considered in the fit (not shown). For
more details of the orbital tomography analysis of the ARPES data see Fig. 5.5.

The results (see Fig. 5.3c) are remarkable: apart from the contribution from the
parasitic homomolecular PTCDA islands (light-green curve), only one contribu-
tion is non-zero, namely, that for PTCDA in the MBW geometry (dark-green
curve). It shows a maximum at EB = 0.44 eV, matching the peak position of
the conventional UPS experiment (Fig. 5.3a). The pDOS of CuPc (red curve),
however, vanishes completely in the entire relevant binding energy region. This
clearly demonstrates that the Fermi edge peak stems exclusively from the PTCDA
LUMO. Also, the LUMO binding energy of PTCDA has increased in the MBW
phase, leading to an enhanced charge transfer from the substrate, which fills
up the orbital completely. In contrast, the LUMO binding energy of CuPc has
decreased, with the consequence that CuPc releases all of its acquired charge.
Hence, the electronic signatures that normally go along with shorter bonding
distances and thus stronger chemical interaction appear here in conjunction with
larger bonding distances (for PTCDA), and vice versa for CuPc.

The results of our ARPES molecular tomography analysis are confirmed by STS
(scanning tunneling spectroscopy). This local technique gives direct access to
the valence structure of individual molecules. In Fig. 5.3d, spectra recorded at
five different positions that are characteristic for the geometric shapes of the
CuPc and PTCDA LUMOs are plotted. For both PTCDA molecules in the unit
cell, the LUMO resonance is detected at the binding energy of the Fermi edge
peak (0.44 eV), while for all positions on the CuPc molecule the spectrum in the
corresponding region is flat.

Our experimental results regarding geometric and electronic structures appear
paradoxical. We therefore turn to density functional theory (DFT), which has
become very reliable for verifying and predicting adsorption heights and elec-
tronic energy levels for both homo- and heteromolecular adsorbate systems (see,
for example, refs [45, 161, 192–194] and references therein). Here we employed
a generalized gradient approximation for exchange-correlation effects [66] and an
empirical van der Waals correction according to Grimme.[153] The calculations
yield adsorption heights in good agreement with experiment, both for the ho-
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momolecular and the heteromolecular phases (see Table 5.1). Moreover, they
confirm the frontier orbital binding energies and charging states of the CuPc and
PTCDA LUMOs as determined by experiment. This can be seen in Fig. 5.4a
where the pDOS of the MBW phase and of the homomolecular PTCDA/Ag(111)
and CuPc/Ag(111) phases are displayed. The question thus arises: how can
we understand the counterintuitive behaviour of geometric structure (adsorption
heights) and electronic properties (LUMO binding energies) that is found in ex-
periment and theory?

5.3 Discussion

On the way to a cogent model of the heteromolecular phase, we first turn to
the remarkable fact that in the MBW phase PTCDA and CuPc equalize their
adsorption heights. To first order, the adsorption height of a molecule on a metal
is determined by the contact distance between the molecular backbone and the
electron density that spills out from the surface. Hybridization with molecu-
lar orbitals, charge transfer and the so-called push-back effect will modify the
charge profile above the bare surface. This reorganization is material specific,
and depends on the chemical character of the molecule and the balance between
chemisorption and physisorption for the given interface. But once these changes
have been effected, the adsorbate essentially floats in contact on this rearranged
electron density profile. This state of affairs precludes strongly dissimilar ad-
sorption heights of neighboring molecules, since it is energetically unfavourable
either to have a laterally structured evanescent metallic electron density or to
have one of the molecular species sinking too deep into the laterally averaged
electron spill out (PTCDA) or hovering too far above it (CuPc). Therefore, we
must expect an equalization of the adsorption heights if the two molecules are
laterally intermixed on a molecular length scale.

But why are the adsorption heights of CuPc and PTCDA in their homomolecular
phases different in the first place? Looking at the work function changes that both
molecules effect on the surface, we observe that PTCDA increases the bare work
function of Ag(111) to 4.76 ± 0.02 eV, while CuPc reduces it to 4.15 ± 0.02 eV.
Note that all numbers given here are valid for closed monolayer films. Our DFT
calculation, which reproduces these experimental values with great accuracy (see
Table 5.2), allows an analysis of these changes: The work function change has
two contributions, the bond dipole that arises from the charge reorganization and
transfer on adsorption, and the bending dipole that stems from the adsorption-
induced molecular distortion. It turns out that in the case of PTCDA/Ag(111)
the charge transfer from the metal into the molecule is dominant, it contributes
+0.50 eV to the work function change. For CuPc/Ag(111), it is the push-back
effect that contributes most strongly with −0.55 eV. These numbers (note the
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Figure 5.4: Electronic structure revealed by DFT: (a) Spin-up pDOS of the π-orbitals
of PTCDA (upper panel) and CuPc (lower panel) in their homo- and heteromolecular
phases, respectively. The spin-down pDOS is shown in Fig. 5.6. (b) Charge density
reorganization ∆ρ, horizontally integrated in the adsorption site area, for CuPc (left
panel) and PTCDA (right panel), plotted versus the distance to the surface (molecular
planes at z ≈ 3.0 Å). (c) Charge density difference plot showing depletion (blue) and
accumulation (red) of electronic charge in a plane parallel to the surface 0.5 Å above
the molecular plane (in a height of maximum DOS of the LUMO orbitals). (d) pDOS of
the π orbitals of PTCDA and CuPc in the homomolecular PTCDA/Ag(111) (left), the
homomolecular CuPc/Ag(111) (middle) and the heteromolecular MBW phase (right).
Energies are aligned with the vacuum level, the Fermi energies are indicated by black
lines revealing the work functions.

opposite signs) reveal the different character of PTCDA and CuPc when they
adsorb on Ag(111): The chemical component (charge transfer) of the bonding
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with Ag(111) is more prominent for PTCDA than it is for CuPc, while the reverse
is true for the physisorptive contribution (push-back). This is the origin of the
different adsorption heights: PTCDA pulls charge from the evanescent electron
density into its LUMO and can therefore approach the surface more closely, while
CuPc mainly pushes the evanescent electron density back into the metal, which
precludes a closer approach, even though a (smaller) charge transfer from Ag(111)
to CuPc is observed as well (see above).[136, 139]

Figure 5.4b reveals the reorganization of the charge density that goes along with
the equalization of adsorption heights on formation of the MBW phase. We
have, separately for each type of molecule in the MBW phase, integrated the
electron density reorganization ∆ρMBW in the horizontal plane over the area of the
respective molecules and plotted their z-dependence (red and dark-green lines).
For comparison we have calculated the analogous quantities for two reference
structures, namely (1) PTCDA molecules in the MBW unit cell from which CuPc
has been removed (∆ρPTCDA, light-green line shown in Fig. 5.4b) and (2) CuPc
molecules in the MBW unit cell from which PTCDA has been removed (∆ρCuPc,
orange line). The differences of these electron density reorganization profiles,
∆ρ = ∆ρMBW−(∆ρCuPc+∆ρPTCDA), are plotted as black curves (for more details
see Fig. 5.7). The electron depletion of the CuPc π-lobes (left panel, orange
curve, at ≈ 2.5 Å and ≈ 3.5 Å) is a consequence of the push-back dominated
interaction of CuPc with Ag(111) (although a small charge transfer into the
molecule is also visible at some z), whereas the electron accumulation in the
corresponding region of PTCDA (right panel, light-green line, at ≈ 2.2 Å and
≈ 3.4 Å) originates from charge transfer into its LUMO. Furthermore, the figure
reveals two important facts: first, we observe that in reference structure (2),
CuPc pushes electrons into the PTCDA vacancies (right panel, orange curve,
shallow maximum at ≈ 1.0 Å), while in reference structure (1) PTCDA sucks
up electrons from the CuPc vacancies (left panel, light-green curve, minimum
at ≈ 1.0 Å). Second, once the vacancies are filled again by the corresponding
molecules, the electron density surplus at the PTCDA site is redistributed and
yields an increased electron density in the π-lobes of the PTCDA molecule (right
panel, dark green curve, the peaks at ≈ 2.2 Å and ≈ 3.4 Å are larger compared
with the light green curve), while the electron density deficiency at the CuPc site
is redistributed to yield a reduced electron density in the π-lobes of CuPc (left
panel, the minima in the red curve at ≈ 2.5 Å and ≈ 3.5 Å are deeper than in
the orange curve). The charge accumulation and depletion at PTCDA and CuPc
sites, respectively, also influences the interaction of the frontier orbitals with
the metal states, since it manifests itself in a population/depopulation of the
respective LUMOs, also illustrated by the lateral map shown in Fig. 5.4c, taken
at z = 3.5 Å. Note, however, that the electron densities also change directly
above the substrate (z ≈ 1 Å). This modifies the Pauli repulsion between the
adsorbates and the metal and cancels the net attractive force acting on PTCDA
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in reference structure (1) as well as its net repulsive counterpart on CuPc in
reference structure (2), and thus explains how the two molecules equalize their
heights in the heteromolecular phase: the electronic charge that CuPc sheds
from its LUMO and repels from its site is redirected towards PTCDA, with the
result that PTCDA both floats on this ’cushion’ of charge and accepts more
of it into its LUMO, while CuPc sinks into the remaining ’depression’ of the
electron density. The necessity to equalize the heights of the two adsorbates thus
harmonizes very well with the different chemical characters (relative donor versus
relative acceptor) of the two molecules.

Finally we want to understand the regulation of the mutual charge transfer be-
tween molecules and surface in context with the orbital alignments and work
function. For the MBW/Ag(111) structure we have measured a work function
of 4.44± 0.02 eV. This is half way between the values for PTCDA/Ag(111) and
CuPc/Ag(111) and in excellent agreement with the calculated work function of
4.40 eV. We revealed the latter value from calculated pDOS which are plotted
in Fig. 5.4d, for both hetero- and homomolecular systems with aligned vacuum
levels. More importantly, this figure shows that the LUMOs of PTCDA and
CuPc move away from the common Fermi level in opposite directions, owing
to the work-function averaging and the very different electron affinities of the
molecules. The investigation of similar systems have revealed similar trends for
core levels and filled valence levels (for example, the HOMO)[198]. In our case,
the LUMO shift explains why in the heteromolecular phase the charge trans-
fer into the PTCDA (CuPc) LUMO is larger (smaller) than in the respective
homomolecular phases. Note that the different electron affinities of CuPc and
PTCDA, which of course are an expression of their different chemical charac-
ters, change slightly on formation of the heteromolecular phase. In comparison
with the respective homomolecular phases, the increase (decrease) of electronic
charge transfer into PTCDA (CuPc) causes a more (less) negative charging of
the molecule, and thereby reduces (increases) its electron affinity.

To verify the role of the metal surface and its work function for the energy level
alignment, we have carried out a computational control experiment: we calcu-
lated the level alignments for a free standing MBW layer, i.e., without surface.
Compared with the full MBW/Ag(111) structure we observe substantially smaller
LUMO shifts (relative to the vacuum level, for details see Fig. 5.8). This proves
that the frontier orbital alignment observed on mixing the two species is caused by
their interaction with the metal surface, not by direct intermolecular interactions.
Furthermore, we find that the MBW phase is stabilized by 0.21 eV when charge
reorganisation between the PTCDA and CuPc sites (that is, surface-mediated
charge transfer between the two molecules) is allowed, compared with a situation
of direct intermolecular and separated molecule-substrate interaction only (see
Table 5.3).

Incidentally, the different chemical characters of the two adsorbates also explain
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why in the heteromolecular system island formation prevails (as opposed to the
repulsive interaction observed for the homomolecular CuPc/Ag(111)): the oppo-
site bond dipoles of PTCDA and CuPc attract each other, thus promoting the
formation of a compact layer, even if the arrangement of molecules in the MBW
phase is less amenable to the formation of a network of hydrogen bonds. The
DFT calculation shows that the total bond dipole in the MBW phase is nearly
zero (−0.02 eV), indicating a cancellation of the individual bond dipoles of CuPc
and PTCDA.

In conclusion, the electronic and geometric properties of the MBW phase emerge
in the following way: If only CuPc is present on Ag(111), it will push the evanes-
cent electron density back (not withstanding a small metal-molecule charge trans-
fer), owing to its (compared with PTCDA) less electron-affine character; this
limits its approach to the surface. If PTCDA is added, this charge repelled by
CuPc, instead of being merely pushed back into the surface, is laterally redirected
towards the electron-affine PTCDA. This charge reorganization, which leads to a
tangible energy gain, has two consequences: first, the adsorption heights of CuPc
and PTCDA nearly equalize, with PTCDA floating up and CuPc sinking in.
This can be interpreted as a consequence of local work function changes: CuPc
increases the local work function at the PTCDA site, while PTCDA reduces it at
the CuPc site. Secondly, the global work function of the mixed interface acquires
a value that is intermediate between CuPc/Ag(111) and PTCDA/Ag(111). This
in turn controls the energy level alignment such that CuPc reduces its charge take
up from the surface, while PTCDA increases it. In other words, the two coad-
sorbates mutually amplify their natural chemical characters vis à vis Ag(111): in
the vicinity of CuPc, PTCDA becomes a stronger acceptor, while in the vicinity
of PTCDA, CuPc becomes even less of an acceptor, and – relative to PTCDA
– turns into a donor. Since the chemical interaction of both molecules with the
metallic states of the substrate is dominated by the LUMO, this means that
the chemical component of the molecule-surface interaction is strengthened for
PTCDA and weakened for CuPc.

It is noteworthy that PTCDA both floats up on an electron density cushion and
takes up negative charge. Similarly, CuPc sheds negative charge and sinks into an
electron density depression. This breaks the normal relationship between adsorp-
tion height and LUMO binding energy. Ultimately, this breaking of the normal
coupling can be traced back to the mutual amplification: in the heteromolecular
case, it is the metal together with the respective partner molecule that deter-
mines the behaviour. The apparently paradoxical behaviour between geometric
structure (adsorption height) and electronic properties (frontier orbital binding
energy) of the heteromolecular MBW phase is resolved, and has thus revealed
very clearly how observables such as vertical adsorption height, frontier orbital
binding energies and charge transfer, for homomolecular as well heteromolecular
systems, are linked and influence each other. The insight at this level has an
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obvious impact on the challenge of engineering the interfaces of heteromolecular
materials for applications.
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5.4 Supplementary Information

5.4.1 Experimental details

Sample preparation

The sample preparation, as well as all experiments, were performed under ultra-
high vacuum conditions. The (111)-oriented silver surface was prepared by re-
peated cycles of argon ion bombardment and annealing at Tsample = 730K. Af-
terwards the organic material was deposited using a dedicated evaporator sys-
tem. The heteromolecular MBW phase can be prepared following two different
approaches which both result in the same structure: For the first approach a
submonolayer film (< 0.4ML) of CuPc is prepared at room temperature, and
≈ 0.6ML PTCDA are added afterwards. The MBW structure forms immedi-
ately, and its homogeneity can be improved by annealing at 570K for 10min.
In the second approach ≈ 0.8ML CuPc are deposited on a closed layer of PTC-
DA/Ag(111) and the sample is annealed at 570K for 10min. We have used both
approaches and in all cases confirmed the success of the preparations by low
energy electron diffraction.

It should also be mentioned that during each experiment we carefully checked the
samples for radiation damage. On the relevant time scales of the experiments,
no significant influence on the data was observed.

Low energy electron diffraction

The low energy electron diffraction data were obtained at Ekin = 27.2 eV us-
ing a high-resolution spot profile analysis LEED instrument (Omicron). This
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device operates with very low electron flux (IDrain ≈ 5 nA) which allows a non
destructive investigation of organic samples. The recorded diffraction patterns
were calibrated (regarding k-space units) by using the SPA-LEED pattern of the
well known PTCDA monolayer structure (herringbone phase) on Ag(111).

Scanning tunneling microscopy and spectroscopy

All scanning tunneling microscopy (STM) and spectroscopy (STS) experiments
were carried out at low temperature (Tsample < 10K) using a commercial Cre-
atec LT-STM. The topographic STM images shown in Fig. 5.2 were recorded in
constant current mode with sample bias UBias = −0.34V (Fig. 5.2a), UBias =
0.34V (Fig. 5.2b), and UBias = 0.20V (Fig. 5.2c). The differential conductance
(dI/dV ) curves were recorded using the lock-in technique (modulation frequency
ν = 780Hz and amplitude 5mV). The fact that the lateral periodicity of the
ordered structures and the unit cell size was very accurately known from SPA-
LEED experiments allowed us to corrected the STM images for distortions.

Normal Incidence X-Ray Standing Waves

The NIXSW data were recorded at end-station ID32 of the European Synchrotron
Radiation Facility (ESRF) in Grenoble, France. The (111) reflection of the silver
substrate (EBragg ≈ 2.36 keV at normal incidence) was used in order to create
a standing wave field which shows an intensity modulation in the direction per-
pendicular to the Bragg planes. While scanning the photon energy through the
Bragg condition, the standing wave field shifts through the crystal by half the
Bragg-plane spacing, which results in a characteristic modulation of the x-ray
intensity at any specific vertical position above the silver surface, i.e., in par-
ticular at the height of any atomic species within the molecules.[199–201] This
modulation can be recorded using secondary emission signals from these atoms,
such as – in the present case – core level photoelectrons, and from its shape and
intensity the vertical position of the emitting atomic species can be determined
with very high accuracy (∆h < 0.05 Å). Here we have used C1s, N1s, O1s and
Cu2p core level emissions that were detected using a hemispherical electron an-
alyzer (SPECS PHOIBOS 225). The analyzer was mounted in an angle of 90◦

with respect to the incoming photon beam in order to avoid non-dipolar effects.
The photoelectron yield curves were analyzed using the XSW analysis software
Torricelli.[202] The resulting adsorption heights are summarized in Table 5.1.
Details of the data evaluation, which followed the general approach reported in
Ref. [49], will be given in a forthcoming publication.
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Ultraviolet photoelectron spectroscopy

The conventional (angle integrated) ultraviolet photoelectron spectroscopy (UPS)
experiments were performed with a hemispherical electron analyzer (SCIENTA
R4000) and a monochromatized UV-source (~ω = 21.218 eV). The overall energy
resolution of this setup was determined by the width of the Fermi edge to be
better than 30meV. The spectra in Fig. 5.3a were recorded at an emission angle
of 45◦ with respect to the surface normal and a photoelectron acceptance angle
of 30◦ with identical detector settings. The energy scale was calibrated using the
Fermi level.

Angle resolved UPS and orbital tomography

The ARUPS experiments were performed at beamline U125/2-SGM of the BESSY
II storage ring in Berlin, Germany. The sample was illuminated by monochro-
matic radiation with a photon energy of 35 eV and at a fixed incident angle of 40◦

to the surface normal. The photoelectron yield was recorded with a toroidal elec-
tron analyzer having a polar acceptance angle of ±80◦ and an energy dispersion
range of 1.0 eV at a pass energy of 10 eV.[104] The azimuthal angular distribu-
tion was recorded by rotating the sample around its surface normal in steps of 1◦

in a range of at least 130◦. After converting polar/azimuthal angles to (kx, ky)
wave vector units and under consideration of the threefold symmetry of the silver
crystal we obtained a three dimensional ARUPS data cube I(kx, ky, Eb) by this
procedure. An animated illustration of the tomographic data cube is available in
the online version of this manuscript. An experimental ”constant binding energy”
(CBE) map, that is a constant-energy cut through the data cube at the binding
energy Eb of a certain molecule, reveals the characteristic emission pattern of
that orbital in momentum space. The experimental CBE map at the energy of
the Fermi edge peak of the MBW phase (EB = 0.44 eV) is shown in Fig. 5.5a.

In order to identify the molecular orbitals contributing to this intensity distribu-
tion, theoretical emission pattern for all molecular orbitals in question, here the
PTCDA and CuPc LUMOs, are calculated. In a simple approach using a plane
wave approximation for the final state of the photoemission process this can
be done by Fourier transforming the wave function of the molecular orbitals. A
hemispherical cut through the Fourier transform with radius k =

√

(2m/~2) · Ekin

and a projection into the (kx, ky) plane results in a calculated CBE map for that
particular orbital of the molecule in a certain orientation. However, in order to
construct the emission pattern for a molecular film, all in-plane orientations of
the molecules from all domains on the surface have to be considered. In Fig. 5.5b
such calculated CBE maps are shown for the LUMOs of CuPc and PTCDA in
the MBW phase and for the homomolecular PTCDA/Ag(111) structure.

A qualitative comparison of calculated and measured CBE maps is immediately
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Figure 5.5: ARUPS data recorded for the MBW phase: (a) Experimental CBE
map at a binding energy corresponding to the maximum of the Fermi edge peak.
(b) Calculated CBE maps representing the LUMO of PTCDA in the homomolecular
herringbone structure (left), in the MBW phase (center) and the LUMO of CuPc in
the MBW phase (right). The geometric arrangement and domain multiplicity of the
structures are considered in all cases, i.e., all in-plane orientations of the molecules
are reflected by these CBE maps. For this reason, the PTCDA LUMOs in homo- and
heteromolecular phases (left and central panel) look different.

possible, see Fig. 5.5. However, for a quantitative analysis, the density of states,
projected on the molecular orbitals in question, can be obtained as follows. The
function

F (kx, ky, EB) =
∑

i

ai(EB)Φi(kx, ky) + b(EB)Isub(kx, ky, EB) + c(EB) (5.1)

is used to fit the 3D tomographic ARUPS data cube I(kx, ky, EB). Equation
(5.1) represents a linear combination of the theoretical CBE maps Φi(kx, ky) of
the corresponding molecular orbitals i, a substrate contribution Isub(kx, ky, EB)
and a constant offset function c(Eb). While the theoretical CBEs are calculated
as described above, the substrate contribution Isub(kx, ky, EB) was determined
experimentally in an ARUPS experiment on the clean Ag(111) surface. The fitted
parameter functions ai(EB) can be understood as the energy resolved projected
densities of states (pDOS) for the corresponding molecular orbitals. More details
on the orbital tomography approach can be found in Ref. [108] and [22].

5.4.2 Computational details

All calculations for the MBW phase as well as for the homomolecular phases of
PTCDA/Ag(111) and CuPc/Ag(111) are carried out using the VASP code[146,
147, 203] with a generalized gradient approximation (GGA) for exchange-correlat-
ion effects[66] and empirical van-der-Waals corrections according to Grimme.[153]
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The Ag(111) substrate is modeled by 5 layers of Ag with an additional vacuum
layer of 16 Å width. The projector augmented waves (PAW)[148] approach is
used, allowing for a relatively low kinetic energy cut-off of about 400 eV. For
the MBW phase containing 310 substrate atoms and 133 atoms in the three
molecules per unit cell, we use a Monkhorst-Pack 2× 2× 1 grid of k-points[149]
and a first-order Methfessel-Paxton smearing of 0.2 eV.[150] To avoid spurious
electrical fields, a dipole layer is inserted in the vacuum region.[151]
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Figure 5.6: Spin-resolved density of states projected onto PTCDA (upper panel) and
CuPc (lower panel) in their homomolecular phases and in the MBW phase. Spin-
up and spin-down contributions are plotted along the positive and negative ordinate,
respectively. The hatched areas mark the DOS of the b1g σ-orbitals which suffer from
the well known self-interaction error (SIE) which lets them appear at incorrect energetic
positions, namely too close to the Fermi level.

All calculations are performed in the spin-polarized mode in order to account for
the spin-split b1g state of CuPc.[101] Our GGA-DFT results suffer from the well
known self-interaction error (SIE) with the consequence that localized states, such
as the b1g orbital of σ character (gray areas in Fig. 5.6) that is localized around
the central Cu atom, appear too close to the Fermi level. As a consequence of
the SIE and at variance to the experiment, the spin-up b1g state appears above
the HOMO, while the spin-down b1g state is energetically close to the LUMO.
Note that the positions of these b1g peaks do not change from the homomolecular
to the MBW phase (see Fig. 5.6) and thus do not contribute significantly to the
charge reorganization upon the formation of the MBW phase. For this reason,
we have suppressed the sigma states in Fig. 5.4, where we only show the spin-up
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Table 5.1: Adsorption heights for the homomolecular (HM) and the MBW phases
determined by NIXSW and DFT. NIXSW values for the homomolecular phases are
taken from Ref. [170] (PTCDA/Ag(111)) and [139] (CuPc/Ag(111)).

HMNIXSW [Å] HMDFT [Å] MBWNIXSW [Å] MBWDFT [Å]

CuPc
Carbon 3.08± 0.02 3.05 3.04± 0.02 3.01
Nitrogen 3.07± 0.04 3.06 2.98± 0.02 3.01
Copper 3.02± 0.04 2.96 2.97± 0.02 2.91

PTCDA
Carbon 2.86± 0.01 2.86 3.00± 0.02 3.00

Carbox. oxygen 2.66± 0.03 2.76 2.63± 0.02 2.86
Anhy. oxygen 2.98± 0.08 2.92 3.10± 0.05 2.99

π-states.

In our DFT calculations for the homomolecular films and for the MBW phase, we
allow a vertical relaxation of the atomic positions. Table 5.1 summarizes these
calculated adsorption heights as well as the corresponding adsorption heights ob-
tained by the NIXSW method.[139, 170] The good agreement between theoretical
and experimental values demonstrates the reliability of our theoretical results.

5.4.3 Additional information

Work function

The work function measurements were performed using the same setup as for
the conventional UPS experiments (see above). They were determined from the
secondary electron cutoff in normal emission geometry. During the data accu-
mulation, the sample was biased to −9V in order to increase the kinetic energy
of the photoelectrons. The onset energy of the secondary electron cutoff was de-
fined as the largest binding energy at which the derivative of the spectrum differs
significantly from zero. The experimental results are summarized in Table 5.2,
together with the results of the DFT calculations. We would like to stress the
excellent agreement between experiment and theory. The work function changes
∆Φ are dominated by two effects:[45] The bond dipole BD is directly associated
with changes in the electron density ∆ρ and hence contains both the charge trans-
fer between the molecule and the surface, and the so called push-back effect of
electronic charge toward the surface due to the adsorption of the molecule. The
second, purely geometric contribution, is caused by the vertical dipole moment
induced by (a) the distortion or bending of the molecule (∆Elay

vac) and (b) the
relaxation of the substrate (∆Esub

vac). The different nature of the bonding of CuPc
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Table 5.2: Experimental and calculated work function values for the homo and het-
eromolecular films. The values are valid for closed monolayer structures (total coverage
= 1 ML). The changes in the work function, determined by DFT, are separated into
the bond dipole BD and the contribution ∆Evac caused by a geometric distortion of
the molecules. All values are given in eV.

Φexp ΦDFT ∆ΦDFT BD ∆Elay
vac ∆Esub

vac

CuPc ML 4.15± 0.02 4.06 −0.41 −0.55 +0.05 +0.05
PTCDA ML 4.76± 0.02 4.70 +0.26 +0.50 −0.18 −0.03

MBW 4.44± 0.02 4.40 −0.07 −0.02 −0.07 +0.04

or PTCDA to the silver surface in the homomolecular phases is clearly demon-
strated by the difference in their bond dipoles. While the bond dipole of CuPc
reduces the work function since CuPc pushes the electron spill-out back toward
the substrate, the bond dipole of PTCDA increases it due to PTCDA accepting
charge from the substrate. The BD for the MBW phase is almost zero since the
contributions of PTCDA and CuPc almost cancel out.

Charge reorganization

In this section, we provide additional information on the charge reorganization
occurring upon the formation of the MBW phase. We studied this by considering
two artificial reference structures: Starting from the MBW/Ag(111) phase, we
have (1) either removed all CuPc molecules or (2) all PTCDA molecules. The
geometry of the remaining molecules was fixed according to the DFT results
for the mixed phase. For these two structures, as well as for the complete MBW
phase, we then calculated the charge reorganization ∆ρi (with i = PTCDA, CuPc
or MBW). In case of structure (1) (CuPc removed) this results in ∆ρPTCDA =
ρPTCDA/Ag(111)−(ρPTCDA+ρAg(111)), where the first term on the right refers to the
charge density of the reference structure (1) and the term in brackets corresponds
to the non-interacting charge densities of the PTCDA molecules and the Ag(111)
substrate. In Fig. 5.7a, the resulting charge reorganization ∆ρPTCDA is illustrated
for a plane ≈ 1 Å above the surface, i.e., in a plane where the charge spill-out of
the surface is located. In all charge difference plots, charge depletion (∆ρi < 0)
is displayed in blue, accumulation (∆ρi > 0) in red.

Besides horizontal cuts, we also performed vertical cuts through the charge reor-
ganization at the CuPc and PTCDA sites. For reference structure (1) these are
shown in the uppermost panel of Fig. 5.7d and e. The exact locations of these
cuts in the horizontal maps are indicated by a light-green (CuPc site) and a
dark-green line (PTCDA site) in Fig. 5.7a. The vertical cut through the PTCDA
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molecule (PTCDA site, Fig. 5.7e) reveals charge accumulation directly above and
below the molecular plane (which is located at dPTCDA ≈ 3 Å). This reflects the
charge transfer into the PTCDA LUMO. The charge depletion below the molec-
ular plane (at ≈ 1 Å) and the additional charge density in the silver substrate
can be attributed to the push-back effect. However, the charge density is also
reduced at the vacant CuPc site (uppermost panel of Fig. 5.7d). This indicates
that PTCDA sucks charge from the CuPc vacancies in reference structure (1)
and hence acts as a charge acceptor.

Similar calculations were performed for reference structure (2) (PTCDA removed)
and the MBW phase. The corresponding horizontal cuts are shown in Fig. 5.7b
and c, and vertical cross sections are displayed in the second and third pan-
els of Fig. 5.7d and e, respectively. While ∆ρCuPc is calculated analogously to
∆ρPTCDA (i.e., ∆ρCuPc = ρCuPc/Ag(111) − (ρCuPc + ρAg(111))), for ∆ρMBW the non-
interaction charge densities of both molecules have to be subtracted: ∆ρMBW =
ρMBW/Ag(111)−(ρCuPc+ρPTCDA+ρAg(111)). In contrast to ∆ρPTCDA, ∆ρCuPc reveals
a stronger charge depletion in the region below the molecular body which sug-
gests a stronger push-back effect for CuPc than for PTCDA. The vertical charge
reorganization plot at the PTCDA site even reveals an expulsion of charge into
the PTCDA vacancies. This indicates that CuPc behaves like a charge donor on
the Ag(111) surface and transfers charge into the vacant PTCDA sites.

At first sight the charge reorganization for the MBW phase ∆ρMBW shows only
marginal differences compared to the corresponding reference structures. Only
after subtracting the relevant densities (the density difference ∆ρ = ∆ρMBW −
(∆ρCuPc+∆ρPTCDA) is shown in the lowest panel of Fig. 5.7d and e) the differences
which are caused by the population of the vacancies in the two reference structures
are revealed. In the main text a horizontal cut through this charge difference
plot at the position of the molecular π-orbitals is discussed. It shows a charge
depletion at the CuPc sites and a charge accumulation at the PTCDA sites, i.e.,
a depopulation of the CuPc LUMO and an enhanced population of the PTCDA
LUMO. This is the main result of our analysis of the charge redistribution in the
MBW structure.

It shall finally be mentioned, that in Fig. 5.7c, which shows the charge reorgani-
zation below the molecular plane in the MBW structure, a small accumulation
(depletion) of charge at CuPc (PTCDA) sites can be seen. One should note that
this small effect is also present, of similar size but opposite sign, in both refer-
ence structures (see light green line in Fig. 5.7a, and dark green line in Fig. 5.7b).
The charge can also be seen in the vertical cuts (upper panel of Fig. 5.7d and
2nd panel of Fig. 5.7e), both at a height of z ≈ 1.0 Å. Since these structures are
used as references, i.e., the charge contribution is subtracted, the accumulation
and depletion of charge merely stems from this data treatment, i.e., is somewhat
artificial. At z ≈ 3.0 Å, where the LUMOs are located which become depopu-
lated in the case of CuPc and populated for PTCDA LUMO (the corresponding

97



Chapter 5. Unexpected interplay of bonding height and energy level alignment

e

3Å

0Å

3Å

0Å

3Å

0Å

3Å

0Å

3Å

0Å

3Å

0Å

3Å

0Å

3Å

0Å

DrPTCDA

DrCuPc

DrMBW

Dr

DrPTCDA

DrCuPc

DrMBW

Dr

d

a b cDrCuPc DrDrPTCDA

CuPc site PTCDA site

Figure 5.7: Charge density difference plots at a height of ≈ 1 Å above the silver
surface, i.e., below the molecular plane, for (a) the PTCDA reference structure (MBW
with CuPc being removed), (b) the CuPc reference structure (MBW with PTCDA
being removed), and (c) for the charge reorganization difference between the MBW
phase and the reference structures. In (d) and (e) vertical cuts through the charge
density differences for these structures are shown in the uppermost three panels. The
horizontal positions of the vertical cuts correspond to the CuPc (d) and PTCDA (e)
sites and are marked in (a-c). The lowermost panel in (d) and (e) represents the
difference of the first three panels: ∆ρ = ∆ρMBW − (∆ρCuPc +∆ρPTCDA). In all plots
charge depletion is shown in blue, charge accumulation in red.

horizontal plot is shown as Fig. 5.4c), the situation is fundamentally different. At
this height, the intensity in the reference maps is almost vanishing (again, upper
panel of Fig. 5.7d and 2nd panel of Fig. 5.7e, now in a height of z ≈ 3.0 Å). This
indicates that the depletion and accumulation of charge in the molecular LUMOs

98



5.4. Supplementary Information

is real, and not stemming from the subtraction of reference structures.

DFT calculations for the free-standing monolayer structures

In order to reveal the role of the silver substrate for the charge redistribution,
we have also performed DFT calculations for a freestanding MBW layer, i.e.,
for molecules in the geometry of the MBW film, but without the Ag substrate.
The corresponding pDOS for PTCDA and CuPc are shown as dark-green curve
in the upper and red curve in the lower panels of Fig. 5.8, respectively. As a
reference, we also calculated the pDOS for the artificial structures (1) and (2),
i.e., for freestanding MBW film from which either CuPc or PTCDA was removed
(light green and orange curves in of Fig. 5.8).
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Figure 5.8: Electronic structure of freestanding layers revealed by DFT: Spin-up
pDOS of the π-orbitals of PTCDA (upper panel) and CuPc (lower panel) in their
freestanding homo- and heteromolecular phases, respectively.

Compared to the MBW/Ag(111) structure (including the surface), as it is dis-
cussed in Fig. 5.4a, these results show reversed peak shifts. Here, the binding
energy of the PTCDA LUMO is reduced for molecules in the MBW film com-
pared to the homomolecular reference. At the same time, the CuPc LUMO in
the mixed film is found at slightly larger binding energies than in the homomolec-
ular structure. In addition, no charge transfer from CuPc to PTCDA is visible
in the freestanding layer. These DFT calculations clearly demonstrate that the
charge reorganization and the molecular level alignment in the heteromolecular
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Table 5.3: Adsorption energies for the MBW structure and three reference systems.
The chemical contribution to the adsorption energy is shown in the 2nd column (EPBE),
the total adsorption energy which include van der Waals corrections, in the 3rd column
(Ead). The homomolecular CuPc and PTCDA structure were obtained by removing
the other molecular species and fixing the adsorption height of the remaining molecules
in the geometry obtained for the MBW structure on Ag(111).

structure EPBE [eV] Ead [eV] (incl. vdW.)

MBW/Ag(111) 0.68 -14.90

MBW free standing -0.40 -0.93
PTCDA/Ag(111) (MBW) 0.20 -8.40
CuPc/Ag(111) (MBW) 1.14 -5.36
∑

of MBW components 0.94 -14.69
MBW/Ag(111) -

∑
MBW components -0.26 -0.21

MBW/Ag(111) structure occurs solely via the silver substrate, not directly within
the mixed organic film.

Adsorption energies

Another, maybe more direct way, for quantifying the interaction strength at
metal-organic hybrid interfaces is the adsorption energy. Table 5.3 shows DFT
calculated adsorption energies for the heteromolecular MBW structure and for
several reference structures. The major part of the adsorption energy arises
from the dispersive van der Waals interaction between the aromatic molecules
and the silver surface. For our calculations, we have used the empirical van der
Waals correction scheme according to Grimme,[153] which is one of the state
of the art van der Waals corrections. In Table 5.3 we show overall adsorption
energies with (3rd column) and without (2nd column) van der Waals correction.
For the latter calculations we used a common (semi)local PBE functional. This
allows us to estimate the chemical contribution to the overall interaction between
molecule and surface, which is responsible for the charge transfer and molecular
level shifts that occur at the metal-organic interface. Negative adsorption energies
corresponds to a bonding situation, positive values indicate repulsion.

For the MBW/Ag(111) structure the total adsorption energy is Ead,MBW/Ag =
−14.90 eV with a chemical contribution of EPBE,MBW/Ag = 0.68 eV. The adsorp-
tion energy is given relative to the energies of the uncovered substrate and the
homomolecular freestanding CuPc and PTCDA films. Thus, the numbers given
in table 5.3 contain contributions of the intermolecular interaction as well as of
the molecule-substrate interaction of all molecules in the MBW/Ag(111) struc-
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ture. In order to disentangle these contributions we also calculated the adsorption
energies for a free-standing MBW layer and for the reference structures (1) and
(2) with either CuPc or PTCDA being removed from the MBW/Ag(111) (see
also chapter ”charge reorganization”). Most interestingly, the sum the adsorp-
tion energies of these three reference systems (

∑
of MBW components) results

in smaller adsorption energies compared to the adsorption energy of the total
MBW structure on Ag(111). A comparison of the PBW contribution to the to-
tal adsorption energy reveals that the chemical contribution of the interaction
is responsible for the lower adsorption energy of the MBW phase. Hence, this
analysis shows that the level shifts and the charge redistribution are also reflected
in the adsorption energies. Both effects lead to a stabilization of the MBW struc-
ture with respect to its components. This also emphasizes the conclusion of our
manuscript, that the effects in the heteromolecular films are more than the sum
of the contributing parts.
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Chapter 6

Orbital tomography of hybridized
and dispersing molecular
overlayers

Now we switch back to homo-molecular systems and investigate the interfaces of
the organic molecule pentacene and the (110) surfaces of Cu and Ag, utilizing
orbital tomography. Doing so, we are able to clearly assign specific molecular
orbitals to the peaks in the photoemission spectra. Furthermore we, experimen-
tally, observe a notable intermolecular dispersion of the molecule’s former LUMO
on the Cu(110) surface, which we can confirm in our theoretical calculations by
an expansion of the computational part of the orbital tomography approach to
extended systems. This chapter is a reproduction of an article about this work,
which has been published in Physical Review B, with the header of the article
being shown in Fig.6.1 1.

Figure 6.1: Header of the article [114], which was published in Pysical Review B,
showing the reference, title and all contributing authors with their affiliations. This
chapter is a reproduction of this article, beside some possible modifications.

1Reproduced with permission from the American Physical Society. Copyright 2014 by the
American Physical Society, the article may be found online at http://link.aps.org/doi/10.
1103/PhysRevB.90.155430
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Author contributions

The major part of this work has been done by Thomas Ules, who has performed
all of the experiments together with Eva Maria Reinisch and has written the
initial draft of the manuscript, so consequently he is the first author of the paper.
I have performed all of the DFT calculations and have done the analysis of the
calculated data and prepared the corresponding figures presented in the paper.
Furthermore, and probably that is the main contribution, I have been involved
in several extensive discussions regarding the interpretation of the experimental
data and the manuscript itself, with all contributing authors.

Abstract

With angle-resolved photoemission experiments and ab-initio electronic structure
calculations, the pentacene monolayers on Ag(110) and Cu(110) are compared
and contrasted allowing the molecular orientation and an unambiguous assign-
ment of emissions to specific orbitals to be made. On Ag(110), the orbitals remain
essentially isolated-molecule-like, while strong substrate-enhanced dispersion and
orbital modification are observed upon adsorption on Cu(110). We show how the
photoemission intensity of extended systems can be simulated and that it behaves
essentially like that of the isolated molecule modulated by the band dispersion
due to intermolecular interactions.

6.1 Introduction

The effects arising upon adsorption of π conjugated molecules on metal substrates
are of great interest due to their importance in organic electronics. The ability to
identify electronic states with specific molecular orbitals and to determine their
energy ordering is vital to the understanding of overlayer/substrate systems. This
can be particularly difficult for strong chemisorptive interactions where significant
broadening or level splitting occurs or when intermolecular dispersing bands are
formed. In the last decade ab-initio electronic structure calculations, particularly
within density functional theory (DFT), have become almost indispensable in the
interpretation of experimental results. However, it is becoming recognized that
DFT results can be misleading due to approximations for exchange-correlation
effects which may severely affect predicted adsorption geometries and/or the elec-
tronic structure of organic/metal interfaces [22]. The pentacene/Cu interface is
such a case. Despite numerous experimental and theoretical studies, there is as
yet no consensus on the orbital assignment. Here we demonstrate how the angle-
resolved ultrviolet photoemission spectroscopy (ARUPS) technique, which is be-
coming known as orbital tomography [21, 22, 28, 108, 110, 111, 204], can provide

104



6.2. Experimental Details

a definitive assignment of the emissions even for strongly interacting extended
two-dimensional (2D) systems and give insight into the nature of dispersion and
hybridization.

The pentacene (5A) monolayer on Cu(110) has been studied extensively. From
their ARUPS investigations, Seki et al. [205, 206] concluded that selection rule
arguments cannot explain the photoemission behavior, and they suggested that
strong hybridization with the substrate could be modifying the orbital symmetry
[206]. They also suggested the appearance of dispersing, interface-induced states
arising from substrate interactions [206]. Ferretti et al. [207, 208] introduced
the possibility that the mixing of 5A molecular orbitals with the Cu substrate
leads to ”interaction states localized at the interface”, where their calculations
suggest partial occupation of the lowest unoccupied molecular orbital (LUMO)
whose symmetry might not be directly related to the original molecular state. On
the same Cu(119) vicinal surface, scanning tunneling microscopy (STM) images
also suggest partial occupation of the LUMO and dispersive electronic states
associated with a perturbed electron charge density distribution. [209] Also a
recent combined DFT and ARUPS study of the 5A/Cu(110) system concluded
that only partial LUMO occupation takes place [210].

The simple relationship between the angular distribution of the photoemission
current and the Fourier transform of the emitting molecular orbital has been
shown to be reasonable for a number of molecular adsorbate systems on various
noble metal surfaces [21, 22, 26, 111, 204]. This allows molecular orientations to
be determined [26, 204], molecular orbital energy ordering to be deduced [22, 109],
and even the reconstruction of the molecular orbitals in real space [111]. For these
systems, the angular-dependent emissions can essentially be accounted for by
the photoemission from isolated molecules, thus intermolecular orbital overlap
plays a minor role. However, in extended 2D overlayer systems, a description
in terms of isolated molecular orbitals is no longer strictly appropriate. Here,
with the comparison between pentacene monolayers on Ag(110) and Cu(110),
we show how orbital tomography and the Fourier transform description can be
applied to extended systems with strongly dispersing emissions. In so doing,
we provide a definitive description of the 5A/Cu ARUPS and show that the
LUMO is in fact fully occupied and displays a substrate-induced dispersion that
is significantly larger than that reported for similar organic overlayer systems
[118, 129]. Moreover, unlike all previous tomography studies, we show evidence
here of a modification of orbital shape on adsorption.

6.2 Experimental Details

Photoemission experiments were performed at BESSYII using a toroidal electron-
energy analyzer described previously [104], which was attached to the beam-
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line U125/2-SGM of the synchrotron radiation facility BESSY II, Helmholtz-
Zentrum-Berlin. Photon energies of 30 and 35 eV and an incidence angle of χ
= 40◦ with respect to the surface normal were used. The polarization direction
is in the specular plane, which also contains the photoelectron trajectory mea-
sured. Emitted photoelectrons are recorded simultaneously with polar angles θ
of −80◦ to +80◦ with respect to the surface normal in an energy window of 1
eV. The energy window is divided into 40 individual slices, which goes well below
the analyzers intrinsic energy resolution of 150 meV. Note, however, that for the
presented momentum maps we take only the data from the side of the emission
direction that is pointing in the orientation of the electric field vector of the in-
cident photons; this is referred to as the positive side (see Fig. 6.2), i.e., θ = 0 ◦

to +80 ◦. This maximizes the polarization factor appearing in the photocurrent
cross section (see Eq. 6.4). It is noted that the molecular features are enhanced
relative to the substrate emissions on the positive side (compare Fig. 6.5c). To
obtain the full ( kx, ky ) range for the presented momentum maps at constant
binding energy, azimuthal scans are made by rotating the sample around the sur-
face normal in 1 ◦ steps for an azimuthal angle range > 180◦ and then imposing
the substrate’s twofold symmetry to obtain the full 360◦. The angular emission
data are then converted to parallel momentum components kx and ky using the
relation

kx =

√

2me

~2
Ekin sin θ cosφ (6.1)

ky =

√

2me

~2
Ekin sin θ sinφ, (6.2)

to create the momentum maps. The Cu(110) and Ag(110) substrates were pre-
pared in the conventional way by a sequence of sputter-annealing cycles. 5A
molecules were evaporated from an effusion cell onto the surfaces at room tem-
perature with the amount monitored by a microbalance. The resulting monolayer

low-energy electron diffraction (LEED) structures are

(
3 −1
1 4

)

for pentacene

on Ag(110) and

(
6.5 −1
−0.5 2

)

for pentacene on Cu(110). In both cases mild an-

nealing improved the order. On Cu(110) the monolayer was annealed at 200 ◦C,
which is above the 5A sublimation temperature, whereas on Ag(110) the molecule
substrate bond is weaker and the annealing temperature must not exceed 140 ◦C
so as not to desorb from the monolayer.
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Figure 6.2: Sketch of an ARUPS experiment declaring the geometry of the experi-
mental setup. The incoming photon with energy hν, the incidence angle χ, and the
vector potential A excites an electron from the initial state ψi to the final state ψf .
This final state is characterized by the kinetic energy Ekin and the momentum vector k,
and the outgoing photoelectron is detected as a function of Ekin and emission direction,
defined by the polar angle θ and the azimuthal angle φ. Forward emissions are denoted
by a positive parallel momentum, and backward emissions are denoted by a negative
parallel momentum.

6.3 Computational Details

6.3.1 Density functional calculations

All theoretical results presented here are obtained within the framework of density
functional theory (DFT) using the VASP code [146, 147]. We have performed
three types of calculations: firstly for the isolated pentacene molecule, secondly
for a two-dimensional, extended free-standing layer of pentacene, and thirdly for
monolayers of pentacene adsorbed on Ag(110) and Cu(110) surfaces.

The isolated molecule calculations were performed using a supercell with a min-
imum of 15 Å vacuum between pentacene’s periodic replica. We use the gener-
alized gradient approximation (GGA) [66] for exchange-correlation effects, and
the projector augmented wave (PAW) method [148]. The simulated momentum
maps of the pentacene highest occupied molecular orbital (HOMO) and LUMO
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orbitals shown in Fig. 6.3 are obtained as Fourier transforms of the respective
Kohn-Sham orbitals as described previously [26].

Electronic structure calculations for the freestanding monolayer of 5A have been
carried out using the repeated slab approach with a vacuum layer of 20 Å between
adjacent layers. The GGA [66] is used for exchange-correlation effects, and the
PAW [148] approach was used allowing for a relatively low kinetic energy cut-off
of about 400 eV. We use a Monkhorst-Pack 6 × 12 × 1 grid of k-points [149],
and a first-order Methfessel-Paxton smearing of 0.1 eV [150]. The simulation
of momentum maps for extended systems will be described in the subsequent
section.

Finally, we have also performed DFT calculations of pentacene monolayers ad-
sorbed on Ag(110) and Cu(110). The substrate is taken into account within the
repeated slab approach by using five metallic layers with an additional vacuum
layer of 15 Å between slabs. To avoid spurious electrical fields, a dipole layer is in-
serted in the vacuum region [151]. In the case of 5A/Ag(110), we have taken into

account the experimental LEED structure

(
3 −1
1 4

)

mentioned above and re-

laxed the atomic positions of the molecule and the first metallic layer considering
van-der-Waals interactions by employing the empirical correction scheme accord-
ing to Grimme [153]. Exchange correlation effects were treated either within the
GGA [66] or within the Heyd-Scuseria-Ernzerhof (HSE) hybrid functional [88]
with k-point meshes of 9 × 6 × 1 and 6 × 4 × 1, respectively, and a first-order
Methfessel-Paxton smearing of 0.1 eV. For 5A/Cu(110), we have chosen a com-

mensurate structure

(
6 0
0 2

)

and an adsorption site similar to a previous study

[210]. Also, here the electronic structure is calculated within the GGA and HSE
using k-point meshes of 9×12×1 and 4×6×1, respectively, and using a first-order
Methfessel-Paxton smearing of 0.1 eV.

6.3.2 Simulation of ARUPS maps

The Kohn-Sham energies εnq and orbitals ψnq of the relaxed structures serve as
input for the subsequent simulation of angle-resolved photoemission spectroscopy
intensity maps within the one-step model of photoemission [23]. Here, the angle-
resolved photoemission intensity I(θ, φ;Ekin, ω) is a function of the azimuthal and
polar angles θ and φ, respectively, the kinetic energy of the emitted electron Ekin,
and the energy ω and polarization A of the incoming photon:

I(θ, φ, Ekin;ω,A) ≈
occ∑

n

BZ∑

q

|〈ψf (θ, φ;Ekin)|A · p|ψnq〉|2

× δ(εnq + Φ+ Ekin − ω), (6.3)
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This formula can be viewed as a Fermi’s golden rule expression, in which the
photocurrent I results from a summation over all occupied initial states ψnq,
characterized by the band index n and Bloch vector q, weighted by the transition
probability between the initial state and a final state. For the transition operator
A · p, the dipole approximation is assumed, where p and A are the momentum
operator and the vector potential connected to the incoming photon. The δ
function ensures energy conservation where Φ denotes the work function.

We further approximate the final state ψf by a plane wave [24]. As outlined
in more detail in a previous paper [26], and also noted earlier [25, 145], this
approximation allows us to greatly simplify the evaluation of the matrix element
appearing in Eq. 6.3. If we denote the wave vector of the final, free-electron state
by k, thus Ekin = ~

2

2m
k2, Eq. 6.3 simplifies to

I(kx, ky, Ekin;ω,A) ≈
occ∑

n

BZ∑

q

|A · k|2
∣
∣〈eikr|ψnq〉

∣
∣
2

× δ(εnq + Φ+ Ekin − ω). (6.4)

We obtain the simple result that the matrix element from a given initial state nq
is proportional to the square modulus of the Fourier transform of the initial-state
wave function ψnq modulated by the weakly angle-dependent factor |A·k|2 which
depends on the angle between the polarization vector A of the incoming photon
and the direction k of the emitted electron.

Note Eq. 6.4 can be applied to single molecules as well as to extended states
such as an organic layer adsorbed on metallic surfaces. In the former case, the
summation of the Brillouin zone (BZ) reduces to just one point, the Γ point, while
for the latter situation, the possible dispersing bands are taken into account by
the band structure εnq and Bloch states ψnq and an appropriate sampling of the
Brillouin zone.

6.4 Results

6.4.1 Momentum maps

Monolayers of 5A on Ag(110) and Cu(110) were characterized by LEED and
ARUPS. Figure 6.3 shows LEED images of the 5A monolayers on the two sub-
strates Ag(110) and Cu(110) as well as the momentum maps taken at the binding
energies of the prominent adsorption-induced emissions at 0.15 and 1.2 eV on Ag
and 0.8 and 1.5 eV on Cu, respectively. These maps clearly display the character
of the LUMO and HOMO of pentacene, as can be seen from the comparison be-
tween the measured (exp) and the corresponding simulated maps computed for
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Chapter 6. Orbital tomography of hybridized molecular overlayers

Figure 6.3: Panels (a) and (e) show LEED images of 5A monolayers on Ag(110)
and Cu(110), respectively. Panels (b) and (c) show ARUPS momentum maps of
5A/Ag(110) at binding energies 0.15 and 1.20 eV (exp), respectively, compared to
simulated LUMO and HOMO maps of the isolated 5A molecule (sim). Panels (f) and
(g) show the corresponding data for 5A/Cu(110) at binding energies of 0.80 and 1.50
eV. Panels (d) and (h) show structural models of 5A/Ag(110) and 5A/Cu(110), respec-
tively, as deduced from LEED and the momentum maps. In (h) the orbital structure
of the LUMO is overlaid.
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the isolated molecule (sim). The simulated LUMO map, for instance, is charac-
terized by a major lobe at (0,1.4) Å−1 and minor lobes at (±1.8, 1.2) Å−1. In-
deed, the data on Ag have recently been used to reconstruct these orbitals in real
space, in excellent agreement with calculated orbitals for the isolated molecule
[111]. The maps also unambiguously reveal the orientation of the molecules: on
Ag(110) the data imply flat-lying 5A oriented parallel to the [001] azimuth, while
on Cu the molecules orient along the [1-10] azimuth, as depicted in Figs. 6.3d
and h, respectively. It should be noted that the structure and density of the two
monolayers are very similar, however, on Ag the molecules lie across while on Cu
they lie parallel to the close-packed rows of the substrate.

Thus, the ARUPS momentum maps of Fig. 6.3 immediately clarify the 5A/Cu
system. In contrast to speculations in the literature, the symmetry of the orbitals
is not modified significantly on hybridization. This allows the emissions to be
unambiguously assigned. The features at 0.8 and 1.5 eV are the fully occupied
LUMO and HOMO and not the HOMO and HOMO-1 emissions as assigned
previously and, in the light of our results, erroneously on the basis of a comparison
between DFT-calculated and experimental binding energies [210]. Upon closer
inspection of the LUMO map on Cu, however, an internal structure and a change
in the k position of the minor lobes becomes visible that will be argued to be the
result of intermolecular dispersion and changes in the orbital size, respectively.

6.4.2 DFT results for adsorbed monolayers

Before analyzing this internal structure of the LUMO in more detail, we dis-
cuss DFT results of the pentacene monolayers on the Ag(110) and Cu(110) sur-
faces in comparison with ARUPS data. Starting from the relaxed structure of
5A/Ag(110), we have computed the density of states projected onto the orbitals
of a freestanding pentacene layer, both, within the GGA and self-consistently
within the hybrid functional HSE [88, 144]. It is known that the incorporation
of a fraction of exact exchange in the hybrid HSE mediates self-interaction er-
rors, thereby improving the orbital energies and thus the description of adsorbate
systems [80, 81, 113]. The results are shown in panels (a) and (b) of Fig. 6.4.
For comparison, panel (c) shows experimental ARUPS data recorded over a large
energy window along the two different azimuths [001] (black solid line) and in a
direction 45 ◦ between [001] and [1-10] (black dashed line). Panel (c) also includes
the kxky-integrated ARUPS data of the momentum maps that have been recorded
over four energy windows of 1 eV centered around the molecular emissions of the
LUMO, HOMO, HOMO-1, and HOMO-2, respectively. When comparing GGA
with HSE results, we observe that the HOMO, HOMO-1 and HOMO-2 features
are shifted to somewhat larger binding energies when using the hybrid functional,
while the position of the LUMO orbital slightly below the Fermi level remains
unchanged. Compared to experiment, we note that the HSE calculation clearly
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Chapter 6. Orbital tomography of hybridized molecular overlayers

Figure 6.4: Density of states of a monolayer of pentacene on Ag(110) projected
onto orbitals of the free pentacene molecule using PBE-GGA (a) and the hybrid func-
tional HSE06 (b). Projections onto the LUMO (blue), the HOMO (red), the HOMO-1
(orange), and the HOMO-2 (green) are shown. For comparison, panel (c) shows exper-
imental ARUPS data along the [001] azimuth (black solid line) and an azimuthal direc-
tion 45 ◦ between [001] and [1-10]. The colored curves are obtained by kxky-integrating
experimental momentum maps identifying the orbital character of the emissions. Pan-
els (d)–(f) show the corresponding data for a monolayer of pentacene on Cu(110).

improves the energy position of the HOMO-1 and HOMO-2 and also leads to a
slightly better agreement of the HOMO position. Regarding the LUMO, both
functionals GGA and HSE indicate partial occupation in good agreement with
experiment.

For the case of Cu(110) (Fig. 6.4, panel d–f), HSE again yields much better
agreement with experiment. However, the LUMO, of prime importance in this
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study, is still in poor agreement with experiment. Its computed position, both,
obtained within the GGA and within HSE, is in error compared to experiment as
the LUMO is located at the Fermi level and not fully occupied, with only a slight
improvement gained by the hybrid functional calculation [211]. Note that various
commensurate structures and adsorption sites did not change this finding. On
the other hand, HSE does considerably improve the energy position of the deeper
lying orbitals, for instance, the HOMO. As a side-note: It was exactly the wrong
energy position of the HOMO in the GGA result that had motivated Müller et al.
to erroneously assign the LUMO emission to the HOMO. Note that the computed
density of states (DOS) of their paper [210] agrees with our GGA-DOS and their
experimental ARUPS data are in line with our experiment.

6.4.3 1D band dispersion

Let us now concentrate on the energy dispersion of the LUMO state as suggested
by the internal structure of the momentum maps. Figure 6.5 shows the E versus
k relation (bandmap) along the long molecular axes of 5A for a) a monolayer on
Ag(110), b) a half-monolayer on Cu(110) and c) a complete monolayer on Cu(110)
from the Fermi edge (EF ) down to 2.2 eV binding energy. On Ag, the bandmap
shows a feature located at the Fermi edge at a k value around 1.35 Å−1, whose
intensity gradually decreases with increasing binding energy, indicating that the
LUMO is half-filled. Note that in this energy range, there are no apparent changes
in the momentum maps. In Fig. 6.5b, the half-monolayer of 5A on Cu(110)
is investigated. By examining such a low coverage, with no long-range order
apparent from LEED, any effects of intermolecular dispersion are minimized and
only effects due to the molecule-substrate interaction are expected. The bandmap
of the 5A submonolayer on Cu(110) in the [1-10] direction (Fig. 6.5b), i.e. along
the long molecular axes, shows, besides the Cu d and sp bands, emissions from
the major 5A LUMO lobe visible around 1 eV binding energy. Comparing with
Ag, the LUMO shifts from EF and being half-occupied to a binding energy of
roughly 1 eV and being fully occupied on Cu. This is indicative of the strong
bonding interaction of 5A with Cu, nevertheless, the band map shows no obvious
sign of intermolecular dispersion.

Upon the formation of the well ordered monolayer on Cu, the situation is changed
with a new structure appearing in both the band and momentum maps. As
evident in Fig. 6.5c, the principle molecular induced emission now oscillates in
energy from EF down to 1.2 eV in the range of k[1−10] from 1.0 to 1.9 Å−1, which is
suggestive of strong intermolecular dispersion (see Fig. 6.6b for an enlarged view).
To emphasize the E versus k relation of the LUMO along the long molecular axes
direction, the BZ boundaries and Γ points of the 5A monolayer structure deduced
from LEED are indicated in Fig. 6.5c. Note that without differentiation or other
enhancements of the raw data, the large LUMO dispersion with the periodicity of
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Figure 6.5: (a) Band map of a 5A monolayer on Ag(110) in the [001] azimuth. Panels
(b) and (c) show band maps in the [1-10] azimuth of a half and a complete monolayer
of 5A on Cu(110), respectively. Vertical lines indicate the Brillouin zone boundaries
(yellow) and the Γ points (purple) of the 5A overlayer.

the overlayer is clearly evident in the 4th and 5th zones. The high-binding-energy
side of the band is seen to be at Γ, and the low-binding-energy side is seen at
the zone boundaries. Given the LUMO orbital’s topology (Fig. 6.3h), the band
dispersion running up from Γ to the BZ boundary is qualitatively consistent with
a chain of pentacene molecules.
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6.4.4 2D Band dispersion

Having qualitatively understood the one-dimensional dispersion along the long
molecular axes, a more quantitative and, above all, an understanding of the
two-dimensional (2D) LUMO dispersion on Cu and its manifestation in the pho-
toemission experiment is desired. Toward that end, we first discuss the computed
2D LUMO dispersion of the free-standing layer, which is plotted in Fig. 6.6a with
the band energy E(k[001], k[1−10]) color-coded, with green indicating the center of
the band, and red (blue) the top (bottom) of the band, respectively, where for
reasons of clarity just one of the mirror domains is included. Note that although
our 5A/Cu(110) HSE calculation including the substrate considerably improves
the agreement with experiment over GGA results, we refrained from using it here
for the analysis of the experimentally observed band dispersion of the LUMO for
the following reason. The experimental overlayer structure is non-commensurate,
while in order to enable a DFT calculation including Cu(110), a commensurate
surface unit cell had to be imposed (similar to a previous study [210]). This
difference would result in distinctly different periodicities in the measured and
simulated momentum maps, preventing a one-to-one comparison. In contrast,
the free-standing layer simulation with the correct structure enables a one-to-one
analysis of the experimentally observed LUMO dispersion.

Inspection of Fig. 6.6a shows that the character of the dispersion, i.e., the k posi-
tions of the tops and bottoms of the band, may well be understood by knowing (i)
the respective Brillouin zone, and (ii) the nodal structure of the respective molec-
ular orbital in conjunction with the intermolecular arrangement of molecules. The
first determines the reciprocal periodicities and the second the direction of the
dispersion, i.e., whether the band would run up or down from Γ to the BZ bound-
ary. The main dispersion is along the long real-space unit-cell vector, i.e., roughly
along the long molecular axes. The calculated energy spread of 20 meV for the
free-standing layer is, however, very small and more than an order of magnitude
lower than the experimentally observed one.

In the ARUPS experiment, one does not observe the 2D dispersion of the LUMO-
derived band over the entire k-range due to matrix element effects. For isolated
molecules, the selection rules are well-described by the FT of the isolated molec-
ular orbitals. In analogy, in order to simulate the photoemission intensity dis-
tribution in a quantitative manner, we thus need to consider the wave functions
of the extended 2D molecular system and compute their Fourier transforms ac-
cording to the plane-wave final-state approximation [26]. Evaluating Eq. 6.4 for
a free-standing layer, we simulate momentum maps (sim) at the top, middle and
bottom of LUMO-derived band and compare them with the experimental maps
(exp) taken at the 0.15 eV, 0.60 eV and 1.0 eV binding energy in panels c, d and
e of Fig. 6.6, respectively. These energy positions are also indicated as horizontal
lines in the enlarged band map shown in panel (b). Note that in the simulations,
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Figure 6.6: (a) Color-coded two-dimensional dispersion E(k[001], k[1−10]) of the LUMO
for a freestanding 5A monolayer with the structure of Fig. 6.3(h). Superimposed in
white are the Brillouin zones of Cu(110) (rectangle) and the 5A monolayer (rhombus),
and in black an intensity iso-line of the calculated isolated 5A LUMO momentum
distribution. (b) Close-up of the dispersing LUMO band with red, green and blue lines
indicating the energy positions at which momentum maps are extracted for comparison
with the calculated photoemission momentum distributions in (c) top (d) middle and
e) bottom of the band. Note that in panels (c)–(e) simulated momentum maps (sim)
are compared to experimental maps (exp) as detailed in the text.
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we have taken into account that the monolayer structure consists of two mirror
domains.

The experimental and simulated momentum maps are in remarkably good agree-
ment. For the major lobe, in going from top to bottom of the band, not only is
the general shape in agreement, one also observes an increase in the extension
of the feature in k[001] and a splitting of the emission in k[1−10]. Although it is
weak, there is also agreement in the behavior of the minor lobes. For instance,
the shift in k[1−10] from 1.0 to 1.3 Å−1 is seen in both experiment and simulation.
Also, in the middle of the band the splitting of the minor lobe seen in the exper-
iment, although difficult to discern, is also observable in the calculated map. We
conclude that the photoemission intensity of the extended system is essentially
that of the isolated molecule modulated by the intermolecular dispersion. This
naturally implies that the practice of searching for dispersion in extended systems
outside the k-range expected for the isolated molecules is questionable. This is
illustrated in the calculated 2D dispersion of Fig. 6.6a by overlaying the isoline
of the computed ARUPS map of the isolated 5A LUMO.

While giving extremely good agreement in the three-momentum maps shown in
Fig. 6.6c–e, the exact E versus k relation is naturally problematic when analyzed
in terms of a free-standing layer. Indeed, as experience with other systems has
shown, the substrate may or may not (depending of the relative energy posi-
tion of molecular and substrate levels) enhance the dispersion as e.g. for PTC-
DA/Ag(110) [118] and NTCDA/Ag(110) or NTCDA/Cu(100) [129]. But in all
these cases the character of the dispersion is left unaltered and therefore the ap-
pearance of momentum maps is also unchanged when going from the free-standing
layer to the adsorbed monolayer. The magnitude of the dispersion is generally
influenced by the molecule-substrate interaction. The case of pentacene/Cu(110)
stands out because the observed dispersion is the largest one measured so far
and may thus even be termed substrate-induced since the band width of the
free-standing layer’s LUMO band is almost negligible.

Indeed, our calculation for 5A/Cu(110) using the commensurate structure does
show enhanced dispersion compared to the free-standing layer without the sub-
strate, however it is not as large as the experimental observation presumably as
a result of the underestimation of the LUMO binding energy.

6.4.5 Molecule-Metal Hybridization

For the 5A/Cu system, in addition to the structure introduced by dispersion,
there is also a distinct change in the k-position of the minor lobes in the k[001]
direction. In Fig. 6.7, simulated momentum maps of the LUMO for the gas-phase
and for the 5A/Cu(110) adsorbate system are compared to experimental maps
of the 5A LUMO on both surfaces. Upon inspection of Fig. 6.7d, one sees that
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on Cu, the minor lobes (green crosses) have maxima at ky = ±1.5 Å−1 which
is significantly lower than, both, the simulated values for the isolated molecule
(b) and the experimental value on the Ag surface (e) (±1.8 Å−1). This shift
is a consequence of the molecule-copper interaction and can be interpreted as a
≈ 20% increase of the lateral orbital size upon adsorption. It can be rationalized
by recalling the reciprocal relationships between the LUMO shape in real space
and the corresponding momentum space patterns as illustrated in Figs. 6.7a and
b. Here the maxima of the major and minor lobes are marked as red and green
crosses in the momentum map, respectively, while the corresponding real space
dimensions are indicated by scale bars of length 2π/k. We note that the width of
the LUMO orbital along the short molecular axis is reflected by the ky maximum
of the minor lobe. Thus, unlike all molecular adsorbate systems so far reported
[26, 28, 111, 117], the orbital tomography of the 5A LUMO on Cu(110) shows a
distinct modification of the orbital’s shape from the isolated molecule.

Our interpretation of the experimental data in terms of a spatial distortion of the
orbital is further supported by our DFT calculations. Starting from the orbital
energies and wave functions of the HSE calculation for 5A/Cu(110), we simulate
an ARUPS intensity map of the LUMO as shown in Fig. 6.7c. These simulations
indeed indicate a shift of the minor lobe peak (green cross) to lower k values
upon adsorption on Cu(110). We note, however, that this change is smaller than
the experimental observation. The discrepancy is likely due to a shortcoming of
the DFT results regarding the LUMO binding energy (too low) and width (too
narrow) at the HSE-DFT level, indicating an underestimation of the interaction
strength of the LUMO with the substrate. The pronounced difference between
the minor lobe peak position of 5A/Cu(110) compared to 5A/Ag(110) can thus
be seen as direct evidence of a strong molecule-metal hybridization for the former.

While hybridization is generally observed by indirect means in effects on molec-
ular emissions such as energy broadening of orbital emissions [118] or reduced
emission intensity in gaps of bulk states [212], we provide direct evidence here of
changes in orbital shape. Moreover, further signatures of hybridization can be
observed as additional Cu-sp-like features appearing with the overlayer period-
icity (Fig. 6.5). These are best seen on the negative k side where the molecular
features are weak as shown in Fig. 6.5c. These emissions are not simply the bulk
sp bands scattered by the overlayer, since mere scattering would replicate the
Cu sp band over the entire energy range. Instead one observes that they do not
extend up to EF but stop at 1.2 eV binding energy, just below the onset of the
LUMO orbital. We therefore suggest that they are due to interfacial Cu sp bands
hybridizing with the 5A LUMO such that states appearing in these bands in the
0–1 eV binding-energy range have changed their character from Cu sp to that of
the molecular LUMO.
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Figure 6.7: (a) Calculated LUMO of an isolated 5A molecule in real space, scale
bars mark characteristic dimensions as detailed in the text. Panels (b) and (c) are
simulated momentum maps for a free 5A molecule and the monolayer 5A/Cu(110),
while (d) and (e) show experimental ARUPS maps of 5A/Cu(110) and 5A/Ag(110),
respectively. The red and green crosses indicate the position of the maxima of the
LUMO’s major and minor lobe, and the horizontal green line is a guide for the eye.

6.5 Conclusion

In summary, a very strong substrate-induced dispersion of the LUMO orbital
of 5A/Cu(110) along the Cu-row direction is traced back to a significant hy-
bridization between the organic and the metallic states, while the LUMO of
5A/Ag(110) exhibits only a minor intermolecular dispersion. By making use
of the reciprocal relation between the structure of real space orbitals and fea-
tures in the momentum maps, we are able to deduce a significant geometrical
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modification of the LUMO orbital upon adsorption on Cu(110), while it remains
essentially free-molecule like on Ag(110). We believe that the main difference
between the adsorption behavior of pentacene on these two surfaces arises from
the distinct molecular orientation with respect to the close-packed metal rows.
While on Ag(110) pentacene orients perpendicular to the rows, it aligns parallel
to the metal rows on Cu(110). Because the electronic structure, e.g. the band
dispersion of the metallic sp-bands or the location of the surface state in the
surface Brillouin zone, is distinctly different along the rows [110] and perpendic-
ular to them [001], also the hybridization with adsorbed elongated species can be
expected to be different.

In conclusion, for the case of pentacene monolayers on Ag(110) and Cu(110) sur-
faces, we have demonstrated the power of the orbital-tomography method using
extensive angle-resolved photoemission data for revealing the electronic structure
of such two-dimensional organic-metal interfacial layers. By generalizing the the-
oretical description of the photoemission process from isolated molecule systems
to extended two-dimensional systems, we are able to explain the ”fine-structure”
in the experimental momentum maps and obtain a comprehensive understanding
of the band dispersion of organic-metal interfacial layers.
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Chapter 7

Experimental and theoretical
electronic structure of
quinacridone

In the previous chapters the eigenvalues of DFT calculations already have been
used and calculated projected density of states have been compared to photoe-
mission spectra, although the main focus lied in the angular distribution of the
photoemission signal. This chapter mainly focuses on the energy dependence
of the photoemission signal and its comparison to calculated eigenvalue spectra.
Therefore, the isolated molecule’s eigenvalue spectrum and that of the the bulk
structure, of the organic molecule quinacridone, is systematically studied in this
chapter with different choices for the xc functional and compared to the measured
spectra as well as to quasiparticle spectra obtained within the GW formalism.
We find an excellent agreement with experiment and quasi particle energies with
DFT calculations using optimally-tuned screened range separated hybrid func-
tionals. The work has been summarized in an article, which has been published
in Physical Review B, which is reproduced here and of which the header is shown
in Fig.7.1 1.

Author contributions

The work for this article started during my stay at the group of Leeor Kro-
nik at the Weizmann Institute of Science in Rehovot, Israel. There, Leeor and
his student Sivan Refaely-Abramson introduced me to the concept of optimally-

1Reproduced with permission from the American Physical Society. Copyright 2014 by the
American Physical Society, the article may be found online at http://link.aps.org/doi/10.
1103/PhysRevB.90.075204
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Figure 7.1: Header of the article [81], which was published in Pysical Review B,
showing the reference, title and all contributing authors with their affiliations. This
chapter is a reproduction of this article, beside some possible modifications.

tuned range-separated hybrid functionals and Sivan showed me how such cal-
culations are done in practice. I have then performed all calculations of the
isolated quinacridone molecule while i was still in Israel. The choice of the
molecule quinacridone, was motivated by the measurements of Michael Pachler,
who has performed the UPS and x-ray diffrection experiments under the super-
vision of Michael Ramsey and Roland Resel. Because these experiments were
done for thick film phases of quinacridone and Leeor and Sivan were preparing
a manuscript about optimally-tuned range-separated hybrid calculations of bulk
systems by that time [213], also the theoretical calculations have been extended
to the molecular crystal in the β-phase of quinacridone. Furthermore, I have
performed all calculations connected with the GW results and provided the bulk
phase geometry and dielectric constants for Sivan, who has done the OT-SRSH
calculations for the bulk phase. I have prepared all figures of-, and have writ-
ten, the initial draft of the manuscript and discussed and iterated, together with
Leeor, Sivan, Micheal Ramsey and Peter Puschnig, the manuscript until its final
version.

Abstract

The energy positions of frontier orbitals in organic electronic materials are often
studied experimentally by (inverse) photoemission spectroscopy and theoretically
within density functional theory. However, standard exchange-correlation func-
tionals often result in too small fundamental gaps, may lead to wrong orbital
energy ordering, and do not capture polarization-induced gap renormalization.
Here, we examine these issues and a strategy for overcoming them by studying the
gas phase and bulk electronic structure of the organic molecule quinacridone (5Q),
a promising material with many interesting properties for organic devices. Ex-
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perimentally, we perform angle-resolved photoemission spectroscopy (ARUPS) on
thin films of the crystalline β-phase of 5Q. Theoretically, we employ an optimally-
tuned range-separated hybrid functional (OT-RSH) within density functional the-
ory. For the gas phase molecule, our OT-RSH result for the ionization potential
(IP) represents a substantial improvement over the semi-local PBE and the PBE0
hybrid functional results, producing an IP in quantitative agreement with exper-
iment. For the bulk crystal, we take into account the correct screening in the
bulk, using the recently developed optimally tuned screened range-separated hy-
brid (OT-SRSH) approach, while retaining the optimally-tuned parameters for
the range-separation and the short-range Fock exchange. This leads to a band
gap narrowing due to polarization effects and results in a valence band spectrum
in excellent agreement with experimental ARUPS data, with respect to both
peak positions and heights. Finally, full-frequency G0W0 results based on a hy-
brid functional starting point are shown to agree with the OT-SRSH approach,
improving substantially on the PBE-starting point.

7.1 Introduction

Organic semiconducting devices are extensively studied as they have the advan-
tage, compared to their Si-based counterparts, of being flexible, cheap, lightweight,
and processable at low temperatures [10, 214]. Recently, the organic pigment
5,12-dihydro-quino[2,3-b]acridine-7,14-dione (quinacridone), C20H12N2O2, a deriva-
tive of pentacene, has attracted considerable interest as an active material in
organic electronics [48, 50, 215–217], e.g., due to its remarkable air-stability, high
photogeneration efficiency, electrochemical stability, and high fluorescence life-
time in solution.

Quinacridone (5Q) differs from pentacene by the presence of functional N-H and
C-O groups at phenyl rings 2 and 4 [see Fig. 7.2(a)]. On the one hand, these
polar groups cause the formation of intermolecular hydrogen bonds. These are
responsible for 5Q’s ability to form self-assembled, supramolecular structures and
allow for the remarkable air-stability of 5Q devices reported in the literature [218].
However, these functional groups also break the conjugation of the molecule and
thereby significantly change the energetic positions and spatial shapes of the
frontier orbitals. The latter are crucial for the performance of organic semicon-
ducting devices because they determine electron removal and insertion energies
and therefore the band gap and level alignment. As such, they are extensively
studied in the context of organic molecular systems and organic/inorganic inter-
faces [22, 116, 219, 220]. Such investigations strongly benefit from accurate and
computationally inexpensive theoretical models, which are often necessary for a
better interpretation of experimental results [221].

An efficient work horse for first principles calculations of the electronic structure
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is density functional theory (DFT) [222, 223], usually within the Kohn-Sham
(KS) framework [56, 224]. In this scheme the original many-electron problem
is mapped uniquely into a fictitious noninteracting electron system, yielding the
same electron density. This mapping leads to effective single-particle equations
that provide a significant conceptual and computational simplification of the orig-
inal many-electron problem. However, due to the fictitious nature of the noninter-
acting electrons, the correspondence of KS eigenvalues with ionization energies
measured in an experiment is not straightforward [225]. One exception is the
highest occupied orbital whose energy can be rigorously identified with the ion-
ization potential (IP) of the neutral system, if the exact exchange-correlation (xc)
functional is used [72, 73, 82, 226]. In general, KS results based on approximate
xc expressions, e.g., local or semi-local functionals, may suffer from pronounced
self-interaction errors (SIE) and a lack of derivative discontinuity in the xc poten-
tial, and therefore are not expected to agree with experimental findings obtained,
e.g., from photoemission spectroscopy [79]. These conceptual problems may, at
least partly, be cured by introducing the generalized Kohn-Sham (GKS) scheme
[91], and considering hybrid functionals with a fraction of exact exchange either
globally or in a range-separated manner [79]. However, band gaps, IPs, electron
affinities (EAs), and the orbital order obtained within such a hybrid functional
may still be in error when compared to experiment [76, 227].

A promising strategy to improve the agreement with experiment is the more re-
cent class of range-separated hybrid (RSH) DFT functionals [228, 229], where the
interelectron Coulomb repulsion term is separated into long-range (LR) and short-
range (SR) components. The LR term is mapped using Hartree-Fock theory,
thereby establishing the correct asymptotic potential. The SR term is mapped
using a (semi-)local KS functional or a conventional hybrid functional, main-
taining the compatibility between the exchange and correlation expressions. In
this approach, one still needs to determine the range-separation parameter [230],
as a universal value usually leads to energy levels that, although greatly im-
prove the accuracy of standard hybrids, are still not at the desired accuracy level
[76, 231]. This can be improved by using optimally tuned RSH (OT-RSH) func-
tionals [76, 232], where the range-separation parameter is tuned for each system
such that physically motivated tuning conditions are fulfilled without introduc-
ing any empirical parameters. DFT calculations using OT-RSH functionals have
been shown to provide an accurate, non-empirical description of band gaps, IPs,
and EAs for a variety of systems, among them atoms, molecules, and polymers
[93, 233–235] as well as larger gas phase organic molecules relevant for organic
semiconducting devices [94, 236]. In addition, it has been demonstrated that
the description of deeper lying occupied states of an isolated molecule can be
considerably improved within the OT-RSH approach, if an additional degree of
freedom is introduced, which allows the modification of exact exchange in the
short range [237, 238]. In particular, it was shown to well-describe the outer-

124



7.2. Experiment

valence spectra of several organic molecules that exhibit a mixture of localized
(σ) and delocalized (π) states [237], a challenging situation where the difference
in self interaction error (SIE) for different orbital types can lead to the wrong
description of orbital-ordering with standard DFT methods [80, 92, 156, 239, 240].

Beyond gas-phase molecules, band gaps of various organic molecular crystals
have also been recently successfully described with an OT screened-RSH (OT-
SRSH) functional [213]. This was achieved by including a new constraint for the
asymptotic behavior of the exchange correlation potential, thereby taking into ac-
count effects arising from polarization-induced band renormalization [241–243].
An open question, however, is whether the OT-SRSH functional is capable of
accurately predicting not only band gaps, but the entire outer valence spectrum
of molecular crystals. In particular, it is interesting to examine the OT-SRSH
accuracy when the crystal is comprised of more complex organic molecules, such
as 5Q, that are characterized by a mix of localized (σ) and delocalized (π) states
as frontier orbitals, where different SIEs are expected. It has not yet been inves-
tigated whether the OT-SRSH approach can accurately deal with self-interaction
problems and at the same time cope with polarization effects arising from the
crystalline environment. Capturing both is necessary for an overall good descrip-
tion of the electronic structure. For this purpose, 5Q turns out to be an ideal
test candidate.

In this article, we report a combined experimental and theoretical study of the
electronic structure of 5Q, which answers the above question. We performed an-
gle resolved UPS experiments taken on well-ordered films of 5Q in the β phase
[244, 245], and provide a detailed theoretical assignment of the various peak
positions, using the OT-SRSH method. To this end, we first investigated the
isolated 5Q molecule, by performing OT-RSH calculations. This yielded an IP
in excellent agreement with literature data from gas phase ultraviolet photoe-
mission spectroscopy (UPS). We then calculated the electronic structure of the
bulk β phase, taking into account the correct asymptotic behavior in the OT-
SRSH approach by computing the dielectric constant of the bulk crystal within
the random phase approximation. To gain a better understanding of our results,
we also performed many-body perturbation theory calculations, within the G0W0

approximation [51, 53] using various DFT starting points. We obtained excellent
agreement with experimental results for both the OT-SRSH and G0W0 calcu-
lations, the latter based on a DFT starting point obtained from a conventional
hybrid functional.

7.2 Experiment

5Q films were grown in situ in ultrahigh vacuum (UHV) at room temperature on
an atomically clean and ordered Cu(110) substrate. The Cu surface was prepared
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by repeated cycles of Ar+ -ion bombardment and annealing at 800 K. A 260 Å
thick 5Q film was deposited in situ from a thoroughly degassed evaporator, such
that the pressure in the system remained at the 10−10 mbar range during film
growth. The nominal growth rate was 2 Å min−1, as monitored by a quartz
microbalance assuming a density of 1.47 g cm−3.

The electronic structure has been characterized in situ with UPS. Angle-resolved
photoemission (ARUPS) experiments were performed using a VG ADES 400
spectrometer described elsewhere [246]. The ADES system was equipped with a
noble gas discharge lamp (unpolarized helium I radiation, hν = 21.2 eV) and a
movable electron energy analyzer, allowing angle resolved ultraviolet photoelec-
tron spectroscopy in the specular plane, with an angular resolution of 1◦ and a
total energy resolution of 150 meV at room temperature. A photon incidence
angle of α = 60◦ was used. After the ARUPS measurements, the sample was
removed from vacuum for geometrical structure investigations, ex situ, using x-
ray diffraction (XRD) with both Θ/2Θ scans and pole figure analysis (Philips
X’PERT four circle texture goniometer) [247].

The XRD data revealed the β phase 5Q polymorph [244, 245], oriented with its
(112) plane [blue line in Fig. 7.2(b)] parallel to the substrate, with four equivalent
domains. As illustrated in Fig. 7.2, in any one domain of β-5Q the axes of the
molecules are almost parallel to the substrate surface (≈ 7◦). Due to the two
molecules in the unit cell having their aromatic planes at ≈ 70◦ to each other, and
the multiplicity of domains, only small angular variations were observed in the
angle-resolved UPS. Orbital tomography predictions of the angular distribution
[22] suggested that both π and σ orbital emissions contribute to the spectra.
Thus the experimental spectra may be safely related to the calculated density of
states.

7.3 Theory

The electronic structure of both the isolated 5Q molecule and its β-crystal struc-
ture has been calculated using two different types of electronic structure ap-
proaches. The first type is within the framework of DFT, where the exchange-
correlation potential is approximated in several different ways: using the gener-
alized gradient approximation (GGA), as parametrized by Perdew, Burke and
Ernzerhof (PBE) [66], the global hybrid PBE0 [85], the short-range hybrid of
Heyd, Scuseria and Ernzerhof (HSE) [88], and finally the optimally-tuned range-
separated hybrid (OT-RSH) functional for isolated molecule calculations [94] and
the recently proposed optimally-tuned screened range separated hybrid (OT-
SRSH) [213] functional for the molecular solid. The second type of calculation
is based on many-body perturbation theory, within the GW approximation [51],
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Figure 7.2: (a) Schematic view of the 5Q molecule. (b) Alignment of the 5Q molecules
in the β-crystalline structure, with the (112) plane indicated as a blue line.

calculated as perturbative ”one-shot” G0W0 [53] corrections to DFT-based eigen-
value spectra, from either PBE or HSE calculations. While the G0W0 approach
has been often applied to molecules and molecular solids and is well represented
in the literature (see, e.g., Refs. [101, 242, 243, 248–255]), OT-SRSH based cal-
culations are rather new and therefore we provide a concise overview of the basic
ideas of that approach. For overviews from different perspectives, the reader is
referred to Refs. [76, 231, 254, 256, 257] and specifically for studies of organic
molecular crystals to Ref. [213].

7.3.1 Optimally-tuned range-separated hybrids

The starting point of the range-separated hybrid (RSH) concept, which is couched
within the GKS formalism [76, 91], consists of a partition of the Coulomb inter-
action as [258–260]

1

r
=
α + β erf(γr)

r
+

1− [α + β erf(γr)]

r
(7.1)

Here r is the inter-electron coordinate, erf is the error function and α, β, and γ
are parameters, which in principle may be freely chosen or determined empiri-
cally [258]. The two parts of the split Coulomb operator are treated differently
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when computing the exchange interaction. While the first term is treated within
Hartree-Fock (HF) theory, the second one is treated within a standard semi-local
(sl) approximation [229]. The parameter γ is the so-called range-separation pa-
rameter. It controls which of the two terms dominates at a given range. It has
been repeatedly shown that one uniform value for γ is not sufficient in every case,
and that in fact γ can be strongly system- and size dependent [76, 93, 94, 235, 261].
Therefore, we prefer to determine it separately for each system by fulfilling a
non-empirical condition. This is the point where the optimal-tuning comes into
play: γ is chosen such that the difference between the energy of the HOMO level
and the IP is minimized, i.e., we make use of the ionization-potential theorem
[72, 73, 82, 226]. Practically, this is achieved by minimizing the following target
function:[93]

J2(γ;α) =
∑

i

[ǫγ,αH(N+i) + IP γ,α(N + i)]2. (7.2)

Here the ǫγ,αH(N+i) are the HOMOs of the (N + i) electron molecular systems

and i is an integer number. The IPγ,α(N + i) are the corresponding ionization
potentials, which are calculated from the total energy difference between the N+i
electron and the N + i− 1 electron system. For the moment, α remains as a free
parameter and the tuning is performed for each choice of α separately, yielding
different optimal γ values that minimize J2(γ;α). Including i = 0 in the sum of
Eq. (7.2) equalizes the HOMO of the neutral system with the IP, while for i = 1
the IP of the anionic system, i.e., the electron affinity of the neutral system is
considered, such that its difference from the HOMO eigenvalue of the anion is
minimized [76]. By extension of the sum to negative values of i, states beneath
the HOMO are also accounted for. This has been shown to assist in obtaining
optimal tuning if the corresponding orbitals are strongly localized [237].

The remaining parameters α and β, appearing in Eq. (7.1), control the behavior
of the Fock term at its limits. It tends to α

r
when r → 0 and to α+β

r
when

r → ∞. The asymptotic behavior of the xc functional for r → ∞ has been
shown to be crucial for obtaining accurate gaps between the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO)
and introduces a second constraint on the parameters. For an isolated molecule,
the correct 1

r
asymptotic behavior is thus achieved by enforcing α+ β = 1 [262].

As a consequence, the semi-local contribution in the long range is set to zero and
α now controls the amount of nonlocal Fock exchange in the short range. This
can be seen in the expression for the exchange-correlation energy of the RSH
functional, obtained with this constraint [237]

Exc = (1− α)ESR
sl,x + αESR

HF,x + ELR
HF,x + Esl,c, (7.3)

where sl, x and sl, c denote semi-local exchange and correlation, respectively, and
HF, x denotes non-local Fock exchange. When moving from an isolated molecule
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to an organic crystal, the asymptotic behavior of the xc potential must take into
account dielectric screening effects in the bulk. Thus for r → ∞, the correct limit
should be 1

εr
, where ε is the scalar dielectric constant. This can be achieved by

choosing α and β such that the condition α+ β = 1
ε
is fulfilled. Note that a gas

phase calculation may be seen as a special case of this constraint with ε being
equal to one. For the case ε 6= 1, the expression for the exchange-correlation
energy becomes

Exc = (1 − α)ESR
sl,x + αESR

HF,x + (1 − 1

ε
)ELR

sl,x +
1

ε
ELR

HF,x + Esl,c. (7.4)

Comparing Eqs. (7.3) and (7.4), clearly the new condition affects only the LR part
of the exchange correlation term, i.e., the LR parts get screened appropriately as
β changes from 1−α to 1

ε
−α. With the constraints introduced so far, there is still

no unique choice of α. Different methods based on first principles considerations
have been suggested to overcome this deficiency. One of the methods is based
on a further property of the exact KS potential, namely the piecewise linearity
of the total energy with respect to the (fractional) particle number. For example
in Refs. [259] and [237], α was chosen such that the curvature, and therefore
the deviation from linearity, of the total energy versus particle number curve is
minimized. According to Stein et al. [263], it may be possible to obtain the
optimal α directly from minimization of the target function J2(γ;α), because
deviations from piecewise linearity and from the IP theorem are two sides of the
same coin. For cases where this fails to indicate a unique optimal value of α, a
more pragmatic approach which uses the good agreement of shifted PBE0 results
with experiment has been suggested [238]. In that approach, α is determined so
that the energy difference between the highest occupied delocalized state and the
highest occupied localized state best correspond to a reference PBE0 calculation.

7.3.2 Computational details

All geometry optimizations have been performed using the PBE functional. In or-
der to circumvent issues concerning van-der-Waals interactions, which are poorly
described in standard GGA and hybrid functionals [45, 152, 264, 265], we em-
ployed the empirical correction scheme of Grimme [153] during the geometry
optimization of the bulk structure. Note that we have taken lattice parameters
from experiment [244, 245] and only optimized the internal degrees of freedom.
The electronic structure of the isolated quinacridone molecule was obtained us-
ing QCHEM version 4.0 [266] with the cc-PVTZ basis set [267]. DFT solid-
state calculations of the crystal β-phase were performed using the PARATEC
plane wave package [268], modified to include the new SRSH functional [213].
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Within PARATEC, GGA-based Troullier-Martins norm-conserving pseudopoten-
tials [122] were employed 2 to represent the core electrons and nuclei. We used
an energy cutoff of ≈ 800 eV, and a Monkhorst-Pack grid of 3 × 3 × 2k points
[149].

Perturbative G0W0 results, including the DFT results that serve as their starting
point, were obtained using the VASP package [146, 147, 269], with both the
PBE [66] and the HSE [88] functionals. The projector augmented wave (PAW)
[148] approach was employed for treatment of the core electrons, allowing for
a relatively low kinetic energy cut-off of about 400 eV. The same 3 × 3 × 2 k
Monkhorst-Pack grid employed above was used.

G0W0 calculations were performed with full-frequency integration, using 48 fre-
quency grid points and approximately 4000 unoccupied states to obtain the di-
electric function and the self-energy. The scalar dielectric constant was deter-
mined as 1

3
of the trace of the dielectric tensor obtained within the random phase

approximation, including local field effects [270].

7.4 Results and Discussion

7.4.1 Gas phase of quinacridone

In this section, we present theoretical results for an isolated 5Q molecule, in order
to characterize its electronic structure and frontier orbitals. Importantly, these
calculations are crucial for obtaining the optimal α and γ parameters, used in
subsequent bulk calculations. The optimal-tuning process, following Eq. (7.2),
has been determined using both i = 0, 1 and i = −1, 0, 1. Both calculations
yielded similar results for the optimized values of γ, which deviated from each
other by no more than 0.004 bohr−1. All results given here are the results of the
i = 0, 1 tuning.

Figure 7.3(a) shows the eigenvalue spectra of an isolated 5Q molecule calculated
with various xc functionals: PBE, PBE0, and OT-RSH results with different
values for the parameter α. For each value of α and the corresponding β =
1 − α, the range-separation parameter γ has been optimized separately. The
PBE calculation results in a HOMO (red) value of 5.0 eV and a HOMO-LUMO
(blue) gap of only 1.8 eV. The former is too low, by more than 2 eV, compared
to the gas phase UPS IP value of 7.23 eV (shown as a red dotted line in Fig. 7.3)
[271]. In the PBE0 calculation, in which 25% of non-local Fock exchange is
included, the HOMO level is 5.8 eV, still showing a large underestimation of the
experimental reference, and the band gap increases to 3.3 eV.

2FHI-type pseudopotentials were adapted from the ABINIT website, http://www.abinit.
org/downloads/psp-links/psp-links/gga_fhi, with core radii (in a.u.) of 1.276 for H, 1.498
for C, 1.399 for O, and 1.416 for N
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Figure 7.3: (a) DFT eigenvalue spectra of an isolated 5Q molecule, calculated with
PBE, PBE0, and OT-RSH for for various values of the SR Fock-exchange parameter
α. For each choice of α, the optimal range-separation parameter γ (in bohr−1) is
also denoted. The same color represents the same orbital in the different calculations.
The red-dotted line denotes the experimental gas-phase UPS result for the IP.[271] (b)
Images of the orbitals in the same color code, with the ordering resulting from the
OT-RSH calculations with α = 0.25. (c) Deviation from optimal tuning, J2(γ;α) as a
function of α, using the optimal value for γ in each case.

Next we consider the 5Q HOMO and LUMO values obtained with the OT-RSH
approach. We have varied α from 0.0 to 0.5 in steps of 0.1 and optimized γ for
each α value. We observe that the HOMO value is improved to ∼ 7.15 eV, which
slightly increases for increasing α (within ± 0.05 eV), in excellent agreement
with the experimental value of 7.23 [271]. The HOMO-LUMO gap is increased
to approximately 6.1 eV, and is only slightly (± 0.05 eV) affected by the choice
of the parameter α.

Turning to the outer-valence spectra, PBE yields an orbital ordering of the lower-
lying occupied states that is different from that of all other calculations. In
particular, the states shown as orange and yellow lines in Fig. 7.3, i.e., the HOMO-
1 and HOMO-2 of the PBE calculation, are located at higher energies relative
to all other orbitals. The PBE0 results show a change in the eigenvalue spectra,
along with energy-level ”stretching”. In our OT-RSH results, the orbital ordering
is parameter dependent: All orbitals with π symmetry (which clearly exhibit a
similar degree of delocalization) show only little sensitivity to α. In contrast, the
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σ orbitals (HOMO-1 and HOMO-2 of the PBE calculation) are strongly affected
and are shifted downwards by more than 1 eV when α changes from 0.0 to 0.5.
This is not surprising: Similar observations were made by Refaely-Abramson et
al. [237] and confirmed in additional studies [238, 272, 273].

In order to provide an explanation for the origin of this behavior, orbital plots of
the five highest-occupied orbitals, as well as the LUMO, are shown in Fig. 7.3(b).
Note that the color code for the isosurfaces is the same one used in the level
diagrams of Fig. 7.3(a). Comparing the shape of all orbitals in the probed energy
range, one recognizes the σ symmetry and the higher degree of localization of
the two orbitals mentioned above. Building on experience with other organic
molecules [80, 92, 143, 156, 237, 239, 274–276], the reason for the different or-
bital energies and ordering between PBE and hybrid calculations is assigned to
their different self interaction error (SIE). It should also be noted that these two
σ orbitals are the main difference between 5Q and pentacene, which has no σ
orbitals in the energy range of 5 eV below the HOMO [80, 92, 277]. It has been
previously shown[156] that all outer-valence frontier orbitals of pentacene exhibit
similar SIE, and therefore orbital ordering in pentacene is less sensitive to the
choice of the xc functional.

Finally, we also observe that the optimized γ parameter decreases with increasing
amount of short-range Fock exchange. This can be rationalized by the range 1

γ

at which full Fock exchange sets in, which can be extended to larger distances if
the amount of Fock exchange at SR, governed by α, is increased [237, 238, 272].
Figure 7.3(c) shows the minimal J2, obtained for the optimized γ value for each
α, as a function of α. The curve shows a distinct minimum of J2(γ;α) for α values
between 0.2 and 0.3 (note the scale bar). It was shown [238, 263] that there is
a rigorous quantitative equality between deviations from piecewise linearity and
deviations from the IP theorem, represented by J2. We therefore chose the α value
of 0.25, that minimizes J2, to study the electronic structure of the bulk. This
optimal value remains unchanged when including i = −1, 0, 1 in the γ tuning, or
when comparing the energy difference between localized and delocalized states
with PBE0 [238], as discussed above.

7.4.2 Solid β-phase of quinacridone

We now turn our attention to 5Q in the solid β-phase. According to Eq. (7.4), the
scalar dielectric constant ε governs the asymptotic behavior of the xc potential.
For organic molecular crystals, the short-range interactions are mainly governed
by the molecule properties. We therefore take α = 0.25 and the optimized γ =
0.15bohr−1, as obtained from the above-discussed OT-RSH calculation for the
isolated molecule. We take ε to be 3.5, a value obtained from RPA calculations
based on PBE eigenvalues, because it is already available as a by-product of our
G0W0 results. Note, however, that it could easily be taken from computationally
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inexpensive approaches [278–282], and that this, in fact, is the recommended
procedure if a comparison with GW is not performed.

Figure 7.4: Band gaps of the 5Q β-crystalline structure obtained from different calcu-
lations. The peak maxima of the HOMO and LUMO derived bands in the correspond-
ing density of states curves are shown as horizontal lines. In each case, the middle of
the band gap is aligned with that of the computed gas-phase HOMO-LUMO gap.

The results of the various DFT and GW calculations for the band-gap are summa-
rized in Fig. 7.4. Note that due to the crystal structure exhibiting two molecules
per unit cell, each molecular state splits into two bands in the crystal. In Fig. 7.4
we have defined the band gap as the peak-to-peak energy difference derived from
the computed density of states. Also note that in the bulk calculation the ab-
solute energy position of the highest-occupied and lowest-unoccupied levels are
ill-defined, due to the lack of a reference vacuum energy. Therefore, we have
aligned the center of the band gaps with those of the corresponding gas phase
calculations. It must also be noted that, strictly speaking, a comparison of the
computed ”bulk” IPs and EAs with experimental values determined from thin
films is problematic due to surface effects not being accounted for in the calcula-
tion [243, 283].

When comparing the values for the fundamental gaps we find that, as expected,
the PBE gap of about 1.6 eV is much smaller than those obtained with all other
approaches. More importantly, it is also approximately unchanged compared
to the isolated molecule, because no effects arising from the polarization of the
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environment are accounted for with the PBE xc functional [213, 242]. When
computing G0W0 corrections to the PBE eigenvalues (GW@PBE), the gap in-
creases to 3 eV. Note that polarization effects are inherently taken into account
in these results as they are contained in the self-energy expression, leading to
a considerably smaller gap than for the isolated molecule [242]. With our OT-
SRSH calculation, we obtained a band gap of 3.1 eV, which is essentially the
same as for GW@PBE. Thus the bulk band gap is roughly halved, compared to
the corresponding calculation of the HOMO-LUMO gap in the isolated molecule.

While for the isolated molecule the choice of α barely influences the band gap, for
the bulk we observe a slightly different behavior. When reducing α from 0.25 to
0.0 with the optimally-tuned value of γ for each α, but keeping ε = 3.5 unchanged,
we observe a 0.3 eV reduction of the band gap. This finding can be explained
by considering Eq. (7.4). When reducing α, the optimized γ increases. In other
words, when decreasing the amount of SR Fock exchange, the amount of LR Fock
exchange increases to maintain the amount of overall non-local exchange. As a
consequence, the spatial LR region in which the effective dielectric screening acts
extends, thereby enhancing polarization effects and leading to a smaller band
gap.

Now we compare the PBE results with those based on a HSE calculation. HSE
yields a band gap of 2.3 eV, which lies between the pure PBE and the correspond-
ing OT-SRSH result. In order to provide an explanation, recall the properties
of the HSE functional. As already mentioned, it is a SR hybrid functional us-
ing non-local exchange only in the SR and pure semi-local exchange in the LR.
The amount of Fock exchange is given by α = 0.25 and a universal γ value of
0.11 bohr−1 is used. Thus, the result is improved over PBE as some non-local
exchange is introduced. However, because the xc potential decays exponentially,
i.e., ε = ∞ in Eq. (7.4), the asymptotic behavior is incorrect and a smaller band
gap than in the OT-SRSH calculation is obtained [213, 284]. Compared to PBE,
the increased HSE band gap results in the fact that a subsequent RPA calculation
yields a decreased scalar dielectric constant of ε = 2.8. When using this value in
the OT-SRSH calculation, we obtain a band gap of 3.3 eV, which is larger com-
pared to the OT-SRSH band gap achieved using the PBE-based RPA ε due to the
reduced screening with the smaller HSE-based ε. Again the band gap compares
well with a G0W0 computation with an HSE starting point (GW@HSE), which
yields a band gap of 3.5 eV. The SRSH gaps are then indeed consistent with the
GW calculation, given a similar scalar dielectric constant.

Next, we investigate the valence band electronic density of states of the crys-
tal, calculated at various levels of DFT and G0W0, in more detail. These are
compared with experimental ARUPS results. The results are summarized in
Fig. 7.5. Note that both experimental and calculated spectra have the energy
axis shifted such that the highest occupied peak maximum has been aligned to
zero. A Gaussian broadening of 0.2 eV was used in all computed spectra.
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Figure 7.5: Comparison of experimental and theoretical photoemission spectra for
the β-phase crystalline structure of 5Q. (a) Experimental UPS data in normal- and
50◦ emission (black solid and dashed lines, respectively). (b) Computed results of PBE
and GW@PBE (blue dashed and solid lines,respectively). (c) Computed results of OT-
SRSH approach with α = 0.0 and α = 0.2 (red dashed and solid lines, respectively). (d)
Computed results of HSE and GW@HSE (orange dashed and solid line, respectively).
For all spectra shown the energy axis has been aligned with the maximum of the highest
occupied peak, which has been set to zero. A Gaussian broadening of 0.2 eV was used
in all computed spectra.

135



Chapter 7. Experimental and theoretical electronic structure of quinacridone

In the experimental spectra, there are four peaks in the shown energy range,
which are highlighted by vertical dashed black lines. The first peak coincides
with 0 eV, by virtue of the alignment procedure. The other peaks are located at
−1.1, −2.0 and −3.4 eV. For further interpretation of the experimental findings
and for gaining more insight into the origin of individual peaks, we compare the
peak positions and spectral shape of the experimental data to the theoretical
results. In Fig. 7.5(b), we display the PBE result (blue, dashed line) and the
corresponding GW@PBE calculation (blue, solid line). At first sight, agreement
between the PBE result and experiment appears reasonable because the peak po-
sitions seemingly agree quite well. However, when taking into account the peak
shape as well, this agreement turns out to be coincidental. As in the case of the
isolated molecule, PBE provides the wrong orbital energies and ordering, partic-
ularly for the localized states of σ symmetry. The GW@PBE results certainly
improve the band gap, as shown in Fig. 7.4, and also somewhat stretch the va-
lence band spectrum. However, judging by the comparison with the experimental
data, the GW@PBE result does not seem to accurately describe the investigated
system. The main deviation of the GW@PBE curve is its peak at −1.4 eV, which
does not show up in the experimental data at all.

In order to clarify this deficiency of the GW@PBE result, we compute the valence
band DOS resulting from the OT-SRSH approach using α = 0.25, shown as a red
solid line in Fig. 7.5(c). From the previous findings for the isolated 5Q molecule,
as well as similar molecules [237], we know that the amount of SR Fock exchange
mainly affects states with a distinct degree of localization. Such behavior is also
expected for the bulk. Therefore, Fig. 7.5(c) shows in addition the DOS obtained
from an OT-SRSH calculation with α = 0.0 as a red dash-dotted line. Indeed
the two mentioned spectra in Fig. 7.5(c) are dramatically different, although only
little influence of α on the size of the band gap was observed for the molecule
(Fig. 7.3) and the molecular crystal, as discussed above. Interestingly, the α = 0
curve resembles the GW@PBE result, including a peak at about −1.4 eV, while
the α = 0.25 spectrum has no peak at that energy, and the corresponding states
are shifted to lower energies. This enhances the peak at −2 eV and leads to a
rather impressive agreement with the experimental data. Thus, the origin of the
incorrect peak at −1.4 eV in the GW@PBE and the OT-SRSH with α = 0 is
related to a remaining SIE of the strongly localized σ states (depicted in yellow
and orange in Fig. 7.3), resulting in calculated energy levels that are too high
for these states and changing the overall spectral shape. This is confirmed by
plots of the orbital density associated with these states. In Fig. 7.6, a density
plot of the HOMO-3 orbital of the isolated molecule obtained from OT-RSH with
α = 0.25, as well as the partial charge-density of the corresponding orbital in the
solid-state, is shown.3 The extended bulk-state can be clearly associated with

3Note that in the solid state the orbital ordering of states close in energy is dependent on a
particular k-point, due to the band dispersion.
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the respective orbital of the isolated molecule and the same is true for all other
outer valence states (not shown for brevity).

Figure 7.6: (a) Density plot of the HOMO-3 orbital obtained from the OT-RSH
calculation of the isolated molecule. (b) Partial charge density decomposed on the
band derived from the orbital shown in (a).

Finally, we compare these results with those based on a HSE calculation. The
spectra of the HSE and the corresponding GW@HSE calculation are shown in
Fig. 7.5(d) as orange dashed and solid lines, respectively. Moreover, the OT-
SRSH spectra with α = 0.25 and using ε = 2.8 from the HSE-based RPA calcu-
lation is displayed in Fig. 7.5(c) as a red dashed line. Clearly the two OT-SRSH
calculations with α = 0.25 coincide, up to a very small deviation. This ob-
servation shows that the screening introduced in Eq. (7.4) affects all occupied
states similarly and shifts the whole spectrum rigidly, thereby changing the com-
puted band gap appropriately. Namely, while the ε value greatly affects the gap
renormalization (as it is the measure of electrostatic polarization), the shifted
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occupied spectra is almost entirely dependent on the values of α and γ, and is
practically the same for the two examined values of ε. The line shape of the
outer-valence band spectrum of the HSE calculation is in good agreement with
experiment and OT-SRSH calculations (α = 0.25). The G0W0 calculation with
the HSE starting point shift the HSE spectrum rigidly and we find an almost
perfect agreement with the experiment. Furthermore, it becomes obvious that
the full-frequency GW@PBE calculation suffers from the inappropriate starting
point, as already reported in a number of studies of the organic and metal-organic
molecule [101, 285, 286].

Having found the theoretical methods which yield an accurate description of the
electronic structure of the organic molecular crystal, we are able to assign spe-
cific molecular states to the experimentally observed peaks [a band-decomposed
charge-density plot of one of these states was given in Fig. 7.6(b)]. In Fig. 7.7
we follow such plots to assign molecular orbitals to the appropriate peak in the
OT-SRSH functional calculation with α = 0.25. This optimal fraction of SR
Fock exchange allows a simultaneous prediction of both σ-type localized orbitals
(yellow and orange in Fig. 7.7) and π-type delocalized orbitals (other orbitals in
Fig. 7.7), as discussed above. By that, it allows the assignment of theoretical
orbitals to peaks of the experimental UPS data, as shown in Fig. 7.7.

7.5 Conclusion

In conclusion, we have studied the electronic structure of the organic molecule
quinacridone in the gas phase and in the crystalline β-phase. For the gas phase,
we find that the semilocal PBE and the hybrid PBE0 functional both underesti-
mate the ionization potential and the fundamental band gap. When employing
an optimally-tuned range separated hybrid functional, we obtain an excellent
agreement with the experimental UPS value for the ionization potential and a
larger fundamental gap, which is insensitive to the fraction α of short-range Fock
exchange. The latter parameter, on the other hand, is shown to be crucial for
attaining the correct relative orbital ordering of delocalized versus localized or-
bitals.

For the crystalline bulk β-phase of quinacridone, we have conducted angle-resolved
photoemission experiments, which were used to benchmark our calculations. We
demonstrate that by using the optimally-tuned value for the fraction of short-
range exchange (α = 0.25), the correct orbital ordering was obtained within
the occupied manifold of the states. We further showed that in order to take
into account the level renormalization due to electronic polarization in the crys-
talline phase, the appropriate asymptotic behavior of the exchange-correlation
functional is essential. This has been achieved by employing the optimally-tuned
screened range-separated hybrid (OT-SRSH) approach, in which the screening is
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7.5. Conclusion

Figure 7.7: Measured (normal and 50◦) photoemission spectra for the β-crystalline
structure of 5Q, including density plots of the contributing molecular states, as well as
the energy ordering shown as vertical lines, obtained using the OT-SRSH functional
with α = 0.25, γ = 0.15bohr−1 and ε = 2.8.

accounted for by an effective dielectric constant, ε, which we computed from the
macroscopic dielectric tensor obtained within the random phase approximation.
Thus, the description of the unoccupied manifold of the states, in particular the
fundamental gap, is also greatly improved, showing a band gap renormalization
from the gas phase to the bulk based on physical grounds. For comparison,
we computed the G0W0 corrected electronic structure of the bulk using both
PBE-GGA and the short-range hybrid functional HSE. These results emphasize
the importance of the starting point in this perturbative approach, where the
G0W0@HSE essentially agree with the OT-SRSH approach.

In summary, our work shows that the reliability of the optimal-tuning approach
for molecular systems can be extended to the valence spectrum of molecular solid
systems and that results at a level of accuracy comparable with GW calculations
can be achieved. We emphasize that, based on physically motivated choices for

139



Chapter 7. Experimental and theoretical electronic structure of quinacridone

the parameters, the OT-SRSH approach allows for an accurate description of the
band gap and at the same time of the relative orbital energies of the outer valence
spectrum without any empiricism. Therefore, it may serve as a computationally
inexpensive and reliable tool.
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Chapter 8

Conclusions

Here, we summarize the main results of the many aspects of this work, draw
some general conclusions and discuss some questions that have arisen. We have
successfully applied the orbital tomography approach in different situations and
thereby pushed it to its limits within the plane wave final state approximation.

Prior to this work one of the open questions was whether it is possible to ob-
tain from ARPES data images of orbitals of molecules that have the size of
pentacene or PTCDA, in two dimensions. Indeed, we were successful doing so,
which is a major achievement of this work and the topic of Chapter 3. With
the only assumption of a confinement of the wave function to a region, which is
defined by the size of the molecule, we have successfully adapted a phase recovery
procedure, originally developed for x-ray diffraction results of laterally confined
objects, to two dimensional ARPES momentum maps. With this procedure the
experimentally lost phase information of five individual molecular orbitals has
been recovered and two dimensional orbital images obtained with this informa-
tion are in excellent agreement with the corresponding one electron orbitals of
DFT. Open questions on this topic, for instance, concern the applicability of the
phase recovery procedure to orbitals with a lower symmetry than pentacene and
PTCDA. A possible candidate would for instance be quinacridone. Furthermore,
the phase information obtained with the method presented could be combined
with a series of ARPES experiments at varying photon energies in order to mea-
sure the full three dimensional orbital. With such energy dependent experiments
also the phase recovery of the full three dimensional orbital, which uses the three
dimensional measured photoemission intensity as an input, seems possible.

In Chapter 4 we have successfully applied the orbital tomography method to de-
termine the azimuthal orientation of CuPc on a Au(110) surface. We have used
emission maps which have been clearly associated to the molecule’s HOMO. The
so obtained structure has been validated by DFT calculations employing van-der-
Waals corrections. In addition, the electronic structure of the full interface has
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been calculated using a hybrid functional, which significantly improved the orbital
energies of the Cu-localized σ states over those, obtained with a GGA functional.
These findings show the potential of the OT approach as a complementary tool
for characterizing the structural and electronic properties of organic/metallic in-
terfaces.

Chapter 5 dealt with the heteromolecular interface of PTCDA and CuPc on
Ag(111). Several experimental techniques together with extensive DFT calcula-
tions revealed a rather unexpected behavior of the two molecules on this surface.
Compared to the homomolecular phase, the LUMO of CuPc is emptied in the
mixed phase while the molecule moves closer to the surface, while PTCDA shows
the opposite behavior. With a detailed and careful analysis of the charge re-
arrangements upon co-adsorption we could shed some light into the complex
interplay of bonding height and energy level alignment. Such a study is not only
interesting from a fundamental point of view, such hetereomolecular interfaces
also may have the potential of tuning the electronic or optical properties of the
interface using a mixture of different molecules.

Another major intention of this work was the expansion of the theoretical part
of orbital tomography to extended systems. We have implemented such an ex-
tension an applied it in Chapter 6. There, it has been used to explain details
in the momentum maps of pentacene on Cu(110), which could be addressed to
intermolecular dispersion. Furthermore, with this generalization of the theo-
retical approach, emission contributions from the substrate could be taken into
account. Thereby, our results suggest, that the extended systems has to be taken
into account in the theoretical evaluation, if one aims to understand details in
the angle-dependent photoemission intensity patterns and to go beyond a simple
association of peaks to individual orbitals or the molecule’s azimuthal alignment.

Finally, in Chapter 7 we have obtained orbital energies of a molecular crystal
within DFT, that are in excellent agreement with experimentally observed en-
ergy distribution curves. This exciting finding has been achieved with a rather
new type of exchange-correlation functional which uses physically motivated,
optimally-tuned parameters in a screened range-separated hybrid functional. Not
only, as already has been demonstrated, the band gap of the systems are in ex-
cellent agreement with quasiparticle energies obtained using the GW formalism,
also the orbital energies- and ordering of a mixture of localized an delocalized
states are described correctly, in agreement with experiment. As an additional
result we could provide a reliable electronic structure of the organic molecule
quinacridone in its isolated form and in its β-crystal structure.

Altogether, this work has proven the usefulness of the orbital tomography method
in many different aspects and shed some light into the physics of the organ-
ic/metallic interface. Some of the initial questions could be answered but also
new questions, like the limits of the phase recovery procedure, turned up. We
have contributed to the interesting field of wave function imaging and for the
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first time, experimentally determined images of orbitals, including the phase,
of molecules that are relevant for organic devices, could be obtained. In future,
with the help of time resolved, high quality ARPES measurements it may become
possible to monitor the orbital during a chemical reaction. Even without such
speculative experiments, orbital tomography has been shown to be an useful tool
and may for instance be simply applied to study further metal/organic interfaces,
and thereby approach the limits of the method in terms of size, constituents or
internal geometry of the studied molecules. Here, the expansion to extended sys-
tems may become essential and a combination of this method with more accurate
functionals like the optimally-tuned screened range-separated hybrid functional
is a possible strategy for future studies.
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Molekülorbitaltomographie an Phthalocyanin-Schichten. Master’s thesis,
Julius-Maximilians-Universität Würzburg, 2011.

[125] E Umbach, M Sokolowski, and R Fink. Substrate-interaction, long-range
order, and epitaxy of large organic adsorbates. Appl. Phys., 63:565–576,
1996.

[126] F. S. Tautz. Structure and bonding of large aromatic molecules on noble
metal surfaces: The example of PTCDA. Prog. Surf. Sci., 82:479–520, 2007.

[127] Norbert Koch. Organic electronic devices and their functional interfaces.
Chem. Phys. Chem., 8:1438, 2007.

[128] Ming-Hui Shang, Mayumi Nagaosa, Shin-ichi Nagamatsu, Shunsuke
Hosoumi, Satoshi Kera, Takashi Fujikawa, and Nobuo Ueno. Photoemis-
sion from valence bands of transition metal-phthalocyanines. J. Electron.
Spectrosc. Relat. Phenom., 184:261–264, 2011.

[129] M. Wießner, J. Kübert, V. Feyer, P. Puschnig, A. Schöll, and F. Rein-
ert. Lateral band formation and hybridization in molecular monolayers:
NTCDA on Ag(110) and Cu(100). Phys. Rev. B, 88:075437, 2013.

160



BIBLIOGRAPHY
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