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Abstract

A surface plasmon is a coherent electron oscillation which can be excited at the surface of
a metallic nanoparticle, either optically or by an electron beam located in close proximity
to the particle. By placing two nanoparticles a few nanometers apart from each other, the
surface plasmon modes of the individual particles hybridize and the modes of the coupled
nanoparticles strongly di�er from those of the individual particles.
This thesis deals with investigations on sub-nanometer gaps of metallic dimers where

quantum e�ects such as electron tunneling enable a new type of plasmon resonance, a tun-
neling electron transfer plasmon. We are especially interested in coupled silver nanocubes
and on their tunneling electron transfer plasmons. Further, by inserting a self-assembled-
molecule-monolayer in the gap region, we compare our results with experimental results
from literature. This led to further investigations of the morphology of the gap interface
where a continuous geometric transformation from nanospheres to nanocubes shows that
the tunneling electron transfer plasmon shifts from low resonance-energies in the case of
nanospheres to higher resonance-energies in the case of nanocubes.
An ab-initio transport theory method is applied to calculate the transmission function

as well as the electric conductivity of the gap of the dimer. Additionally a method com-
bining linear response and time dependent current-density functional theory is used for
one-dimensional simulations concerning coupled nanoparticles.





Kurzzusammenfassung

Ein Ober�ächen-Plasmon ist eine kohärente Elektronenoszillation, die entweder optisch
oder durch einen Elektronenstrahl an der Ober�äche eines metallischen Nanoteilchens an-
geregt werden kann. Bei einem System aus zwei Nanoteilchen, welche nur wenige Nanome-
ter voneinander entfernt sind, vermischen sich die Plasmon-Moden der einzelnen Nanoteil-
chen zu neuen sogenannten hybridisierten Moden. Diese Moden unterscheiden sich stark
von den Moden der einzelnen Nanoteilchen.
In dieser Dissertation untersuchen wir gekoppelte metallische Nanoteilchen deren Ab-

stand weniger als ein Nanometer beträgt. Bei derartig kleinen Abständen kommen quan-
tenmechanische E�ekte wie der elektronische Tunnele�ekt zum tragen und es erscheinen
neue Typen von Plasmonen, die Tunnelplasmonen. Speziell untersuchen wir gekoppelte
Silber-Nanowürfel und deren Tunnelplasmonen. Um die Ergebnisse mit bereits dokumen-
tierten Experimenten vergleichen zu können haben wir auch gekoppelte Nanoteilchen unter-
sucht, zwischen denen wir eine Molekül-Monolage eingefügt haben. Bereits gut untersucht
sind gekoppelte metallische Nanokugeln. Dies machen wir uns zunutze und verformen die
gekoppelten Nanokugeln mittels einer kontinuierlichen morphologischen Transformation zu
Nanowürfeln. Dabei zeigt es sich, dass die plasmonischen Tunnelmoden der gekoppelten
Silber-Nanokugeln kleinere Resonanzenergien vorweisen als die von gekoppelten Silber-
Nanowürfeln.
Um einen anderen Zugang zur Untersuchung von Tunnelplasmonen zu erreichen, kom-

binieren wir Linear Response mit Time Dependent Current-Density Functional Theory.
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1. Introduction

I have no special talent. I am only

passionately curious.

Albert Einstein

Matter that we experience in our daily life is build up of atoms and molecules. An
essential role plays the electron which is an elementary particle and one of the few basic
components of matter in an atomistic level. Combining just di�erent numbers of the basic
components results in a big amount of di�erent materials. The existence of many of these
di�erent materials with many di�erent properties will lead us to concentrate on a speci�c
type of materials - conductors. It is quite simple: Conductors are able to conduct electric
current, i.e. not all electrons inside a conductor are locally con�ned which enables electron
transport through the material. This means that a major role of this characteristic is played
by the unbound electrons of a conductor. These electrons are not bound to a certain atom
or molecule, they are bound to the conductor only. Getting now more into solid state
science: For such (free) electrons the term 'electron gas' has been used for many years.1

What if something can force these (free) electrons to move to a certain direction? Since
electrons possesses a charge unequal zero, it should be obvious that we are searching
a force which is sensitive to charges. Hence, the basic interaction we deal with is the
electromagnetic force. The origin of the electromagnetic force is simple: Repulsion by
equal charges and attraction by di�erent charges. It is astonishing how much work has
already been done and how much e�ort has been taken for investigating systems based on
that simple interaction, but the complexity lies not in the pure interaction, the complexity
lies in the huge number of interacting particles (e.g. electrons), all interacting with each
other. Just to mention, the number of atoms in a macroscopic particle can be estimated
and determined by the Avogadro constant NA ≈ 6.022 · 1023. Each atom of a noble
metal contains at least one electron that contributes to the electron gas of the metal. So
most e�ects concerning electromagnetic interaction are generated by a huge number of
interacting electrons. This applies also for plasmons.
In physics one often prefers to use the concepts of �elds rather than forces. It is more

general and sometimes easier to handle. In other words, if a force is acting on an electron,
one can use a corresponding �eld instead, describing the same action. When a constant
external2 electromagnetic �eld is present, the electrons of the electron gas start to accelerate
in a preferred direction depending on the �eld. Next, consider an external �eld consisting
of sinusoidal electric and magnetic components, e.g. light. Now one could think that if
one applies an external oscillating �eld on any conducting structure the electron gas will
be forced to an oscillating behavior. But it is not that easy. One has to mention the
existence of the (e�ective) mass inertia of each electron, which leads to a delay of the
interaction. Furthermore, the geometries of the solid conductor can lead to re�ections of
electron motions. Also, the number of electrons will in�uence the behavior of the electron
gas when an external oscillating �eld is applied. In total these and even more facts, e.g.
screening e�ects, result that only for speci�c frequencies of the external �eld a similar

1An electron gas is similar to a box �lled with classical gas: the gas particles are not con�ned to a certain
position in the box, but they are constrained to stay within the box.

2External means that the origin of the force comes from outside and not from any of the particles
(electrons) within the considered system.

1



1. Introduction

oscillation can be induced to the electron gas. One says that at such frequencies the
system is in resonance with the external �eld. All possible resonances of a conducting
structure are determined by its geometric and material parameters.

A plasmon is a collective charge oscillation of electrons
that can occur on the surface or in the bulk region of
a conductor (surrounded by a dielectric) [1�5].

Plasmon

During the last decades it has become possible to investigate plasmon resonances at metallic
nanoparticles, both, theoretically and experimentally. A brief overview on that is given in
the list below in the section 'History of Plasmonics'.
Of great interest, especially concerning this thesis, are metallic dimers. A dimer is

a two-particle system, each particle having the same shape and consisting of the same
material. Imagine having a single particle which is excited by an external source of light.
When bringing this particle and a second particle of the same shape and same material
slowly together, then some of the physical quantities will start to change, some slightly,
some dramatically. The separation between both particles is called gap. In the last decade
recent works have demonstrated that the plasmonic behavior of a dimer starts to deviate
from that of a single particle, when the gap-width is approximately a few nanometers small
or even smaller [6�9].
In order to perform such experiments, dimers �ts to be the best system for that, since it is

easier to separate coupling e�ects from those of the corresponding single particle. Another
bene�t of dimers are that the investigated system can be kept as simple as possible. In
this thesis dimers consisting of noble metals, e.g. silver or gold, which are separated by
dielectrics, e.g. air or vacuum, are investigated.

1.1. History of Plasmonics

Here a brief overview of selected milestones in plasmonics is given. The following list is
mainly taken from of Kik's 'Surface Plasmon Nanophotonics' [10].

4th century The Lycurgus cup, a Roman cup made of glass containing gold and silver
nanoparticles, can show two di�erent colors depending whether light passes the glass
or is re�ected (see Fig. 1.1). The e�ects are due to plasmonic resonances.

1902 A feature, known as Wood's Anomaly, which could not be explained has been
observed at an optical re�ection experiment with metal gratings by Robert W.
Wood [11].

1904 The bright colors of metal doped glasses has been theoretically described using the
Drude theory by Maxwell Garnett [12].

1908 Development of the Mie-Theory by Gustav Mie [13].

1956 First theoretical description of electron energy loss by David Pines [14]. He has
introduced the term 'plasmon'.

1957 The existence of plasmons near metal surfaces has been showed by Rufus Ritchie [15].

1968 The unexplained feature of optical re�ections at metal gratings could be described
by Ritchie et. al. [16]

2



1.2. Future of Plasmonics

1968 New methods in order to excite surface plasmons optically on metal �lms has been
implemented by Kretschmann, Otto, and Raether [17,18].

1970 Description of the optical properties of metallic nanoparticles using the concept of
surface plasmons by Uwe Kreibig and Peter Zacharias [19].

1974 The term 'surface-plasmon-polariton' has been introduced by Stephen Cunningham
[20].

1974 Observation of Surface Enhanced Raman Scattering by Martin Fleischmann et. al.
[21]

1991 Development of a commercial sensor using surface plasmons.

1997 The prediction of optical beams guiding in metallic nanowires by Junichi Takahara
et. al. [22]

1998 Observation of anomalous transmission of light through metallic subwavelength aper-
tures by Thomas Ebbesen et. al. [23]

2000 Suggestion by John Pendry that a thin metal �lm could represent a 'perfect lens'. [24]

In the last decade the �eld of plasmonics has spread to di�erent disciplines such as
chemistry, biology, biotechnology, biomedicine and material science [25].

Figure 1.1.: The Lycurgus cup [26]. When light is re�ected from the outer side of the cup,
the cup shines green (left). When light transmits from the inside of the cup
to the outside, the cup shines red (right).

1.2. Future of Plasmonics

When talking about future in science concerning solid state physics one often drifts to
talk rather about future applications than about theory. There are ideas which reach from
highly speculative applications, such as treating cancer by the use of nanoparticles, to
increasing the e�ciency of photo-voltaic cells [27] and many other ideas.

3



1. Introduction

1.3. Motivation of this Thesis

So far by now, a vague picture of plasmonics has been presented. Based on the fact that
plasmonic resonances exist in the nanometer scale, not exceeding the micrometer range, a
question could arise about the in�uence of quantum mechanics to plasmonics. Plasmonics
is usually well-described by classical electrodynamics. In classical electrodynamics a solid
conductors surface is clearly de�ned. A valence electron can only stay inside the conductor
and may not leave it. In quantum mechanics the probability of �nding a valence electron
outside the conductor must not be zero, it decays exponentially apart the conductor. What
if two conductors are placed close to each other with a gap of a few nanometers or less? In
classical electrodynamics it is not possible that any electron can leave one conductor and
enter the other one if both are separated by a dielectric and an external �eld is applied. In
contrast, in quantum mechanics it is possible, where the corresponding probability depends
on the gap width, on the conductor material and on the external �eld.
Several recent publications [6�9] deal with sub-nanometer gaps at plasmonic metallic

nanoparticles. They have showed that for such small gaps a description using classical
electrodynamics only is not valid. A non-local behavior of the metallic electron gas in the
gap region appears which can be explained by quantum mechanics in terms of electron
tunneling.
In the work of the group of Baumberg [6] two atomic force microscope (AFM) Au-coated

tips are positioned nanometers apart. While the system is excited by laser light, a bias is
applied on the tips in order to force a possible tunneling current between the two tips. The
spectra for di�erent separation distances of the tips reveal the existence of a new type of
plasmonic resonance, a tunneling charge plasmon resonance. A sketch of the experimental
setup and the spectra are shown in Fig. 1.2. The two tips can be approximately viewed as
two coupled nanospheres.
In the work of Ciraci et. al. [7] an only few Ångström thick non-metallic �lm spaces

a gold �lm from gold nanospheres. In Fig. 1.3 the schematic setup, a cross section of it
and a comparison of the measured data with numerical simulated theories is plotted. The
outcome is, that the 'local' theory which is given by a classical theory starts to deviate from
the experimental data for a spacer layer thickness below 1 nm. In contrast the 'non-local'
theory, for which a semi-classical hydrodynamic model is taken, is in good agreement with
the experiment overall.
The group of Dionne [8] placed silver nanospheres with a diameter of 10 nm on a substrate

where they investigated situations of two coupled nanospheres. For separation distances
above 0.5 nm their EELS measurements are in a good agreement with simulations. For
separation distances below 0.5 nm they observed a reduced intensity of the dipole peak in
the EELS spectra which is not explainable with classical theories. In order to describe this
feature quantum mechanics is needed which brings up electron tunneling. The left plot
of Fig. 1.4 shows a density plot of two coupled silver nanospheres for di�erent separation
distances. Negative distances represent overlapping spheres. The red-shifting bonding
dipole plasmon (BDP) disappears for negative distance values. Instead, a di�erent mode
appears, the so-called charge transfer plasmon (CTP) mode, where electron charges are
transported between both particles.

1.4. Structure of this Thesis

This thesis is divided into three main parts, Electrodynamic Simulations, DFT Simu-

lations and Quantum Tunneling, where each main part is sub-divided into two chapters
- theory and results.
In the �rst chapter Introduction the term 'plasmon' is introduced, a brief overview

of important historical milestones in the research �eld of plasmonics is given and a few

4



1.4. Structure of this Thesis

Figure 1.2.: Graphic taken from [6]. (a) Schematic experimental setup and (b) dark-�eld
microscope image of tips. (c) Scanning electron microscope image of one tip
and (d) dark �eld scattering spectra of two approaching Au-coated AFM tips.

selected works are brought up for motivating the topic of this thesis.
The chapter Electrodynamic Simulations - Gap Plasmonics - Theory introduces

the basic concepts and theories on which the electrodynamic simulations of this thesis
relies on. It concerns classical electrodynamics, the boundary element method, the quan-
tum corrected model and other. In the chapter Electrodynamic Simulations - Gap

Plasmonics - Results the outcome of the performed simulations concerning the previous
theories are presented.
In the chapter DFT Simulations - Molecular Tunnel Junction - Theory the

density functional theory and a Greens function transport theory. In the chapter DFT
Simulations - Molecular Tunnel Junction - Results outcomes and results of electron
transport through molecules inbetween noble metals are presented.
The third main part starts with chapter Quantum Tunneling - Theory where time-

dependend current-density functional theory (TDCDFT) and linear response (LR) theory
is combined in order to describe quantum tunneling from �rst principles. In the chapter
Quantum Tunneling - Results outcomes of the application of LR-TDCDFT are shown.
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1. Introduction

Figure 1.3.: Graphic taken from [7]. (a) Schematic experimental setup. (b) Cross-section
of the setup. (c) Comparison of measured data with simulated data.

Figure 1.4.: Graphic taken from [8]. Both density plots picture EELS simulations with
partially added experimental data. (Left) Classical BEM simulations with
experimental data - black circles. (Right) Density Functional Theory (DFT)
simulation.
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2. Electrodynamic Simulations - Gap

Plasmonics - Theory

Physics has a history of synthesizing

many phenomena into a few theories.

Richard P. Feynman

This chapter collects the most important theories, methods and some basic ideas which
have been used for the electrodynamic simulations of this thesis. It starts with an overview
of di�erent types of plasmonic resonances and how they can be excited.
In this thesis the simulations of plasmon resonances are based on the classical �eld theory,

which can be represented by Maxwell's equations or by Helmholtz equations, respectively.
In detail, a numerical method, which solves the Helmholtz equations via a Green's function
technique, forms the technical framework of the simulations. For further use, the Transfer
matrix method and the Drude model is also introduced.
Finally, a quantum correction concerning the classical simulations is introduced via the

so-called quantum corrected model.

2.1. Types of Plasmons

In general a plasmon can be described as a collective charge density oscillation. As we
will discuss later, there are di�erent ways of exciting plasmonic resonances and not every
plasmonic resonance can be excited with every kind of excitation.
Plasmon resonances can be distinguished as follows: collective charge oscillations in the

volume of a metal (volume plasmons) and at the boundary between a metal and a dielectric
(surface plasmons).

2.1.1. Volume Plasmon

A volume plasmon is a collective charge density oscillation in the volume of a metal. The
plasma frequency1 of the metal [28]

ωp =

√
Ne2

mε0
(2.1)

determines the resonance of a volume plasmon inside the metal, where e is the electron
charge, N is the number of conducting electrons per unit volume, ε0 is the permittivity of
vacuum, and m is the e�ective electron mass.
In order to tune the resonance frequency of a volume plasmon one has to consider

di�erent materials with di�erent parameters N and m.

1A metal will re�ect most of incident light which has a frequency below the plasma frequency of the metal
and transmit most of incident light which has a frequency above the plasma frequency of the metal.
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2. Electrodynamic Simulations - Gap Plasmonics - Theory

2.1.2. Surface Plasmon

A surface plasmon (SP) is a delocalized, collective charge density oscillation which can
appear at the interface between a conductor and a dielectric [15]. Such an oscillation prop-
agates along the surface. A surface plasmon combined with its associated electrodynamic
�elds (at the dielectric side) is called surface plasmon polariton (SPP). The direction of
the electric �eld which points into the metal and into the dielectric decays exponentially,
which is called to be evanescent. Typically the evanescent part reaches a few nanometers
into the metal (skin depth), while the propagation parallel to the surface is damped after
a few micrometers (propagation length) [29]. Usually thin and �at metal �lms are used for
producing such a plasmon.
The resonance frequency of a SP is determined by the material parameters (permittivity)

of the conductor and the dielectric.

2.1.3. Localized Surface Plasmon

For metal structures that are con�ned to about 10 to 100 nanometers in all spatial directions
and are embedded in a dielectric surrounding, collective charge density oscillations can be
re�ected at the metal boundaries. Interference of the oscillations with their re�ections
�nally leads to stationary, collective charge density oscillations also known as localized
surface plasmons.
In contrast to the previous types of resonances not only the optical parameters of the

metal determine the plasmon frequency. The geometry of the structure and the optical
parameters of the metal and the surrounding dielectric determine the excitation frequencies
of plasmon resonances as well.

2.1.4. Tunneling Charge Transfer Plasmon

If two metal structures are separated only subnanometers by a dielectric, it has to be
taken into account that electron tunneling through the gap from one metal structure to
the other becomes possible [6�9]. In contrast to a localized surface plasmon, where the
full plasmon oscillation happens within one metal structure, a tunneling Charge Transfer
Plasmon (tCTP) is not limited to oscillate within one metallic particle anymore. As the
name already indicates, charge will be transported from one metallic particle to another
one and back again through tunneling.
For two particles having the same shapes and consisting of the same materials separated

by a subnanometer gap, a tCTP is expected to appear at the frequency of the hypothetical
monopole-mode2 of a single particle, where one particle has opposite charge of the other
one.
One di�culty of (experimentally) investigating such plasmons is, that gap distances

where tCTP arise are close to the distances of ordinary lattice constants. That means that
it is not always perfectly clear that two metal structures are physically separated or not.
A trick to avoid this problem is to insert a molecule monolayer in the gap as a distance
holder [9].

2.2. Plasmon Excitation

Next we discuss a few methods for exciting plasmon resonances.

2Since for all modes the full system needs to be charge neutral to ful�ll charge conservation, the monopole-
mode of a single particle cannot be excited optically.
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2.2. Plasmon Excitation

2.2.1. Surface Plasmon Polariton Excitation

A breakthrough in plasmonics has been the implementation of the optical methods of
exciting surface plasmons on metal �lms by Kretschmann, Otto, and Raether in 1968
[17, 18]. By using the so-called Otto-con�guration or the Kretschmann-con�guration it
is possible to induce surface plasmon resonances on a metal �lm. An illustration of the

Figure 2.1.: Sketch of the (left) Kretschmann- and the (right) Otto-con�guration.

Otto- and the Kretschmann-con�guration is given in Fig. 2.1. At the interface glass-metal
(glass-air for Otto-geometry) there can occur total internal re�ection of the light if the
incident angle is above a critical value, which depends on the index of refraction of the
used glass. For angles above this critical angle exponentially damped waves reach into
the next medium (metal for Kretschmann-geometry and air for Otto-geometry), which can
excite a plasmon resonance. Such an exponentially decaying wave is called an evanescent
wave.
The use of the Otto- and the Kretschmann-con�gurations can also be justi�ed by the

dispersion relation of a surface plasmon polariton (SPP), sketched in Fig. 2.2. The optical
properties of glass (compared to vacuum) changes the light line such that it intersects with
the dispersion relation of the SPP. At the intersection point an excitation of a SPP which
propagates along the metal surface until it is damped is possible.

Figure 2.2.: Dispersion relation of a surface plasmon polariton (SPP). ω is called the tem-
poral angular frequency of the SPP and describes the number of oscillations
within a time unit. k is called the spatial angular frequency of the SPP and
describes the number of oscillations within a space unit (it is indirect propor-
tional to the wavelength of the SPP).

2.2.2. Electron Energy-Loss Spectroscopy (EELS)

A powerful method to excite and detect plasmonic resonances is Electron Energy-Loss
Spectroscopy (EELS).

9



2. Electrodynamic Simulations - Gap Plasmonics - Theory

Figure 2.3.: Schematic illustration of an EELS measurement where a nanoparticle is placed
on a substrate layer and an electron is traversing the nanoparticle and �nally
analyzed.

In an EELS measurement an electron traverses a solid nanostructure [15,30]. Electrons
of the nanostructure interact with the traversing electron. This can result in an energy-loss
of the traversing electron.

An illustration of an EELS measurement is given in Fig. 2.3. The substrate where the
nanoparticle is positioned is usually a thin SiN membrane. If the electron passes next to
the metal nanostructure (such as in Fig. 2.3) then only surface plasmons are excited. If the
electron traverses directly the metal nanostructure, such that it goes through the metal,
then volume plasmon are excited in addition.

The standard EELS measurement is given by a �xed electron source position. By travers-
ing a huge number of electrons one after another and detecting the energy-loss of each elec-
tron, a spectrum can be constructed. The peaks in the spectra (after �ltering the zero loss
peak) can be associated with plasmonic resonance frequencies of the metal nanostructure.

A di�erent type of EELS measurement is given by varying the impact parameter of the
electron beam. Then a rastering of the nanostructure's surface is performed, which results
in two-dimensional maps.

2.2.3. Optical Excitation

Since light has a magnetic and an electric �eld component, one can excite a plasmon
oscillation by applying monochromatic light onto a probe (nanostructure). The plasmon
resonance depends on the wavelength and on the polarization of the light.

If a plasmon is excited by light, then the light is partially scattered and absorbed by
the plasmon oscillation. The probability that a photon is scattered by the nanostructure
is described by the scattering cross section. The probability that a photon is absorbed
by the nanostructure is described by the absorption cross section. The sum of scattered
and absorbed light is know as extinction. Hence, the extinction cross section is given by
the sum of the scattering cross section and the absorption cross section. In the case of an
optical plasmon excitation, one can detect plasmon resonance frequencies by peaks in the
corresponding extinction cross section spectra.

Extinction cross section spectra and EEL spectra of the same probe can di�er. There
exist plasmon resonances which occur in both spectra, such as the dipole plasmon reso-
nance.
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2.3. Classical Field Theory

2.3. Classical Field Theory

The electromagnetic interaction is fundamental in plasmonic physics. Although the basic
interaction principle of electrodynamics, repulsion and attraction, is quite simple, the huge
amount of involved electrons in a solid (even for nanoparticles) leads to complicated e�ects
and behaviors, such as plasmonic resonances.
Classical electrodynamics uses the concept of �elds. Using a �eld representation, the fun-

damental quantities are the electric �eld and the magnetic induction. For linear materials
one can connect them to the dielectric displacement and to the magnetic �eld respectively
by using the electric permittivity and magnetic permeability which are material dependent
functions. The dielectric displacement is given by

D(r, ω) ≡ ε(r, ω)E(r, ω) (2.2)

where ε is the electric permittivity (dielectric function) and E is the electric �eld. Similarly
one can de�ne the magnetic induction

B(r, ω) ≡ µ(r, ω)H(r, ω) (2.3)

where µ is the magnetic permeability and H is the magnetic �eld.

2.3.1. Macroscopic Maxwell's Equations

Developed in the 19th century, Maxwell's3 equations form the basis of classical electrody-
namics. In electrodynamics one can operate with �elds or with potentials. There are two
di�erent types of �elds, the electric �eld and the magnetic �eld. Mathematically, there
are two basic types of vector operations applying the nabla operator onto a vector; the
scalar product and the cross product. In total there are four di�erent types of equations,
Maxwell's equations, and they read

∇ ·D(r, t) = ρf (r, t) (Gauss' law) (2.4)

∇ ·B(r, t) = 0 (2.5)

∇×E(r, t) = − ∂

∂t
B(r, t) (Faraday's induction law) (2.6)

∇×H(r, t) = Jf (r, t) +
∂

∂t
D(r, t) (Ampère's circuital law) (2.7)

Maxwell's equations

where ρf is the free charge density and Jf is the free current density.

Boundary Conditions

At the boundary between two di�erent dielectric materials, in the following denoted by the
indices i and j, the �elds (solutions of Maxwell's equations) need to ful�ll certain criteria,

3James Clerk Maxwell, Scottish physicist, *1831, +1879.
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2. Electrodynamic Simulations - Gap Plasmonics - Theory

n× (Ei −Ej) = 0 (2.8)

n× (Hi −Hj) = Kf (2.9)

n · (Di −Dj) = σf (2.10)

n · (Bi −Bj) = 0 (2.11)

Boundary Conditions

where n is the normal unit vector of the boundary surface, the vector Kf is the free surface
current density and σf is the free surface charge density.

Electric Potential and Magnetic Vector Potential

By using the concept of potentials one can de�ne the electric �eld via the scalar potential
φ and the vector potential A

E = − ∂

∂t
A−∇φ (2.12)

The magnetic �eld reads

H =
1

µ
∇×A (2.13)

Inserting Eqn. 2.12 into Gauss' law (Eqn. 2.4) gives

−∇ · ε
( ∂
∂t

A +∇φ
)

= ρf (2.14)

Inserting Eqn. 2.12 and Eqn. 2.13 into Ampère's circuital law (Eqn. 2.7) gives

∇×
( 1

µ
∇×A

)
= Jf −

∂

∂t
ε
( ∂
∂t

A +∇φ
)

(2.15)

2.3.2. Helmholtz Equations

Assuming the electric permittivity and the magnetic permeability are constant parameters,
then Eqn. 2.14 simpli�es to

∂

∂t
∇ ·A +∇2φ = −

ρf
ε

(2.16)

and Eqn. 2.15 simpli�es to

∇
(
∇ ·A

)
−∇2A = µJf − µε

∂2

∂t2
A− µε ∂

∂t
∇φ (2.17)

By utilizing gauge transformations4 one can decouple these di�erential equations. By using
the Lorenz5 gauge, ∇ ·A = −µε ∂∂tφ, we obtain

∇2φ− µε ∂
2

∂t2
φ = −

ρf
ε

(2.18)

∇2A− µε ∂
2

∂t2
A = −µJf (2.19)

4In order to simplify one of the di�erential equations one usually takes either the Coulomb gauge,∇·A = 0,
or the Lorenz gauge, ∇ ·A = −µε ∂

∂t
φ, depending on the physical problem.

5Ludvig Valentin Lorenz, Danish physicist, *1829, +1891.
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2.3. Classical Field Theory

Assuming the potentials can be written as

φ(r, t) = φ(r)e−iωt (2.20)

A(r, t) = A(r)e−iωt (2.21)

then one can eliminate the time derivatives

∇2φ+ µεω2φ = −
ρf
ε

(2.22)

∇2A + µεω2A = −µJf (2.23)

Using k = ω
√
µε = n

cω we obtain the Helmholtz6 equations for the scalar potential and
vector potential

(
∇2 + k2

)
φ(r) = −

ρf
ε

(2.24)(
∇2 + k2

)
A(r) = −µJf (2.25)

Helmholtz equations

2.3.3. Green Function Technique

In order to solve the Poisson7 equation

∇2φ(r) = −f(r) (2.26)

one can use the Green8 function technique [31]. The Green function G for the Poisson
equation can be de�ned by

∇2G(r, r′) = −4πδ(r− r′) (2.27)

where δ(r− r′) is the delta functional. The multiplication of both sides with the inhomo-
geneous term f(r′) gives

∇2G(r, r′)f(r′) = −4πδ(r− r′)f(r′) (2.28)

The integration over the volume Ω results in∫
Ω
∇2G(r, r′)f(r′)d3r′ = −4π

∫
Ω
δ(r− r′)f(r′)d3r′ (2.29)

= −4πf(r) (2.30)

= 4π∇2φ(r) (2.31)

By interchanging the integral and Laplace9 operator we get

φ(r) =
1

4π

∫
Ω
G(r, r′)f(r′)d3r′. (2.32)

6Hermann Ludwig Ferdinand von Helmholtz, German physicist, *1821, +1894.
7Siméon Denis Poisson, French mathematician and physicist, *1781, +1840.
8George Green, British mathematical physicist, *1793, +1841.
9Pierre-Simon Laplace, French mathematician, physicist and astronomer, *1749, +1827.
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2.3.4. Quasistatic Approximation

The Helmholtz equations provide a description of an electromagnetic system which is
equivalent to the Maxwell equations [1,32]. We start with the wave equation for the scalar
potential (Eqn. 2.24). (

∇2 + k2
)
φ = −

ρf
4πε

(2.33)

For su�ciently small particles we can neglect k and Eqn. 2.33 reduces to the Poisson
equation

∇2φ = −
ρf
4πε

(2.34)

In order to solve this di�erential equation we apply the concepts of Green functions. The
Green function of this system which satis�es [1, 4, 32]

∇2G(r, r′) = −4πδ(r− r′) (2.35)

reads

G(r, r′) =
1

|r− r′|
(2.36)

Using Eqn. 2.32 we get

φ(r) =

∫
Ω
G(r, r′)

ρf (r′)

4πε(r′)
d3r′. (2.37)

We are interested in systems without free charges. For such systems sources can only
appear at the boundaries ∂Ω of the (nano)particles. Consequently, one can use surface
terms instead of volume terms, e.g. ρf → σ̃. By using an alternative de�nition of the
surface charge density σ(r) = σ̃(r)

4πε(r) one can write the scalar potential as [33]

φ(r) =

∫
∂Ω
G(r, r′)σ(r′)da′ + φext(r) (2.38)

where φext(r) is the external excitation. The full potential needs to ful�ll the boundary
conditions

φ1

∣∣∣∣
∂Ω

= φ2

∣∣∣∣
∂Ω

(2.39)

ε1φ
′
1

∣∣∣∣
∂Ω

= ε2φ
′
2

∣∣∣∣
∂Ω

(2.40)

where φ′ is the normal derivation of the potential perpendicular to the surface. The indices
1 and 2 denote each side of the surface. From the �rst boundary condition it follows that
σ1 = σ2.
Considering the second boundary condition, the normal derivation perpendicular to the

surface is given by ∂φ
∂n = n̂ · ∇φ(r). Using the de�nition F (s, s′) = (n̂ · ∇)G(s, s′) the

directional derivative perpendicular to the surface of the potential is given by [34]

∂φ(s)

∂n
=

∫
∂Ω
F (s, s′)σ(s′)da′ ± 2πσ(s) +

∂φext
∂n

. (2.41)

The limit limr→s n̂ · ∇
∫
Gσda′ describes the approach to a surface point s. The sign of

the term ±2πσ(s) depends from which side one approaches to the surface.
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2.3. Classical Field Theory

Inserting these results into the second boundary condition gives [34]

ε1

(
Fσ − 2πσ +

∂φext
∂n

)
= ε2

(
Fσ + 2πσ +

∂φext
∂n

)
(2.42)

2πσ(ε2 + ε1) + Fσ(ε2 − ε1) = −(ε2 − ε1)
∂φext
∂n

(2.43)

The surface charge density of the quasistatic approximation reads

σ = −(Λ + F )−1∂φext
∂n

(2.44)

where all material information are given in Λ = 2π ε2+ε1
ε2−ε1 and all geometric information of

the system are given in F [4].

2.3.5. Retarded Solution

The Green function technique introduced above can be generalized to linear operators
replacing the Laplace operator in Eqn. 2.26. The retarded Green function of Eqn. 2.33
reads [4, 32,35]

G(r, r′) =
eik|r−r

′|

|r− r′|
(2.45)

Since k depends on ε, k = ω
√
µε, for homogeneous materials we introduce indices j for

each medium. Then the retarded Green function has to ful�ll(
∇2 + k2

j

)
Gj(r, r

′) = −4πδ(r− r). (2.46)

The scalar potential and the vector potential read

φ(r) =

∫
∂Ωj

Gj(r− r′)σj(r
′)da′ + φext(r) (2.47)

A(r) =

∫
∂Ωj

Gj(r− r′)hj(r
′)da′ + Aext(r). (2.48)

2.3.6. Boundary Element Method

Eqn. 2.41 can be solved analytically for highly symmetric boundary geometrics only, e.g.
spherically symmetric structures by Mie theory [13]. For arbitrary geometrics one needs
to use a numerical method, e.g. the Boundary Element Method (BEM) [4, 34]. In order
to apply this method one has to discretize the boundaries to so-called boundary elements.
An example is given in Fig. 3.2. The boundary is represented by a �nite set of boundary
elements. Here we introduced the index i, which runs over all boundary elements. Each
boundary element can be de�ned by its vertices (corner points) and a �at surface connecting
them. One can further compute for each boundary element i a center point si. All boundary
elements together, namely the set {si}, approximate the full boundary.
The integral in Eqn. 2.41 can be substituted by a sum over i. The equation reads [35,36]

(
∂φ(s)

∂n

)
i

=

∑
j

Fijσ(sj)

± 2πσ(si) +

(
∂φext(s)

∂n

) ∣∣∣
s=si

. (2.49)
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layer 1 layer 2 layer 3

Figure 2.4.: Three layer system. An incoming light wave from the left side which is re�ected
and transmitted multiple times.

2.3.7. Transfer Matrix Method

In order to theoretically investigate surface plasmon polaritons which propagate along
plane surfaces one can use the so-called Transfer Matrix Method. This method provides
a solution of the transmission and re�ection coe�cients of a multi-layer system [37]. In
Fig. 2.4 such a system build up of a layer and of two half-in�nite layers is sketched. In
this �gure one can notice the sub-re�ections and sub-transmissions. The astonishing fact
is that the Transfer Matrix Method includes these sub-terms of re�ection and transmission
automatically. The boundary conditions of Maxwell's equations forms the basis of this
method.

Fresnel Coe�cients

It is very helpful to introduce the concept of transversal electric (TE) and transversal
magnetic (TM) polarizations. An electromagnetic plane wave can always be described as
a superposition of TE and TM waves [1, 32]. In order to derive boundary conditions for
TE polarized waves, the direction of the propagation of the wave is set into the xy-plane.
Since we deal with TE waves the electric �eld has a contribution only along the y-direction
E(r, t) = Ey(r)êye

−iωt. By utilizing Gauss' law (Eqn. 2.4) for media with ρf = 0

∇ · ε(z)E(r, t) = 0 (2.50)
∂

∂y
ε(z)Ey(r) = 0 (2.51)

ε(z)
∂

∂y
Ey(r) = 0 (2.52)

Here we have used that the surfaces of the homogeneous material layers are perpendicular
to the xy-plane, hence ε = ε(z). Further by using H(r, t) = H(r)e−iωt, utilizing Ampère's
circuital law (Eqn. 2.7) for media with Jf = 0

∇×H(r, t) =
∂

∂t
D(r, t) (2.53)

∇×H(r) = −iωε(z)E(r) (2.54)
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and applying the curl operator onto Faraday's law (Eqn. 2.6) one gets

∇×E(r, t) = − ∂

∂t
µ(z)H(r, t) (2.55)

1

µ(z)
∇×E(r) = iωH(r) (2.56)

∇× 1

µ(z)
∇×E(r) = iω∇×H(r) (2.57)

∇× 1

µ(z)
∇×E(r) = iω

(
− iωε(z)E(r)

)
(2.58)

µ(z)∇× 1

µ(z)
∇×E(r) = ω2µ(z)ε(z)E(r) (2.59)(

− ∂2
x − µ(z)∂z

1

µ(z)
∂z

)
Ey(r) = ω2µ(z)ε(z)Ey(r) (2.60)

With the ansatz Ey(r) = ey(z)e
±ikxx the di�erential equation can be separated.(

µ(z)∂z
1

µ(z)
∂z + ω2µ(z)ε(z)− k2

x

)
ey(z) = 0 (2.61)

From this equation one gets two boundary conditions

eiy = ejy (2.62)
1

µi(z)
∂zeiy =

1

µj(z)
∂zejy (2.63)

where i and j are the indices of two layers next to each other.
In order to �nd the Fresnel coe�cients we consider a system consisting of two di�erent

layers where the interface is at z = 0 [1]. An incoming TE wave with a �eld amplitude e0

will then be partially re�ected and transmitted at the boundary. The resulting �eld in the
�rst medium is then

e1y(z) = e0e
ik1zz + e0Re

−ik1zz (2.64)

where the �rst term describes the incoming wave and the second term the re�ected part
introducing the parameter R. The resulting �eld in the second medium consists of the
transmitted wave

e2y(z) = e0Te
ik2zz (2.65)

where the parameter T for describing the transmitted part is introduced. The wave vector

component in z-direction is kiz =
√
k2
i − k2

x with ki = ω
√
µiεi. Applying the �rst boundary

condition (Eqn. 2.62) at z = 0 gives

e1y

∣∣∣∣
z=0

= e2y

∣∣∣∣
z=0

1 +R = T (2.66)

The second boundary condition (Eqn. 2.63) gives

1

µ1
∂ze1y

∣∣∣∣
z=0

=
1

µ2
∂ze2y

∣∣∣∣
z=0

k1z

µ1
(1−R) =

k2z

µ2
T (2.67)
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The Fresnel coe�cients for TE polarized waves are obtained by solving the linear system
consisting of Eqs. 2.66 and 2.67. Analogously10, the Fresnel coe�cients for TM polarized
waves can be derived [1].

RTE =
µ2k1z − µ1k2z

µ2k1z + µ1k2z
(2.68)

TTE =
2µ2k1z

µ2k1z + µ1k2z
(2.69)

RTM =
ε2k1z − ε1k2z

ε2k1z + ε1k2z
(2.70)

TTM =
2ε2k1z

ε2k1z + ε1k2z
(2.71)

Fresnel Coe�cients

Transfer Matrix

Let us introduce a two-component-vector notation of the vector �eld amplitudes, the �rst
component corresponds to the incoming wave and the second one to the outgoing wave [38].
For a multilayer structure, such as in Fig. 2.4, in each layer the �eld can be noted by the

two-vector
(
e+
i

e−i

)
where '+' stands for 'right-' and '−' for 'left-propagating'. One can

construct a matrix Ti,i+1 which connects two layers i, i+ 1.(
e+
i

e−i

)
= Ti,i+1

(
e+
i+1

e−i+1

)
(2.72)

By using the Fresnel coe�cients Ti,i+1 and Ri,i+1

Ti,i+1 =
1

Ti,i+1

(
1 Ri,i+1

Ri,i+1 1

)
(2.73)

For the case that there are more than two layers, one needs to take into account the phase
shift e±ikizdi where di is the thickness of the i-th layer. This is achieved by the propagation
matrix

Pi =

(
e−ikizdi 0

0 eikizdi

)
(2.74)

For multilayer systems the �eld amplitudes of the n-th layer can be connected to
the �rst layer via(

e+
1

e−1

)
= T12P2T23P3T34P4 · ... ·Pn−1Tn−1,n

(
e+
n

e−n

)
(2.75)

The matrix product T12P2T23P3 · ... ·Pn−1Tn−1,n is called transfer matrix.

Transfer Matrix Method

10The Fresnel coe�cients for TM polarized waves can be derived by applying the curl onto Ampère's
circuital law (Eqn. 2.7) and by inserting the second Maxwell equation (Eqn. 2.5).
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2.3. Classical Field Theory

The relative re�ection R and transmission T parts of the whole system can be achieved by
the equation (

1
R

)
= M

(
T
0

)
=

(
m11 m12

m21 m22

)(
T
0

)
=

(
m11T
m21T

)
(2.76)

where M is the transfer matrix. The relative re�ection reads R = m21
m11

and the relative
transmission reads T = 1

m11
[38].

2.3.8. Drude Model

The Drude model, proposed in 1900 by Paul Drude11, is a simple approach of classically
describing the dynamics of the valence electrons of a solid as an electron gas [39]. The
theory came up shortly after Thompson12 discovered the electron - a milestone in physics
history. Although the Drude model is quite a simple model and has its limits13 it has
emerged to be a workhorse in solid state physics. The positive charge contribution of
the metal (given by the atomic nuclei) is considered as a uniform distributed background,
known as the jellium model, being superimposed by an electron gas which is formed by
the conducting electrons (valence electrons) of the metal.
The probability that a collision during a time interval dt takes place is dt/τ , where τ is

the mean free time between two collisions (usually in the order of a few fs). The reciprocal
value of τ is proportional to the so-called damping term. Lorentz14 utilized kinetic theory
and the Maxwell�Boltzmann distribution in order to generalize the Drude theory.
Finally, after quantum mechanics was conceived, Sommerfeld15 and Bethe16 introduced

the Sommerfeld17 model by treating the Drude model quantum mechanically and replacing
the Maxwell�Boltzmann distribution by the Fermi-Dirac distribution.
Next we utilize the Drude model to investigate the conductivity of a metal when a

constant and an alternating electric �eld is applied.

DC conductivity

Consider an electron gas of a metal. When applying a constant electric �eld E, the velocity
v of an arbitrary electron at the elapsed time t since its last collision at t0 reads [41]

v = v0 − eEt/m (2.77)

where e ≈ −1.602 · 10−19C is the electron charge and m ≈ 9.109 · 10−31kg is the electron
mass. The mean value of the velocity is 〈v〉 = −eEτ/m, since 〈v0〉 = 0 and 〈t〉 = τ . The
current density j can be obtained by using the mean value of the electron velocity and the
number of electrons n passing a normalized section.

j = −ne〈v〉 =
ne2Eτ

m
(2.78)

The proportionality factor of the current density and the electric �eld equals the DC
conductivity

σ0 =
ne2τ

m
. (2.79)

11Paul Karl Ludwig Drude, German physicist, *1863, +1906.
12Sir Joseph John Thomson, English physicist, *1856, +1940.
13The Drude model fails in describing the electronic heat capacity of metals.
14Hendrik Antoon Lorentz, Dutch physicist, *1853, +1928.
15Arnold Johannes Wilhelm Sommerfeld, German physicist, *1868, +1951.
16Hans Albrecht Bethe, German physicist, *1906, +2005.
17The Sommerfeld model estimates the electronic heat capacity of metals in good agreement with experi-

ments [40]. This is mainly caused by the usage of the Fermi-Dirac distribution function.
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AC conductivity

Consider an alternating electric �eld

E(t) = E0e
−iωt (2.80)

that is applied on a metal [41]. Using the general classical equation of motion

dp(t)

dt
=

p(t)

τ
+ f(t), (2.81)

the force f(t) acting on an arbitrary electron is −eE(t). The solution of the di�erential
equation is p(t) = p0e

−iωt. The current density reads

j = −ne〈p〉/m =
σ0

1− iωτ
E (2.82)

The AC conductivity reads

σ(ω) =
σ0

1− iωτ
(2.83)

Dielectric function

The Drude model describes a free electron gas in a metal. If an electric �eld E0e
−iωt is

applied the dynamics of a single electron can be described by [4]

me
∂2r

∂t2
+meγd

∂r

∂t
= −eE0e

−iωt (2.84)

where γd is a damping term and me is the e�ective mass of the electron. The solution of
this di�erential equation reads

r(t) =
e

me

1

ω2 + iγdω
E0e

−iωt (2.85)

The dielectric function of a linear and homogeneous medium18 can be derived using the
polarization P of the material and the expression of the dielectric displacement

D = εE = ε0E + P = ε0

(
1−

ω2
p

ω2 + iγdω

)
E (2.86)

where ωp is the plasma frequency. The dielectric function which characterizes the material
reads

εr(ω) = 1−
ω2
p

ω2 + iγdω
(2.87)

Due to screening caused by electrons bound to the positive ion cores this equation gener-
alizes to

εr(ω) = ε∞ −
ω2
p

ω2 + iγdω
(2.88)

where ε∞ is the permittivity due to ionic background as a result of the screening e�ect. An
improvement of the dielectric function is given by the Lorentz oscillator where an additional
restoring force is inserted in the di�erential equation of the electron's dynamics.

me
∂2r

∂t2
+meγd

∂r

∂t
+meω

2
0r = −eE0e

−iωt (2.89)

The corresponding dielectric function reads

εr(ω) = 1−
ω2
p

(ω2 − ω2
0) + iγdω

(2.90)

In Fig. 2.5 the real and imaginary part of a dielectric function of silver using Drude
theory and of a dielectric function of silver extracted from experiment [42] is plotted.
18In general the dielectric function is a tensor of rank 2.
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Figure 2.5.: Drude versus experiment (Johnson and Christy [42]) for the
real and imaginary part of the dielectric function of silver.

2.4. Quantum Corrected Model

The above described Boundary Element Method (BEM) provides a solution scheme for the
classical electrodynamic equations. For many systems the results of this classical method
are in good agreement with experiments. Even for most particles in the nanometer regime.
For instance Ag particles with a diameter of approximately 10 nm or more are described in a
good agreement by classical electrodynamics [43]. A major question throughout this thesis
is about the principal behavior of plasmonic resonances when two metallic nanoparticles
approach closer than a distance where electrodynamics fails.
One possibility to include quantum e�ects to the Boundary Element Method is by using

the so-called Quantum Corrected Model (QCM) [44]. The idea of this model is to insert
an e�ective material in the gap between the particles and to �nd its optical properties, e.g.
the dielectric function.
In the following two di�erent types of the QCM are considered.

2.4.1. Quantum Corrected Model

The geometric structure of a nanoparticle can be numerically described by a discretiza-
tion of the structure into volume (or boundary) elements. For each volume element one
de�nes an electric permittivity and a magnetic permeability according to the given nanos-
tructure. When considering two metallic nanoparticles, which are separated by less than
one nanometer, it becomes important to include quantum e�ects such as electron tunnel-
ing. The QCM provides a simple approach to implement quantum e�ects as follows [44]:
One inserts an additional, �ctitious material into regions where quantum e�ects are ex-
pected, e.g. gap regions. The di�culty is to �nd an appropriate conductivity for such a
tunneling-imitating material.
The implementation of the QCM can be achieved by additional volume elements in

relevant regions. For each additional volume element, suitable optical properties have to
be declared, which depend on the gap width l, on the frequency ω and on the material of
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the nanoparticles. For instance the Drude model can be used, in particular Eqn. 2.88, to
obtain the permittivity of the �ctitious material

ε(l, ω) = ε∞ −
ω2
g

ω2 + iγg(l)ω
(2.91)

where ωg is the plasma frequency and γg(l) is the tunneling damping parameter of the
additional material [44]. Usually the plasma frequency of the �ctitious material is assumed
to be equal to the plasma frequency ωp of the surrounding nanoparticles. The same as-
sumption is made for ε∞. The tunneling damping γg(l) can be calculated for ω � γg
by

γg(l) =
ω2
g

4πσg(l)
(2.92)

where σg is the conductivity of the additional material [44,45].

2.4.2. Boundary Quantum Corrected Model

Since the previously introduced standard QCM uses volume elements and the BEM uses
boundary elements, it is not a proper way to combine standard QCM with BEM. The
so-called boundary QCM is an alternative speci�c version of the standard QCM and has
been developed [46] for the usage with BEM. It can be used for coupled (nano)particles,
especially to enable the process of electron tunneling between the coupled particles. The
assumption of the model is, that if an electron leaves a (nano)particle it has to enter the
other (nano)particle. Note that such a behavior is non-local.
Let us start with Ohm's law corresponding the tunnel current. A tunnel current Jt can

�ow if an electric �eld E is applied in the gap region. According to Ohm's law, the current
scales linear with the electric �eld

Jt = σtE (2.93)

where σt is the gap conductivity. By using the continuity equation

∂tρ = −∇ · Jt (2.94)

with the charge density ρ(r, t) = ρ(r)e−iωt and Gauss law one can write∮
D · da =

∫
∇ ·Ddτ = 4π

∫
ρdτ

=
4π

iω

∫
∇ · Jtdτ

=
4π

iω

∮
Jt · da. (2.95)

This leads to modi�ed boundary conditions [46].

D⊥2a −D⊥1a = −4πi

ω
J⊥t (2.96)

D⊥3b −D⊥2b =
4πi

ω
J⊥t (2.97)

By making the assumption [46]

Jt = σt
E2a −E2b

2
(2.98)

the boundary conditions read [46]
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D⊥2a −D⊥1a = −4πiσt
ω

E⊥2a − E⊥2b
2

(2.99)

D⊥3b −D⊥2b = −4πiσt
ω

E⊥2b − E⊥2a
2

(2.100)

QCM Boundary Conditions

where σt is the gap conductivity which usually strongly depends on the gap width. The
indices of the equations are depicted in Fig. 2.6. The alignment of the boundary can
be arbitrary, it must not be planar. Notice the non-local characteristic of the altered
boundary conditions. When using a method which only takes boundary elements into

ε1 ε2 ε3

a bz

x

Figure 2.6.: A three layer interface for introducing the boundary QCM.

account, the boundary QCM should be preferred instead of the volume QCM. For the
application in the boundary element method one of the bene�ts is that no additional
boundary element has to be constructed. This leads to a faster convergence of the spectra
compared to the usage of the volume QCM. Another great bene�t is that there are no
ohmic losses for electron transmission through the gap region.

2.4.3. Optical Properties of Gaps Within the QCM

One of the di�culties of QCM is to �nd the optical properties, i.e. the dielectric function,
of the e�ective gap material. When investigating tunnel resonances of coupled metallic
nanoparticles, the demanded functionality of the gap in between is to be an isolating
layer such that the probability of electron tunneling from one to the other particle is not
negligibly small. In principle any material could be inserted into the gap unless it is not
a conductor. One simple reason should justify this point: When using a conductor as a
gap material then electron transport through the gap can be described by classical physics
which implies that QCM is not needed for this case.
Next, simple models for vacuum gaps and material-�lled gaps are introduced.

Vacuum Gap

One of the simplest types of gaps in the classical sense is a vacuum gap. A simple model
for the dielectric function in the gap is [47]

ε(l) = 1 + i
σ(l)

ε0ω
(2.101)

where the gap-width-dependent conductivity reads

σ(l) = −Im
[ ω2

p

ω2 + iωγpel/lc

]
(2.102)

The exponential behavior of the damping term corresponding to the gap-width l connects
the damping term of the surrounding media γp with the damping term of the �ctitious gap

23



2. Electrodynamic Simulations - Gap Plasmonics - Theory

material γg via

γg(l) = γpe
l/lc (2.103)

where lc is a tunneling length scale which depends on the surrounding nanoparticles [47,48].

Material Gap

A material gap is here considered to be a gap �lled with (non-conducting) material. One
bene�t of material-�lled gaps is that they can have the functionality of keeping the coupled
metallic nanoparticles apart. Another bene�t of a material-�lled gap is that the metallic
nanoparticles can be separated by larger gaps, where the probability of electron tunneling
is not yet negligibly small.
It should be quite clear, particularly when regarding investigations of electron tunneling

through the gap, that the gap material must not be a (Drude) conductor. In this thesis
a self-assembled monolayer (SAM) of a molecule type is considered. Although the gap
material is non-metallic, the highest occupied energy levels of the gap material will nat-
urally lead to a smaller potential well for a tunneling event. The dielectric function of a
non-metallic gap reads

ε(ω) = 1 + i
σ0

ε0ω
(2.104)

where σ0 is the static conductivity of the gap material and can be calculated from �rst
principles by using quantum theories such as the Landauer-Büttiker formalism, introduced
in Sec. 4.3.
In contrast, the dielectric function of a metallic gap reads

ε(ω) = 1 + i
σ(ω)

ε0ω
(2.105)

where for instance Eqn. 2.83 could be applied to calculate the conductivity σ(ω). As men-
tioned before, (Drude) conductors as gap materials should be avoided when investigating
electron tunneling.
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No, no, you're not thinking; you're

just being logical.

Niels Bohr

3.1. MNPBEM Toolbox

In order to simulate metallic nanoparticles one can apply the Boundary Element Method
(BEM). In this thesis an implementation of BEM, the Metallic Nano Particle Boundary
Element (MNPBEM) Matlab toolbox [49�51], has been used. It is based on the BEM of
Garcia de Abajo, Howie and Aizpurua [34, 35]. One can solve the Helmholtz equations
of interface systems consisting of homogeneous and isotropic optical particle properties.
The MNPBEM toolbox provides routines to solve quasi-static and retarded systems when
excited optically or by an electron beam.

Figure 3.1.: Metallic Nano Particle Boundary Element Method (MNPBEM) logo.

3.2. Boundary Element Structures

In order to perform simulations using the Boundary Element Method, the boundary of
the particles of the investigated system needs to be discretized. The particle's boundary
is separated into so-called boundary elements as sketched in Fig. 3.2. The sizes of the
boundary elements determine the convergence and the duration of a BEM calculation. It
is clear that a larger number of boundary elements would lead to a longer calculation time.
Consequently, keeping the number of boundary elements as small as possible and obtaining
converged BEM results at the same time, arises to be a great challenge of this method.
Usually the problematic areas of a surface are curved or even edged. For strong curved or

edged surfaces one usually needs much more elements than for comparable weakly curved
or smooth surfaces. However, it should be avoided to use sharply edged structures within
the BEM.
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Figure 3.2.: Examples of boundary elements (sphere and cube).

3.2.1. Dimers

The structures which are of most interest in this thesis are coupled metallic nanoparticles,
e.g. two coupled silver nanocubes, where the particles have identical shapes. A system of
such two coupled particles is called a dimer.

Going back to the problem of constructing the boundary elements of a particle system,
we consider coupled particles. For two coupled particles, there might be a region of the
boundary of each particle, which is relatively close to the boundary of the other particle.
At such regions the boundary needs to be discretized into smaller boundary elements as it
would be for investigating the single particle.

Figure 3.3.: Super-ellipsoid shapes for di�erent rounding parameters r.
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3.2.2. Morphing

In order to compare coupled cubes and coupled spheres one can perform a continuous
transition between those shapes [52]. One can use di�erent methods to describe such a
continuous transition. Here the concept of super-ellipsoids is introduced to enable the
morphing of a sphere into a cube. In detail each of the particles of the dimer is represented
by a super-ellipsoid. A super-ellipsoid can be de�ned by

r(θ, φ, r) =
d

2

s(θ, r)c(φ, r)s(θ, r)s(φ, r)
c(θ, r)

 (3.1)

where s(ξ, r) = sign(sin ξ)| sin ξ|r, c(ξ, r) = sign(cos ξ)| cos ξ|r, 'sign' is the signum function,
d is the diameter of one particle and r ∈ [0, 1] is a rounding parameter. For r = 1 the
super-ellipsoid forms a sphere, for r = 0 it forms a cube. Fig. 3.3 shows a set of coupled
super-ellipsoids for di�erent rounding parameters.

3.3. Optical Properties

For the simulation of EEL spectra and extinction cross sections using the MNPBEM tool-
box, the geometric structure and the material properties are the input parameters. The
geometric structure of the nanoparticles is represented by the boundary elements. The
material properties of the nanoparticles are represented by their dielectric functions.
Additionally, a tunnel conductivity has to be used for the implementation of the bound-

ary QCM.
For the dielectric function of silver and gold we used experimental data of Johnson and

Christy [42] and the Drude model in our simulations. A comparison of those dielectric
functions is given in Fig. 2.5. An overall good agreement is found between the Drude
model and the experimental data within the plotted range.

3.4. Parameters of the Drude Dielectric Functions

We also used the Drude dielectric function for silver and gold by utilizing Eqn. 2.88

εr(ω) = ε∞ −
ω2
p

ω2 + iγdω
(3.2)

For gold the parameters ε∞ = 10, ωp = 13.08 eV and γd = 0.066 eV have been used. For
silver the parameters ε∞ = 3.3, ωp = 13.08 eV and γd = 0.022 eV have been used.

3.5. Kretschmann and Otto Con�gurations

In this section we apply the Transfer-Matrix-Method in order to investigate surface plasmon
polaritons. We investigate the Kretschmann and the Otto con�guration.

3.5.1. Kretschmann Con�guration

We consider a system consisting of three layers: glass, silver and air (see illustration on the
left side of Fig. 2.1). The silver layer has a thickness of 50 nm and the glass has a constant
dielectric function of 2.25 = 1.52 (refractive index n = 1.5). An incoming transverse
magnetic (TM) plane wave comes from the glass layer side. In Fig. 3.4 a density plot
of the simulated absolute value of the electric �eld of a Kretschmann geometry has been
plotted in dependence of angles and energies of an incoming plane wave. Experimental
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data from Johnson and Christy [42] have been used for the dielectric function of silver.
The layer-setup is glass - air (thickness 50 nm) - metal (thickness 50 nm) - air.

In the left plot the electric �eld at the glass-metal interface (corresponds to z = 0 nm in
Fig. 3.5) and in the right plot the electric �eld at the metal-air interface (corresponds to
z = 50 nm in Fig. 3.5) has been plotted. In the right plot one can see a plasmon resonance
appear at an angle ω1 = 41.8◦ of the incoming plane wave (for value of angle - see appendix
A.6). The white line is positioned at ω1 = 41.8◦.

The right plot of Fig. 3.4 highlights parameter con�gurations for which a surface plasmon
polariton (SPP) can be excited for the Kretschmann geometry (see illustration on the
left side of Fig. 2.1). This resonance curve states that below a certain energy of the
incident plane wave, no SPP can be excited. For an increasing energy the resonance angle
approaches asymptotically to a certain constant angle. In Fig. 3.5 the simulated absolute

Figure 3.4.: Simulated absolute value of the electric �eld of a Kretschmann geometry (glass-
silver-air). Left: Total energy at the glass-metal interface (z = 0 nm). Right:
Total energy at the metal-air interface (z = 50 nm).

value of the electric �eld of a Kretschmann geometry for a �xed angle of 31◦ has been
plotted.

Figure 3.5.: Simulated absolute value of the electric �eld of a Kretschmann geometry (glass-
silver-air) for an incoming plane wave with an angle of 41.8◦.
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3.5.2. Otto Con�guration

We consider a system consisting of four layers: glass, air, silver and air (see illustration
on the right side of Fig. 2.1). The �rst air layer and the silver layer has both a thickness
of 50 nm. The glass has a constant dielectric function of 2.25 = 1.52 (refractive index
n = 1.5). As in the Kretschmann geometry, an incoming transverse magnetic (TM) plane
wave comes from the glass layer side. In Fig. 3.6 a density plot of the simulated absolute
value of the electric �eld of an Otto geometry has been plotted in dependence of angles
and energies of an incoming plane wave. Experimental data from Johnson and Christy [42]
have been used for the dielectric function of silver. The layer-setup is glass - air (thickness
100 nm) - metal (thickness 50 nm) - air.
The glass-air interface is located at z = 0 nm. In the left plot the electric �eld at the

air-metal interface (corresponds to z = 100 nm in Fig. 3.7) and in the right plot the electric
�eld at the metal-air interface (corresponds to z = 150 nm in Fig. 3.7) has been plotted.
In the right plot one can see a plasmon resonance appear at an angle ω1 = 41.8◦ of the
incoming plane wave. In Fig. 3.7 the simulated absolute value of the electric �eld of an

Figure 3.6.: Simulated absolute value of the electric �eld of an Otto geometry (glass-air-
silver-air). Left: Total energy at the air-metal interface (z = 100 nm). Right:
Total energy at the metal-air interface (z = 150 nm). The thickness of the air
gap is 100 nm.

Otto geometry for a �xed angle of 41.8◦ has been plotted.

Figure 3.7.: Simulated absolute value of the electric �eld of an Otto geometry (glass-air-
silver-air) for an incoming plane wave with an angle of 41.8◦.
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3.6. Electron Energy Loss and Extinction Simulations

Since numerical ab-initio calculations are very limited with respect to the particle size, we
have also performed calculations using classical and semi-classical electromagnetic theories.
For visualizing plasmonic resonances the BEM has been applied. As already pointed out
in chapter 3.1, for that the Matlab toolbox MNPBEM has been used.
Our main interest is to investigate two coupled nanocubes and tunneling transfer plasmon

oscillations. Nevertheless, we start with coupled nanospheres. There are several reasons.
Beside the easier implementation of spheres compared to cubes and faster computational
times, it has already been shown, that a tunneling transfer plasmon oscillation exists for
two coupled nanospheres in reference [48]. Next, coupled nanocubes are simulated where
rounded corners and edges are taken. In order to investigate the tunneling transfer plasmon
oscillations, the gap conductivity has been treated as a parameter while a morphing of the
nanoparticles has been considered.

3.6.1. Coupled Nanospheres

Sub-nanometer gaps of coupled Na and Au nanospheres have been theoretically investi-
gated by Esteban et. al. in 2012 [44]. In order to compare this work with our results we
start with coupled nanospheres and not directly with coupled nanocubes.
After checking convergence calculations with respect to the number of boundary el-

ements for this system, we performed EEL and optical simulations of two approaching
silver nanospheres each with a diameter of 35 nm. In Fig. 3.8 classical calculations are
compared to semi-classical calculations where the boundary QCM has been applied. The
parameters ε∞ = 3.3, ωp = 9.175 eV, γp = 0.0212 eV and lc = 0.042 nm have been used
for the dielectric function (Equ. 2.101) of the gap region (air/vacuum) between coupled
silver spheres [47]. One can consider the classical simulations in the left column labeled
with (a) as two coupled spheres with turned o� electron tunneling and the semi-classical
simulations in the right column labeled with (b) as two coupled spheres with turned on
electron tunneling. In both columns the �rst three plots (1-3) are EEL simulated spectra.
The insets in the plots show the impact position of the electron beam, highlighted by the
red points. The plots labeled with (4) are optical extinction spectra. In the EEL simu-
lations the simulated electron beam has a width of 0.5 nm. For the extinction plots the
system is excited by a polarized plane wave, where the polarization is along the connection
of the nanoparticles. In all subplots the Drude model has been used for the dielectric func-
tion of silver. The color corresponds to the energy loss probability of the electron beam
or the optical excitation respectively. Regions with almost no energy loss (or extinction)
are highlighted by the blue color. For regions with �nite energy loss probability of the
electron beam or the optical extinction the missing part of the energy has been adsorbed
by the dimer and has excited a surface plasmon. In panel (2b) of Fig. 3.8 the separation
distance of 0.20 nm has been highlighted, where electron tunneling starts to change the
spectra drastically. In panel (2c) of Fig. 3.8 at an electron energy of 0.87 eV a new low-
energy loss peak occurs in the short-separation distance regime. The plots labeled with
(1) do not show the characteristic red-shifts of the other subplots in this �gure, since the
corresponding impact position lies in the symmetry plane between both particles [53].
Fig. 3.10 shows results of a QCM simulation where two coupled silver spheres are sur-

rounded by a vacuum. In contrast to the previous �gure the dielectric function of silver has
been taken from experimental data measured by Johnson and Christy [42]. The di�erence
of the Drude dielectric function and of the experimental dielectric function which has been
taken can be viewed in Fig. 2.5.
In Fig. 3.9 simulated classical and QCM EEL and extinction spectra of two coupled gold

nanospheres for di�erent gap separation distances are plotted. Each of the spheres has a
diameter of 35 nm. The Drude model has been used for the dielectric function of gold.
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Figure 3.8.: (a) Classical and (b) QCM simulations of (1-3) EEL and (4) extinction spectra
of two coupled silver spheres each with a diameter of 35 nm. For the dielectric
function of silver the Drude model has been used. The surrounding medium
and gap medium is vacuum. The inset �gures in (1-3) highlight the impact
positions of the electron beam.
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Figure 3.9.: Same as Fig. 3.8, but with gold spheres instead of silver spheres.
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Figure 3.10.: QCM-simulation of (a-c) EEL and (d) extinction spectra of a dimer consisting
of two silver cubes with a side length of 35 nm. Experimental data from
Johnson and Christy [42] has been used for the dielectric function of silver.
The surrounding medium and gap medium is vacuum. The inset �gures in
(a-c) highlight the impact positions of the electron beam.

The parameters ε∞ = 10, ωp = 9.065 eV, γp = 0.0708 eV and lc = 0.04 nm have
been used for the dielectric function (Equ. 2.101) of the gap region (air/vacuum) between
coupled gold spheres [47]. In panel (2c) of Fig. 3.9 at an electron energy of 0.84 eV a new
low-energy loss peak occurs at the short-separation distance region.
For gap widths larger than the diameter of a nanosphere the optical spectra and the

EEL spectra of the coupled nanoparticles are in good agreement with those of a single
nanosphere. Hence as expected, when comparing the classical calculations with those
which are quantum corrected, for larger gaps, there is hardly any di�erence. The spectra
start to di�er at gap separation distances of 0.2 nm and below. For gap separation distances
below 0.2 nm a resonance appears at an energy of 0.87 eV. This resonance can be identi�ed
as a tunneling charge transfer plasmon.

3.6.2. Coupled Nanocubes

For the next investigations we change the setup by switching from nanospheres to nano-
cubes. If not explicitly noted, each nanocube has a side length of 35 nm and a rounding
parameter of 0.25.
Fig. 3.11 shows a comparison of classical and semi-classical simulations of two approach-

ing silver nanocubes. For the dielectric function of silver the Drude model has been used.
The boundary QCM has been implemented for the semi-classical simulations. The sur-
rounding and gap medium is vacuum.
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Figure 3.11.: Same as Fig. 3.8, but with silver cubes instead of silver spheres. The plots of
panel (a) has been taken from [54].
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Figure 3.12.: Same as Fig. 3.8, but with gold cubes instead of silver spheres.
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The parameters ε∞ = 3.3, ωp = 9.175 eV, γp = 0.0212 eV and lc = 0.042 nm have
been used for the dielectric function (Equ. 2.101) of the gap region (air/vacuum) between
coupled silver cubes [47].
In panel (2b) of Fig. 3.11 the separation distance of 0.45 nm has been highlighted, where

electron tunneling starts to change the spectra drastically.
Fig. 3.12 shows a comparison of classical and semi-classical simulations of two approach-

ing gold nanocubes. For the dielectric function of gold the Drude model has been used.
The parameters ε∞ = 10, ωp = 9.065 eV, γp = 0.0708 eV and lc = 0.04 nm have been used
for the dielectric function (Equ. 2.101) of the gap region (air/vacuum) between coupled
gold cubes [47].
In panel (2b) of Fig. 3.12 the separation distance of 0.45 nm has been highlighted, where

electron tunneling starts to change the spectra drastically. For separation distances larger
than 0.45 nm there is no di�erence visible in the spectra of the classical and the QCM
calculations. In panel (3b) of Fig. 3.12 a peak occurs at 1.70 eV for separation distances
smaller than 0.45 nm in QCM calculated spectra.

3.6.3. Discussion

Since sharp edges can cause problems and inaccurate results when applying classical elec-
trodynamic solvers, the corners and edges of the investigated nanocubes are rounded. The
used geometrics of the nanocubes are described mathematically in Section 3.2.2. In detail,
a super-ellipsoid with a rounding parameter r = 0.25 has been used for the simulated
nanocubes.
Consider Fig. 3.11: For gap widths larger than the side length of a nanocube the optical

spectra and the EEL spectra of the coupled nanoparticles are in good agreement with those
of a single nanocube [55,56].
A red-shift of the longitudinal antenna plasmon (LAP) mode is given for a decreasing

gap width [57].
For gap widths larger than 0.45 nm there is almost no di�erence in the spectra of the

classical calculations and in the spectra of the quantum corrected calculations. For gap
widths smaller than 0.45 nm a resonance appears at an energy of 1.9 eV. This resonance
can be identi�ed as a tunneling charge transfer plasmon, the same as for the coupled
nanospheres, but at a higher energy.
In Fig. 3.11 (panel 2-4) anti-crossing of the red-shifted modes can be observed [54].

Notice that for two coupled nanospheres no obvious anti-crossing appears.

3.6.4. Gap Conductivity Variation

In order to simulate a class of di�erent gap materials, in the next simulation the gap
conductivity has been varied over a broad range from values below 102 S/m to values
above 108 S/m. As a reference, the conductivity of aromatic 1,4-benzenedithiolates (BDT)
is 2.49 · 105 S/m and the conductivity of saturated aliphatic 1,2-ethanedithiolates (EDT)
is 9.16 · 104 S/m. Notice that the conductivity of silver is about 6 · 107 S/m.
In Fig. 3.13 EEL spectra of two coupled silver spheres and of two coupled silver cubes

has been plotted. The gap conductivity has been set as a parameter. Throughout this
simulation the gap separation distance has been set to 0.6 nm. The white areas in the insets
of the Figure sketch the region where electron tunneling is possible. The Drude model
has been used for the dielectric function of silver. Additionally selected charge surface
distributions at speci�c energies are plotted, denoted with the capital letters (A-E). Here,
the blue color denotes negative charge distributions and the yellow color denotes positive
charge distributions. A transverse cavity mode [47] is present for mode A. The modes B,
C and D are of higher order. Modes B and C are so-called transverse cavity modes. Mode
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Figure 3.13.: Taken from reference [54]. Simulated density plots for EELS of silver (a)
nanospheres and (b) nanocubes separated by a 0.6 nm gap. (c) Surface
electron charge distribution plots corresponding to modes (A-E).

E can be identi�ed as a tunneling Charge Transfer Plasmon (tCTP) resonance. It can be
classi�ed to be a longitudinal antenna mode [47].

In Fig. 3.14 the total charge of one sphere and the total charge of one cube, respectively,
has been plotted. The total charge of the full system must be zero. As in the previous
simulation the gap separation distance has been set to 0.6 nm and electron tunneling has
been implemented by using the QCM for selected boundary elements in the gap region,
highlighted by the white area in the insets of the Figure. Notice that for calculations
without electron tunneling each nanoparticle's total charge is equal to zero. Hence by im-
plementing electron tunneling one can detect plasmon resonances where electron tunneling
is crucial. For comparable large conductivities the lowest-energy plasmon mode shows the
most prominent peak in the density plot. For comparable small conductivities there is no
noticeable point in the density plot. Since for such small conductivities electron tunneling
is suppressed, a classical behavior is expected. In Fig. 3.15 EEL spectra for di�erent gap
conductivities of (a) two coupled gold spheres and of (b) two coupled gold cubes have been
plotted. Two di�erent electron beam impact positions, for each plot sketched in the inset,
has been simulated. The impact position used in the sub-�gures (a) and (c) is asymmetric
in the direction perpendicular to the gap surface and symmetric in the direction parallel
to the gap surface. The impact position used in the sub-�gures (b) and (d) is asymmetric,
both, in the direction perpendicular to the gap surface and in the direction parallel to the
gap surface. A constant gap separation distance of 0.6 nm has been used. The white area
in the insets of the �gure sketches the region where electron tunneling is possible.
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Figure 3.14.: Simulated density plots of two coupled silver (a) nanospheres and (b) nano-
cubes separated by a 0.6 nm gap. The density denotes the total charge of the
left nanoparticle (colorbar). Optical plane wave excitation has been used.

3.6.5. Discussion

The transverse cavity mode, highlighted in panel (c) of Fig. 3.13 by the label A can
only occur for electron beam impact positions which are asymmetrical in the direction
perpendicular to the gap surface. In accordance, the EEL spectra in panel (d) of Fig. 3.15
does show such a resonance, while the EEL spectra in panel (c) of Fig. 3.15 does not show
such a resonance.
Additionally, the total charge of one particle has been plotted in Fig. 3.14. The density

plot highlights the plasmon mode where electron charge tunneling takes place.
While the tCTP mode is the most prominent peak, also higher modes have small con-

tributions of electron tunneling.
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Figure 3.15.: Simulated density plots for EELS of gold (a-b) nanospheres and (c-d) nano-
cubes separated by a 0.6 nm gap.

3.6.6. Morphing

The previously plotted EEL spectra and extinction spectra of the investigated dimers
show di�erences concerning tunneling charge plasmons. For nanospheres there occurs a
low-energy peak in the spectra, but not for nanocubes. In order to investigate the absence
of a low-energy tunneling charge plasmonic resonance, we perform a continuous transition
from two coupled spheres to two coupled cubes and study the low-energy resonance. We
exploit the concept of super-ellipsoids discussed in Chapter 3.2.2 for the morphic transition.
Hence, to shape continuously from spheres to cubes we decrease the rounding parameter
from r = 1 to about r = 0.25. In panel (a) of Fig. 3.16 a simulated extinction spectrum for a
rounding parameter variation of two coupled silver super-ellipsoids having each a diameter
of 35 nm has been plotted. The boundary elements in the gap region has been enabled
for electron tunneling by applying boundary QCM. In panel (b) of Fig. 3.16 a simulated
extinction spectrum for a single nano-cuboid with a long-side of 70 nm and a short-side
of 35 nm is plotted. The particle of panel (b) can be viewed as two connected nanocubes
where each has a side length of 35 nm. The prominent peak positioned at approximately
2.7 eV is caused by a plasmonic dipole mode. In both panels of the �gure the Drude model
has been used for the dielectric function of silver. The material placed in the gap region
consist of BDT. It has approximately the thickness of one layer of BDT, namely 0.6 nm,
which has been taken from reference [9]. For the gap conductivity σ = 2.49 · 105 S/m has
been used, also taken from reference [9].
One of the most important results of Fig. 3.16 concerning the tunneling transfer plasmon

resonances is the blue-shift of the tunneling mode for a decreasing rounding parameter.
Another important result is that there does not occur a plasmon resonance at energies
smaller than this tunneling plasmon mode. We performed the same simulation for gold
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Figure 3.16.: Taken from reference [54]. (a) Simulated extinction density plot. A morphic
transition from two spheres (round o� parameter = 1) to two cubes. The
coupled silver nanoparticles are separated by a distance of 0.6 nm. The gap
conductivity is 2.49 · 105 S/m representing BDT molecules. (b) Simulated
extinction spectrum for a silver cuboid with side length 70 nm.

particles instead of silver particles, where all other parameters are the same. The results
of the gold particles are plotted in Fig. 3.17. Panel (a) of Fig. 3.17 shows a simulated
EEL spectrum for a rounding parameter variation of two coupled gold super-ellipsoids.
Each super-ellipsoid has a diameter of 35 nm. In panel (b) of Fig. 3.17 a simulated EEL
spectrum for a single gold nano-cuboid with a long-side of 70 nm and a short-side of 35
nm is plotted.
In contrast to the results of Tan et. al [9], there is no tunneling charge plasmon resonance

in the low-energy range at coupled nanocubes in our simulations. In order to point out
(theoretical) possibilities when such low-energy resonances could occur we �rst consider a
Drude-like gap-conductivity. In Fig. 3.18 a density plot of an EEL simulation of a morphic
transition from spheres to cubes is shown where a non-constant Drude-like gap-conductivity
σ(ω) = σ0

1−iωτ (see Eqn. 2.83) has been taken. The static conductivity has been set to
σ0 = 2.49 · 105 S/m and the relaxation time has been set to τ = 30 fs. The diameter of the
super-ellipsoids has been set to constant 35 nm. As in previous simulations, the coupled
particles are separated by a distance of 0.6 nm. In Fig. 3.19 a simulated extinction cross
section plot is plotted corresponding to the same setup as in Fig. 3.18.

3.6.7. Discussion

Since for coupled nanospheres low-energy plasmon modes exists, but not for �at gap bound-
aries, a morphic transition has been performed to demonstrate that the low-energy mode
blue-shifts for morphing the spheres to cubes.
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Figure 3.17.: Same as Fig. 3.16, but with gold nanoparticles.

Additionally, instead of a static conductivity a frequency-dependent conductivity that
corresponds to a Drude-like dielectric function has been used in Fig. 3.18. There are
several reasons [54] that the usage of a frequency-dependent conductivity is wrong for such
a system [54]. The gap-material is not a metal or a conductor. Hence it should not be
described by a Drude model. Another reason is the usage of the collision time τ . Since
in a tunnel process there is no collision expected, it is not justi�ed to use this parameter.
Further, for the case that the gap-conductivity would be frequency-dependent, we showed
in Fig. 3.13 that a change of the gap-conductivity would not have an impact to the energy
of a plasmon peak. A change of the gap-conductivity determines the occurrence of a peak
but does not a�ect its resonance frequency.
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Figure 3.18.: (a) Simulated EEL spectra for a morphic transition from coupled nanospheres
to coupled nanocubes. The silver nanoparticles are separated by a distance
of 0.6 nm. A non-constant Drude-like gap-conductivity has been taken. (b)
Simulated EEL spectrum for a silver cuboid with side length 70 nm.
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Figure 3.19.: Same as Fig.3.18, but showing the extinction spectra instead of the EEL
spectra.
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3.6.8. Roughness

In order to investigate another possible reason for a low-energy tunneling charge transfer
plasmon, a rough surface of the silver nanocubes in the gap region is simulated. A roughness
of a surface can be described via a two-dimensional height-function [4, 58]

h(x, y) =
σ2

2π
Re

{
F−1

(
e−

σ2

2
(k2x+k2y)ei2πφ

)
− 1

2

}
(3.3)

where F−1 is the inverse Fourier-Transformation, σ is a parameter to control the strength
of the roughness, φ is a random number, and the wave vector components are kx = 2π

x
and ky = 2π

y . The variables x and y are the coordinates of the surface position. The
height-function represents the z coordinate of the randomly generated surface. The case
of an overall h = 0 corresponds to a surface with no roughness. One can add such a
height-function on top of an existing surface, e.g. to one side of a nanocube.
In Fig. 3.20 an extinction cross section plot of two coupled silver nanocubes with a rough

gap conductivity is given. For the random numbers φ the Matlab function rand has been
used.

Figure 3.20.: Extinction cross section plot of two coupled silver nanocubes. A gap con-
ductivity with simulated roughness has been taken by utilizing Eqn. 3.3.

The energy position of the low-energy plasmon mode depends on the size of the roughness
peaks.

3.6.9. Normal distributed Gap Conductivity

In Fig. 3.21 simulated extinction spectra of a normal distributed gap conductivity for varied
peak positions are plotted. It shows that the position of a roughness peak can change the
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Figure 3.21.: Simulated extinction spectra for a normally distributed gap conductivity with
varied distribution peak locations of two coupled silver nanocubes.

resonance frequency of the low-energy plasmon mode. A peak in the center of the gap
surface has a higher energy position than a peak outside the center.
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4. DFT Simulations - Molecular Tunnel

Junction - Theory

Once I get on a puzzle, I can't get o�.

Richard P. Feynman

This chapter collects the most important theories, methods and some basic ideas which
have been used for the quantum transport based simulations in this thesis. Starting with
a brief introduction to quantum mechanics regarding the Schrödinger equation leading
to density functional theory. Further transport theory is introduced by the usage of a
non-equilibrium Green's function technique.

4.1. Quantum Mechanics

Quantum mechanics is a theory based on a few principles to describe properties of small
particles (nanoparticles). One of the most important properties of nanoparticles are the
dynamics of electrons. Physical properties of ordinary matter is determined by interactions
between constitutional atomic nuclei and electrons, by interactions between nuclei and nu-
clei, and by interactions between electrons and electrons. Since masses of atomic nuclei are
considerably larger than masses of electrons, it is common to apply the Born-Oppenheimer
approximation which allows to consider electronic dynamics separately by �xing the posi-
tions of the atomic nuclei [59]. In quantum mechanics, the electron dynamics is described
by the Schrödinger1 equation [60].

i~
∂

∂t
Ψ = ĤΨ (4.1)

The Hamiltonian2 of the Schrödinger equation of a many-electron system reads [61,62]

Ĥ = − ~2

2m

N∑
i=1

52
i +

e2

2

N∑
i=1

N∑
j 6=i

1

|ri − rj |
+

N∑
i=1

v(ri) (4.2)

where the �rst term is the kinetic part, the second term is the electron-electron interaction
part, and the third term is the external potential, which contains the electric charges of
the (�x-positioned) atomic nuclei. With the ansatz

Ψ(r1, r2, ..., rN , t) = ψ(r1, r2, ..., rN )e−iEt/~ (4.3)

one can separate the N -electron-wavefunction into a spatial part and a temporal part. The
stationary Schrödinger equation corresponds to the spatial part and is given by

Ĥψ(r1, r2, ..., rN ) = Eψ(r1, r2, ..., rN ). (4.4)

where the spatial N -electron-wavefunction ψ is the fundamental quantity of a stationary
quantum system.
1Erwin Rudolf Josef Alexander Schrödinger, Austrian physicist, *1887, +1961.
2Sir William Rowan Hamilton, Irish physicist, astronomer, and mathematician, *1805, +1865.
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4.2. Density Functional Theory

For a stationary, quantum mechanical N -electron system, which can be usually described
by the stationary Schrödinger equation, the corresponding N -electron-wavefunction ψ con-
sists of 3N spatial parameters, being the coordinate parameters of all N electrons. 3N
becomes quite a huge number for a usual solid - remember the Avogadro constant - even
for a nanoparticle.
In contrast the electron density of such a N -electron system

n(r) =
1

(N − 1)!

∫
R3(N−1)

N !|ψ(r, r2, ..., rN )|2d3r2 . . . d
3rN

= N

∫
R3(N−1)

|ψ(r, r2, ..., rN )|2d3r2 . . . d
3rN (4.5)

has only 3 coordinate parameters. The factorial numbers from the previous equation arise
from fermion statistics.
The Density Functional Theory (DFT) uses the electron density as the fundamental

quantity rather than the wavefunctions (as it is usually the case when solving the stationary
Schrödinger equation). This leads to a reduction of the number of parameters from 3N to
3, regarded as a great bene�t of the DFT.
The total energy of the many-electron system is a functional of the electron density [63].

E = E[n] (4.6)

4.2.1. First and Second Hohenberg-Kohn Theorems

The following two theorems, the Hohenberg3-Kohn4-theorems, form the basis on which
DFT relies on. Usually a potential of a quantum mechanical system determines the wave-
function which determines the electron density. Could it be vice versa?

Aside from an additional constant the potential is uniquely
determined by a given electron density [63].

n(r) =⇒ v(r) (4.7)

1st Hohenberg-Kohn theorem

The original proof of this theorem is performed by Proof by contradiction, a standard
technique for showing uniqueness.
We consider the set {ψ → n}, containing all N -electron wavefunctions that correspond

to the same electron density n. When minimizing the term 〈ψ|Ĥ|ψ〉 by varying over all
wavefunctions of this set, one gets the total energy E[n] [64].

E[n] = min
{ψ→n}

〈ψ|Ĥ|ψ〉 (4.8)

By using Ĥ = T̂ + V̂ee + V̂ext one usually splits the total energy into a universal and a
speci�c part. The universal part reads [64]

F [n] = min
{ψ→n}

〈ψ|T̂ + V̂ee|ψ〉 (4.9)

3Pierre C. Hohenberg, French-American physicist, *1934.
4Walter Kohn, Austrian-born American physicist, *1923, +2016.
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and the speci�c part reads

min
{ψ→n}

〈ψ|V̂ext|ψ〉 = min
{ψ→n}

∫
v(r)n(r)d3r. (4.10)

When minimizing the total energy one gets the ground state energy [64]

E0 = min
n
E[n] = min

n

(
F [n] +

∫
v(r)n(r)d3r

)
(4.11)

The total energy of the many particle system is minimized
by the ground state density [63].

2nd Hohenberg-Kohn theorem

4.2.2. Kohn-Sham Equations

Both Hohenberg-Kohn theorems do not provide a scheme to solve the Schrödinger equation,
more precisely, �nding the ground state energy. In order to obtain a scheme one can
introduce a set of (mathematically) non interacting electrons [65]. Since the electrons are
not interacting, the total density is simply the sum of the squares of the absolute values of
all occupied one-electron waves functions.

n(r) =
∑
i

focci |φi(r)|2 (4.12)

The occupation function focci is usually a step function [62]. For the case of non-interacting
particles the Schrödinger equation can be separated into stationary one-electron Schrö-
dinger equations, the so-called Kohn-Sham5 equations [62,65]

ĤKSφi(r) = εiφi(r) (4.13)

where the Hamiltonian reads

ĤKS = − ~2

2m
52
i +vKS(r). (4.14)

The Kohn-Sham potential reads

vKS(r) = vext(r) + vH(r) + vxc(r) (4.15)

where the �rst term is the external contribution vext(r), given at least by the electron-nuclei
interaction. The second term is the Hartree potential

vH(r) =

∫
n(r′)

|r− r′|
d3r′ (4.16)

accounting for the classical electron-electron interaction. The third term is the exchange-
correlation potential given by the functional derivative of the exchange-correlation energy
Exc

vxc(r) =
δExc
δn(r)

. (4.17)

A consistent theory is achieved by using e�ective potentials for each one-electron equa-
tion such that the whole system leads to the same results as the physical one. Hence
the way of incorporating electron-electron interactions is by including it in the (e�ective)
potentials.
5Lu Jeu Sham, Chinese-American physicist, *1938.
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4.2.3. Exchange-Correlation Approximations

All parts of the energy functional except the exchange-correlation energy are known.
Hence for practical calculations, approximations of the exchange-correlation contribution
are needed to solve the Kohn-Sham equations.
One of the simplest approximations is the local density approximation (LDA) [62,65,66].

In this approximation the electrons are considered to form an electron gas having a uniform
distributed electron density.

ELDAxc [n] =

∫
n(r) · exc(r)d3r (4.18)

where exc(r) is the exchange-correlation energy per electron [62,67�69].
A more accurate approximation (or better type of approximation), which is widely used,

is given by the generalized gradient approximation (GGA) [70�73].

EGGAxc [n] =

∫
fxc(n,∇n)d3r (4.19)

where the approximated function f depends on the density and on the gradient of the
density ∇n.

4.2.4. Kohn-Sham Algorithm

start initial density n0(r)

mix ni and ni+1 to new n potential vKS [n](r)

end no ĤKSφi(r) = εiφi(r)

yes converged? n(r) =
∑

i f
occ

i |φi(r)|2

Figure 4.1.: The self-consistent Kohn-Sham Algorithm solving the stationary Schrödinger
equation of a many electron system.

The Kohn-Sham equations can be solved in a self-consistent manner which is known as
the Kohn-Sham algorithm, depicted in Fig. 4.1. The algorithm scheme goes as follows: One
starts with an initial guess of the electron density. For a given density one can compute the
e�ective Kohn-Sham potential vKS [n](r). Next the Hamiltonian according to the initial
electron density can be formulated. By using a basis set of wavefunctions, e.g. plane waves,
and a few approximations, such as energy cut-o�s, the Kohn-Sham equations can be solved.
The solutions which are known as the Kohn-Sham orbitals φi(r) can be taken to compute
the corresponding electron density. By mixing the new and the initial electron density one
can further repeat this procedure. Usually the criteria of stopping this iterative algorithm
is by looking on the convergence of the total energy of the system. If the total energy
has not changed compared to previous loops of the algorithm, then the calculation can be
stopped. The �nal charge density is then approximately the ground density of the system
and the �nal total energy is the ground state energy.
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4.3. Transport Theory

In classical electrodynamics electron transfer only takes place within conductors. As long
as two conductors are not connected, there will be no electron moving from one conductor
to the other one. Quantum mechanics predicts that there is a non-vanishing probability
that an electron can tunnel through a potential well, e.g. a gap between two conductors.
In order to obey physics in the well-proven classical regime it is necessary that such a
probability will be negligible small for su�ciently large gaps. For comparable small gaps
electron transport through the gap could become important. In this section we want to
introduce a method based on a Green's function technique, which enables the calculation
of such an electron transport probability through an arbitrary interface, e.g. a molecule.
In this method the corresponding system is divided into three parts: two half-in�nity leads

left lead center region right lead

Figure 4.2.: Division of the system into three regions within the NEGF method.

which are connected via a center region (see Fig. 4.2). The center region represents the
interface of which we want to know the electron transport probability.
The two leads need to behave like bulk material. In order to ful�ll this constraint, the

center region needs to contain additional material of the leads on both sides to screen the
interface. The thickness of the additional material is determined by the screening length
of the interface.

4.3.1. Landauer-Büttiker Formalism

The electronic transport through a speci�ed region can be evaluated via the Landauer6-
Büttiker7 Formalism (for a detailed introduction see Appendix A.1)

I(V ) =
2e

h

∫
T (E)

(
f(E − µL)− f(E − µR)

)
dE (4.20)

Landauer-Büttiker Formalism

where f(x) = 1
1+exp{ x

kBT
} is the Fermi8-Dirac9 distribution and µL = EF + e

2V and

µR = EF − e
2V are the chemical potentials of the left and right electrode, respectively.

The transmission function T (E) describes the probability of transporting an electron with
energy E from the left to the right electrode.

4.4. Electron Tunneling

In this section the process of electron tunneling due to electron transport through molecules
will be discussed. The standard tunneling process is described by an exponential decrease
of the probability of presence.

6Rolf William Landauer, German-American physicist, *1927, +1999.
7Markus Büttiker, Swiss physicist, *1950, +2013.
8Enrico Fermi, Italian physicist, *1901, +1954.
9Paul Adrien Maurice Dirac, English theoretical physicist, *1902, +1984.
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4.4.1. Tunneling at Molecule Junctions

In order to understand at least parts of the (quantum) mechanism of tunneling through
molecular junctions there is hardly a way around a concept using the highest occupied
molecule orbital (HOMO) and the lowest unoccupied molecule orbital (LUMO). One can
consider these energy levels as transfer channels, but they must have di�erent transport
mechanisms because the LUMO channel is unoccupied and the HOMO channel is occupied.
In other words, when using the LUMO channel direct transport is possible, but for the
HOMO channel only indirect transport is possible. Hence tunneling via the HOMO channel
can be viewed as a hole tunneling in opposite direction. A schematic visualization of such
transport processes is given in Fig. 4.3 and 4.4. Additional help to some insights into the

EHOMO

ELUMO

(a) Step 1: An electron at the
left electrode is excited.

EHOMO

ELUMO

(b) Step 2: It partially occu-
pies the LUMO.

EHOMO

ELUMO

(c) Step 3: It switches to the
right electrode.

Figure 4.3.: Direct electron transport via the LUMO of the embedded molecule.

EHOMO

ELUMO

(a) Step 1: An electron at the
HOMO is excited.

EHOMO

ELUMO

(b) Step 2: It switches to the
right electrode.

EHOMO

ELUMO

(c) Step 3: An electron at the
left electrode switches to
the HOMO.

Figure 4.4.: Indirect electron transport via the HOMO of the embedded molecule.

mechanism is o�ered by the Landauer-Büttiker Formalism. Behold h(E) ≡ f(E − µL) −
f(E − µR) of Eqn. 4.20. Let the left and the right electrode consist of the same material.
Then, for an arbitrary bias V , which is applied onto the system, the chemical potentials of
the left and right lead are µL = EF + e

2V and µR = EF − e
2V respectively. The function

h is centered symmetrically around the Fermi energy. This implies that in the Landauer-
Büttiker formula the transmission function is integrated symmetrically around the Fermi
level. That means further that a peak in the transmission function below the Fermi energy
will give the same e�ect as the same peak above the Fermi energy as long as the energy
distance of the peak to the Fermi level keeps the same. Hence there are contributions both
from transport channels below and above the Fermi energy depending on the applied bias.
This indicates that at least for systems where the HOMO of the isolated molecule keeps
occupied and the LUMO of the isolated molecule keeps unoccupied when the molecule
is adsorbed, both mechanisms, direct and indirect electron transport via molecule energy
levels, are equally important.
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It is nice to know that the computer

understands the problem. But I would

like to understand it too.

Eugene Wigner

5.1. Simulation Tools

5.1.1. VASP

The standard DFT calculations have been performed using the Vienna Ab-Initio Simula-
tion Package (VASP) [74, 75] which is a Fortran 90 program for �rst-principle molecular
dynamics simulations of molecules and solids. It is based on the Kohn-Sham algorithm,
described in the subsection 4.2.4. In VASP the Kohn-Sham orbitals are represented by a
plane wave basis set expansion. In order to minimize the taken number of plane waves the
projector augmented wave method and ultra soft Vanderbilt pseudo-potentials are used.
The most time consuming step is a matrix diagonalization, where di�erent algorithms are
available, e.g. a conjugate gradient scheme. For the mixing of the electron density a Pulay-
Broyden mixing is implemented. Additionally, the Hellmann-Feynmann theorem is applied
to enable the calculation of the forces on each atom core. Hence a relaxation concerning the
position of the cores can be performed. The positions of the ions are set up in a so-called
supercell with periodic boundary conditions.

5.1.2. TranSIESTA

In this thesis electron transport calculations have been performed using the computer
program Transport Spanish Initiative for Electronic Simulations with Thousands of Atoms
(TranSIESTA) [76,77]. TranSIESTA is based on the program SIESTA (Spanish Initiative
for Electronic Simulations with Thousands of Atoms). SIESTA is like VASP a computer
program that performs �rst-principle calculations of molecules and solids. As VASP it
uses pseudo-potentials for the electron-ion interaction. The most markable di�erence of
VASP and SIESTA is the choice of the basis set. While VASP uses a plane wave basis set,
SIESTA uses pseudo-atomic orbital basis sets. Atomic orbital basis states are localized
basis sets. All basis sets that can be used within SIESTA need to be radial functions
multiplied by spherical harmonics. The implemented basis sets in SIESTA are the single-ζ
(SZ), the single-ζ polarized (SZP), the double-ζ (DZ), and the double-ζ polarized (DZP)
basis sets. ζ is here a parameter for the radial function. A single-ζ basis set uses one
parameter for the radial function per angular momentum. The SZP and DZP includes
additional polarization orbitals, which are constructed from perturbation theory. While
the SZ basis set is not very accurate and is usually used for obtaining qualitative results,
the DZP gives (high) accurate results. More information about pseudo-atomic orbital basis
sets is given in reference [78].
In order to calculate the electron transmission function through a certain region the Tran-

SIESTA code can be used. TranSIESTA is an implementation of the Landauer-Büttiker
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Formalism, introduced in chapter 4.3. The Landauer-Büttiker Formalism needs the input
of the energy eigenvalues and wavefunctions of the system, which is provided by SIESTA.

5.2. Adsorption Position

We investigate silver, a metal given in the face-centered cubic (fcc) structure and consider
a possible fcc(111) surface. Since we are interested in sub-nanometer gaps we distinctly
discuss the term 'gap' within a quantum mechanic picture. We further concentrate on self
assembled monolayer in such gaps. For the molecule adsorption positions on the silver
(111) surface the fcc and hcp three-fold hollow sites are assumed [79]. In Fig. 5.1 four high
symmetry points are shown, the top site (T), the bridge site (B), the fcc (F) and hcp (H)
three-fold hollow site.
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Figure 5.1.: Top view onto a fcc(111) surface. The black capitals A, B and C label the
topmost, second and third layer of the surface. The red capitals label high
symmetry adsorption positions: the top site (T), the bridge site (B), the fcc
(F) and hcp (H) three-fold hollow site.

5.3. Vacuum Gap Between Two Silver Surfaces

By keeping the assumption that the facing area in the gap region of the silver cubes are
build up of fcc(111) layers we sketch the vacuum gap between such two cubes. In Fig. 5.2
a bulk silver structure is given which is further extended by inserting a vacuum gap along
a fcc(111) layer, sketched in Fig. 5.3.

Insert vacuum gap

[111]

[112]

Figure 5.2.: Bulk Ag(111).

Vacuum gap [111]

[112]

Figure 5.3.: Ag(111) with inserted vacuum.
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5.4. Self Assembled Monolayer

5.4. Self Assembled Monolayer

By keeping the assumption that the facing area in the gap region of the silver cubes are build
up of fcc(111) layers we sketch how a self assembled monolayer could be positioned within
such two cubes instead of a vacuum. The investigated metal-molecule-metal interfaces
are Ag(111)-BDT-Ag(111) and Ag(111)-EDT-Ag(111) where the self assembled monolayer
(SAM) consists of aromatic 1,4-benzenedithiolates (BDT) and of saturated aliphatic 1,2-
ethanedithiolates (EDT) molecules, respectively. For the structure of the molecules see
Fig. 5.4. Both molecules are build up of carbon, hydrogen and sulfur atoms. In Fig. 5.4
hydrogen atoms are represented by small white spheres, carbon atoms are represented by
brown spheres and sulfur atoms are represented by large yellow spheres. Notice, when the

(a) BDT (b) EDT

Figure 5.4.: Left: Benzenedithiol (BDT). Right: Ethanedithiol (EDT).

BDT/EDT molecule is bonded to a structure the hydrogen atoms bonded to the sulfur
atoms get apart in order to conserve charge neutrality. A side view of the atomistic
structure of a BDT molecule placed between Ag(111) surfaces is sketched in Fig. 5.5.
Analogously, a side view of the atomistic structure of a EDT molecule placed between
Ag(111) surfaces is sketched in Fig. 5.6. Although experiments [9] have shown that the
BDT/EDT molecules can appear both in tilted positions and in well aligned positions w.r.t.
the silver cube facet, in this work well aligned molecules are assumed only. In reference [9]

Figure 5.5.: Side view of the atomistic structure of Ag(111)-BDT-Ag(111).

one has shown that the probability for electron transmission through gap molecules does
depend most on the length and type of the molecule, but not so much on its alignment to
the metal surface, which could rectify our assumption on the alignment. Our main aspect
of performing ab-initio calculations within the framework of this thesis, is to investigate
electron transmission through a self assembled monolayer between two conductors.
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Figure 5.6.: Side view of the atomistic structure of Ag(111)-EDT-Ag(111).

5.5. DFT-Optimized Gap Width

First we start with isolated molecules, i.e. the molecule is placed into vacuum and a DFT
calculation using VASP is applied. This allows to calculate the energy levels, especially the
HOMO and LUMO level, the density of states and more. This has been performed on the
molecules BDT and EDT. Their structures are sketched in Fig. 5.4. Then, an uncovered
surface of Ag(111), Fig. 5.3, has been investigated with VASP. Afterwards, a covered silver
surface has been simulated, where a hcp three-fold hollow site adsorption position has
been assumed, see Fig. 5.1. Finally the molecules are placed between two silver surfaces,
sketched in Fig. 5.5 and in Fig. 5.6. This calculation has been repeated several times
with di�erent molecule lengths. The optimization of the molecule lengths of BDT and
EDT between two silver surfaces is plotted in Fig. 5.7. This has been realized using the
Hellmann-Feynman-Theorem which o�ers a scheme to compute the forces on each ion in a
solid system. By applying the theorem within VASP, the equilibrium positions of the ions
of the molecules between the conductors have been determined iteratively. Additionally,
the positions of the ions of the �rst two topmost layers of the conductors are optimized.
The bulk positions of the other layers has been kept throughout the relaxation calculation.
This procedure has been performed for several separation distances of the conductors.
Fig. 5.7 shows two parabolic curves with minimums at approximately 7.4 Å for BDT and
5.6 Å for EDT. These separation distances, where the total energies of the supercells are
minimized, are called DFT-optimized separation distances.
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Figure 5.7.: Molecule �lled gap width between the hypothetically unre-
laxed topmost silver surface layer [111]-positions against the
total energy of the supercell of Ag(111)-molecule-Ag(111).
Left: BDT. Right: EDT.
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5.6. Electron Charge Density

5.6. Electron Charge Density

In Fig. 5.8 the plane averaged electron density along a cross section of the Ag(111) layers
is plotted. The positive ionic background is approximated by a constant contribution,
i.e. jellium model. Since the z-position of the unrelaxed surface layer is set to z = 0,
the positive ionic jellium background reaches half a (111)-layer-interval into positive z-
direction. The electron density has been computed in order to give an insight of its spill
out. For the simulation the software package VASP has been used.
In fact, by inserting a vacuum gap between two silver (111)-layers, as pictured in Fig. 5.3,

on each surface the electron density reaches into the vacuum. The overlap of both corre-
sponding wavefunctions determines the electron transmission probability through the gap.
Since the spill out decreases exponentially into the vacuum, the overlap decreases exponen-
tially with an increasing vacuum gap. This results in an exponentially decreasing electron
transmission through a vacuum gap between two conductors.
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Figure 5.8.: Plane averaged electron charge density of a (111) silver slab,
consisting of 10 layers, with jellium background.

5.7. Density of States

The energy positions of the HOMO and LUMO level of the SAM and their energy di�er-
ence determines the behavior of electron transmission through SAM. They determine the
probability that an electron with a certain energy transmits the center region. In Fig. 5.9
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Figure 5.9.: Simulated density of states of isolated molecules.
Left: BDT. Right: EDT.

the simulated DOS of the isolated molecule is plotted. The HOMO and LUMO peaks
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are highlighted in the �gure. The simulations have been performed using VASP. A GGA
exchange-correlation functional has been used. In Fig. 5.10 the simulated energy levels

Figure 5.10.: Simulated energy levels of the isolated molecules (a) BDT
and (b) EDT.

of the isolated molecules BDT and EDT are sketched. The energy levels and the Fermi
level have been taken from the OUTCAR �le of the corresponding VASP simulation. The
vacuum level has been computed from the data of the LOCPOT �le. A characteristic
quantity is the HOMO-LUMO energy gap. For electron transport through the molecule
the energy gap determines the potential barrier for an electron. The HOMO-LUMO gap
of BDT is 3.43 eV, the HOMO-LUMO gap of EDT is 4.36 eV. In Fig. 5.11 the Molecule
Orbital Projected Density of States (MOPDOS) of the Ag(111)-BDT interface and the
MOPDOS of the Ag(111)-EDT interface have been plotted. The main concept of MOP-
DOS underlies the projection of the molecule orbital of the isolated molecule onto the full
interface system. This can be achieved by selecting the corresponding Kohn-Sham orbitals
in VASP and performing a projection onto all orbitals of the full interface system. Due
to coupling of the silver layers with the molecule a hybridization of the orbital can oc-
cur. In both investigated systems the projection of the HOMO and LUMO of the isolated
molecule are visualized by red and blue colors, respectively. In Fig. 5.12 the MOPDOS
of the Ag(111)-BDT-Ag(111) interface and the MOPDOS of the Ag(111)-EDT-Ag(111)
interface have been plotted.
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5.7. Density of States

Figure 5.11.: Simulated Molecule Orbital Projected Density of States (MOPDOS)
of the (a) Ag(111)-BDT interface and of the (b) Ag(111)-EDT in-
terface.

Figure 5.12.: Simulated Molecule Orbital Projected Density of States (MOPDOS)
of the (a) Ag(111)-BDT-Ag(111) interface and of the (b) Ag(111)-
EDT-Ag(111) interface. Data are partially taken from reference [54].
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5.7.1. Discussion

For systems containing material gaps, the electron gap tunneling probability is (aside the
nanoparticles geometrics and material parameters) not purely determined by the gap width.
The phenomenological description of electron transport through a self assembled molecule
layer, given in Subsection 4.4.1 where a direct and indirect transport has been discussed
(see also Fig. 4.3 and Fig. 4.4), leads to the expectation that the HOMO and LUMO has
a great impact on the electron tunneling probability.
In Fig. 5.9 the HOMO and LUMO energy positions of the isolated molecules BDT and

EDT are plotted. It is clear that a smaller molecule length will result in a higher electron
tunneling probability. Additionally, the description of the electron transport through a
self assembled molecule layer states that a smaller LUMO-HOMO energy gap leads to a
higher electron tunneling probability. The molecule length of BDT is larger than that of
EDT. The LUMO-HOMO energy di�erence of BDT (3.43eV) is smaller than that of EDT
(4.36eV).
One reason of performing pDOS and molecule orbital projected density of states (MOP-

DOS) calculations of the HOMO and LUMO of the molecules BDT and EDT is to uncover
possible hybridization e�ects. In Fig. 5.11 the MOPDOS of the silver-molecule are plotted.
Compared to Fig. 5.9 the most hybridization is given for the HOMO of the EDT molecule.
In Fig. 5.12 the MOPDOS of the silver-molecule-silver interfaces are plotted. One can

recognize a hybridization of the LUMO of the EDT molecule, while the BDT molecule keeps
almost unhybridized. By comparing the 'Ag-Mol'-system with the 'Ag-Mol-Ag'-system one
can see that the projection of the LUMO keeps almost the same for the molecule BDT,
but changes drastically for the molecule EDT. Explanations to these results can be given
by the band decomposed electron charge densities.

5.8. Band Decomposed Electron Charge Density

Figure 5.13.: Simulated band decomposed charge densities of the (a) HOMO and
the (b) LUMO of the isolated molecule BDT and simulated band
decomposed charge densities of the (c) HOMO and the (d) LUMO
of the isolated molecule EDT. The electron charge density is high-
lighted by the blue color which shows the iso-surfaces of the electron
charge density.

In Section 4.4 where electron tunneling through a metal-molecule-metal interface is dis-
cussed, the importance of the HOMO and LUMO transmission channel has been pointed
out (see Fig. 4.3 and Fig. 4.4). Since the bonding of the molecule on the metal surfaces can
lead to hybridization, we have performed a VASP calculation in order to visualize parts of
the electron charge density, e.g. the electron charge density corresponding to the LUMO
of the isolated molecule.
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5.8. Band Decomposed Electron Charge Density

Figure 5.14.: Simulated band decomposed charge densities of the (a) former HOMO, the
(b) intersection part and the (c) former LUMO of Ag(111)-BDT-Ag(111).
The electron charge density is highlighted by the blue color which shows the
iso-surfaces of the electron charge density.

Figure 5.15.: Simulated band decomposed charge densities of the (a) former HOMO, the
(b) intersection part and the (c) former LUMO of Ag(111)-EDT-Ag(111).
The electron charge density is highlighted by the blue color which shows the
iso-surfaces of the electron charge density.

In addition, for a comparison the electron charge density of the isolated molecule has
been visualized. In Fig. 5.13 the DFT-simulated band decomposed charge densities of the
HOMO and the LUMO of the isolated molecules BDT and EDT are plotted. The electron
charge density is highlighted by the blue color which shows the iso-surfaces of the electron
charge density. The threshold value of the iso-surfaces is set to 0.01. In Fig. 5.14 the
DFT-simulated band decomposed charge density of the former HOMO and former LUMO
of Ag(111)-BDT-Ag(111) is plotted. Additionally, a plot of the intersection part between
the former HOMO and former LUMO is plotted. The former HOMO and former LUMO
corresponds to the isolated molecule BDT.
In Fig. 5.15 the DFT-simulated band decomposed charge density of the former HOMO

and former LUMO of Ag(111)-EDT-Ag(111) is plotted. As in the previous �gure, the
former HOMO and former LUMO corresponds to the isolated molecule EDT.

5.8.1. Discussion

While for the BDT molecule the electron charge density is most around the carbon atoms,
for the EDT molecule the electron charge density is most at the sulfur atoms. Figs. 5.14 and
5.15 are plots of the simulated band decomposed charge densities of the HOMO/LUMO
of the metal-molecule-metal interfaces. For BDT a small hybridization can be seen for
the HOMO of the isolated molecule. The LUMO keeps widely unhybridized. For EDT
it is hard to account the level of hybridization. One can state de�nitely that the band
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decomposed charge densities of HOMO/LUMO look di�erent for the isolated molecule
compared to the interface system.
For BDT the properties of the benzene ring are expected to be reason of the lack of hy-

bridization at the LUMO, which will lead to clearer results in further investigated physical
quantities (such as the electron transmission through the molecule).

5.9. Transmission Function

The transmission function can play the connecting part between ab-initio quantum me-
chanical theories and semi-classical theories. In this part we calculate the transmission
function of an electron transport through a metal-molecule-metal interface. With the
Landauer-Büttiker formula, Eqn. 4.20, one can compute the electron current through the
center region1 for an applied bias. Here we calculated by using TranSIESTA the trans-
mission function through BDT and through EDT, when each of these molecules is placed
between two silver conductors.
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Figure 5.16.: Simulated transmission function of Ag(111)-SAM-Ag(111)
for di�erent gap widths (legends given in Å). The basis set
is DZP. Left: BDT. Right: EDT.

In order to guarantee that the left and right conductors behave like bulk material, the
center region does not consist of the molecule (BDT/EDT) only. Additional layers of the
conductor are added into the center region to screen the molecule. Hence the number of
such additional layers depends on the screening length of the molecule.
Transmission functions of Ag(111)-BDT-Ag(111) and Ag(111)-EDT-Ag(111) for di�er-

ent gap widths are plotted in Fig. 5.16. A GGA exchange-correlation functional and a
DZP basis set has been taken. A Fermi-Dirac occupation function with an electronic
temperature of 300 K has been used.

5.9.1. Discussion

According to the Landauer-Büttiker formula (Eqn. 4.20), an applied voltage is centered
symmetrically around the Fermi level EF for identical left and right electrodes. In detail,
the symmetry is given by the term f(E − µL) − f(E − µR), where f is the Fermi-Dirac
distribution function, and µL = EF + e

2V and µR = EF − e
2V are the chemical potentials of

the left and right electrode. The symmetric centering is caused by the ± e
2V contributions

of the identical left electrodes.
1The concept of the center region has been introduced in Section 4.3.
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5.10. Electron Current

In Fig. 5.16 transmission functions of Ag(111)-BDT-Ag(111) and Ag(111)-EDT-Ag(111)
are plotted for di�erent gap widths or molecule lengths respectively. When increasing
the gap width of Ag(111)-BDT-Ag(111) the whole transmission function shifts to higher
energies in the investigated gap width range. Such a trend is not visible for Ag(111)-EDT-
Ag(111). The former HOMO and LUMO peaks are still present in the DOS. In contrast,
the former HOMO and LUMO of Ag(111)-EDT-Ag(111) are hybridized and not clearly
localized. In Fig. 5.16 the left plot shows arti�cial transmission probabilities above 1.

5.10. Electron Current

In Fig. 5.17 the simulated current through the center region is plotted. The currents are
computed by applying the Landauer-Büttiker formula.
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Figure 5.17.: Simulated current through BDT/EDT molecule of Ag(111)-SAM-Ag(111) in-
terface for di�erent gap widths (legends given in Å). The basis set is DZP.
Left: BDT. Right: EDT.

5.10.1. Discussion

The simulated electron currents through the molecules of the systems Ag(111)-molecule-
Ag(111), where BDT and EDT has been used for the molecule, are plotted in Fig. 5.17.
However, classically one would expect an increasing electron current through the molecule
for an increasing applied voltage on both ends of the molecule. Further, one would expect
a decreasing electron current for increasing molecule lengths (separation distances), but
there occurs a counter-intuitive result of the system Ag(111)-BDT-Ag(111). In the bias
range from 0 to 4.5 Volts the electron current increases for increasing separation distances.
This e�ect can be explained with the transmission function, plotted in Fig. 5.16. For
increasing separation distances the HOMO and LUMO peaks of the transmission function
shifts from left to right. This feature emerges from a shift of the HOMO energy level of
the molecule towards the Fermi level for increasing separation distances. In the Landauer-
Büttiker formula such a shift corresponds to an increasing current. However, there does
not occur such a feature for the other system Ag(111)-EDT-Ag(111).

5.11. Electric Conductance

In Fig. 5.18 the simulated di�erential conductance for the center region is plotted.
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Figure 5.18.: Simulated di�erential conductance through BDT/EDT molecule of Ag(111)-
SAM-Ag(111) interface for di�erent gap widths (legends given in Å). The
basis set is DZP. Left: BDT. Right: EDT.

5.11.1. Discussion

Clearly, as in Fig. 5.17, a counter-intuitive result for the system Ag(111)-BDT-Ag(111)
is present. In the bias range from 0 to 4.5 Volts the di�erential conductance increases
for increasing separation distances. For the di�erential conductance this counter-intuitive
result is stronger than for the electron current. This feature does not occur for the other
system, Ag(111)-EDT-Ag(111).
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6. Quantum Tunneling - Theory

Your theory is crazy, but it's not crazy

enough to be true.

Niels Bohr

In this chapter an ab-initio model for simulating slab geometries is described. The
application of this model is motivated by �nding plasmonic resonances at the surface of
slab geometries by using quantum physics only. The focus is set on slab geometries, since we
are interested in �at gaps between two nano-particles in a simple one-dimensional model.
First, we brie�y give an overview of time-dependent current-density functional theory

(TDCDFT). Next, linear response (LR) theory is introduced. Consequently, the combi-
nation of LR and TDCDFT, the so-called LR-TDCDFT, is shown. In order to keep the
theory as simple as possible, we consider one-dimensional systems in a three-dimensional
frame-set.

6.1. Time-Dependent Current Density Functional Theory

On the basis of Time-Dependent Current Density Functional Theory (TDCDFT) stands
the invertibility1 of mapping the scalar and vector potentials to the density and the cur-
rent density, which has been shown by Ghosh and Dhara [80]. The corresponding time-
dependent Schrödinger equation represented in atomic units reads [81,82]

i∂tψi(r, t) =

{
1

2

(
− i∇+

1

c
As(r, t)

)2
+ Vs(r, t)

}
ψi(r, t) (6.1)

where
(
− i∇ + 1

cAs(r, t)
)
is the kinetic momentum operator (and −i∇ is the canonical

momentum operator). The (screened) e�ective scalar potential is given by

Vs(r, t) = Vext(r, t) + VH(r, t) + Vxc(r, t) (6.2)

where Vext(r, t) is the external part, VH(r, t) =
∫ ρ(r′,t)
|r−r′|d

3r′ is the Hartree potential and
Vxc(r, t) is the exchange-correlation part. The e�ective vector potential can be written as

As(r, t) = Aext(r, t) +
1

c

∫
JT (r′, tr)

|r− r′|
d3r′ + Axc(r, t) (6.3)

with tr = t − 1
c |r − r′|, where Aext(r, t) is the external part, the second term describing

the classical part using the transversal current JT and Axc(r, t) is the exchange-correlation
part. The charge density is given by

ρ(r, t) =

N∑
i=1

|ψi(r, t)|2 (6.4)

1Unique up to gauge transformations.
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and the current density is given by

J(r, t) = − i
2

N∑
i=1

{
ψ∗i (r, t)∇ψi(r, t)−

(
∇ψ∗i (r, t)

)
ψi(r, t)

}
+

1

c
ρ(r, t)As(r, t) (6.5)

By choosing Coulomb gauge, ∇ ·A = 0, the transversal current reads (see A.2)

JT (r, t) =
1

4π
∇×

(
∇×

∫
J(r′, t)

|r− r′|
d3r′

)
(6.6)

Further it can also be expressed by

JT (r, t) = J(r, t)− JL(r, t) = J(r, t) +
iω

4π
∇VH(r, t) (6.7)

6.2. Linear Response Theory

Let us consider a perturbed system described by the Hamiltonian

H = H0 +H ′ = H0 −AK(t) (6.8)

where H0 is the Hamiltonian of the stationary unperturbed system, K is an applied force
corresponding to the perturbation and A is a quantity associated to the applied force [83].
Let B(t) be a physical quantity of the considered system. The expectation value 〈B(t)〉

of the perturbed system can be expressed by using the correlation function [84]

χAB(t, t′) ≡ iθ(t− t′)tr
{
ρ0[AI(t), BI(t

′)]
}
. (6.9)

Correlation Function

The linear response of the quantity B is given by

δ〈B(t)〉 = 〈B(t)〉 − 〈B(t)〉0 =

∫ t

t0

χBA(t− t′)K(t′)dt′. (6.10)

The Fourier-transform of the correlation function reads

χAB(ω) = lim
η→0+

∑
m,n

fm − fn
ω + Em − En + iη

〈m|A|n〉〈n|B|m〉. (6.11)

Fourier-transform of the Correlation Function

An orthonormal eigenstate basis set
{
|n〉
∣∣n ∈ N0

}
is used. fn is the occupation num-

ber given by the (Fermi-Dirac) distribution function. Adiabatic turn-on is considered by
inserting an in�nitesimal η → 0+. For more details see Appendix A.3.
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6.3. Linear Response - Time-Dependent Current Density

Functional Theory

For small external perturbations it is possible to solve the TDCDFT by applying Linear
Response Theory [82]. In this application only terms which are linear in the perturbation
are taken into account while terms of higher orders are neglected. Consequently the phys-
ical quantities are determined by a set of linear equations being the idea of combining LR
and TDCDFT.
From Eqn. 6.2 one obtains an expression for the variation of the scalar potential

δVs(r, t) = δVext(r, t) +

∫
δρ(r′, t)

|r− r′|
d3r′ + δVxc(r, t) (6.12)

and from Eqn. 6.3 one obtains an expression for the variation of the vector potential

δAs(r, t) = δAext(r, t) +
1

c

∫
δJT (r′, tr)

|r− r′|
d3r′ + δAxc(r, t). (6.13)

In detail the exchange correlation parts read

δVxc(r, t) =

∫ t

t0

dt′
∫
d3r′fxc(r, r

′, t− t′)δρ(r′, t′) (6.14)

and

δAxc(r, t) =

∫ t

t0

dt′
∫
d3r′

↼⇀
f xc (r, r′, t− t′)δJ(r′, t′). (6.15)

The linear response of the density reads

δρ(r, ω) =

∫ {
χρρ(r, r

′, ω)δVs(r
′, ω) +

1

c
χρJ(r, r′, ω)δAs(r

′, ω)
}
d3r′ (6.16)

and of the current density it reads

δJ(r, ω) =

∫ {
χJρ(r, r

′, ω)δVs(r
′, ω)+

+
1

c

[
χJJ(r, r′, ω) + ρ0δ(r− r′)

]
δAs(r

′, ω)

}
d3r′. (6.17)

where 1
cχJJ(r, r′, ω)δAs(r

′, ω) is the paramagnetic and 1
cρ0δ(r − r′)δAs(r

′, ω) is the dia-
magnetic 2 current density contribution.

6.3.1. Linear Response and TDCDFT - Matrix Equation

In this subsection we express the variation of the scalar potential and the variation of the
vector potential using a matrix equation.
Using LR one can write the change of the density and of the current density as

δρ =χρρδVs +
1

c
χρJ · δAs (6.18)

δJ =χJρδVs +
1

c

(
χJJ + ρ0

)
δAs. (6.19)

2The current density can be written as j(r) = − e
2m
ψ+(r)(p+eA)ψ(r)+h.c. = ie~

2m

(
ψ+(∇ψ)− (∇ψ+)ψ

)
−

e2

m
ψ+ψA = jp(r) + jd(r) where jp is the paramagnetic part and jd is the diamagnetic part [85].
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Using TDCDFT one can write the variation of the scalar potential and the variation of
the vector potential as

δVs =δVext +GHδρ+ fxcδρ (6.20)

δAs =δAext +
1

c
GHδJT+

↼⇀
f xc ·δJ (6.21)

where GH is the Green function of the Hartree potential. The variation of the transversal
current reads

δJT = δJ +
iω

4π
(∇GH)δρ. (6.22)

Inserting Eqs. 6.18 and 6.19 into Eqs. 6.20 and 6.21 gives

δVs =δVext + (GH + fxc)

(
χρρδVs +

1

c
χρJ · δAs

)
(6.23)

δAs =δAext +

(
1

c
GH+

↼⇀
f xc

)
·
(
χJρδVs +

1

c

(
χJJ + ρ0

)
δAs

)
+

+
iω

4πc
GH(∇GH)

(
χρρδVs +

1

c
χρJ · δAs

)
. (6.24)

In order to summarize the LR-TDCDFT the four quantities δρ, δJ, δVs and δAs describe
the full system.

δρ =χρρδVs +
1

c
χρJ · δAs (6.25)

δJ =χJρδVs +
1

c

(
χJJ + ρ0

)
δAs (6.26)

δVs =δVext + (GH + fxc)

(
χρρδVs +

1

c
χρJ · δAs

)
(6.27)

δAs =δAext +

(
1

c
GH+

↼⇀
f xc

)
·
(
χJρδVs +

1

c

(
χJJ + ρ0

)
δAs

)
+

+
iω

4πc
GH(∇GH)

(
χρρδVs +

1

c
χρJ · δAs

)
(6.28)

Linear Response - TDCDFT

Rewriting the last two equations into a matrix equation can be helpful.
m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

 ·

δVs
δAs,x
δAs,y
δAs,z

 =


δVext
δAext,x
δAext,y
δAext,z

 (6.29)

The matrix elements are

m11 =1− (GH + fxc)χρρ (6.30)

m12 =− (GH + fxc)
1

c
χρjx (6.31)

m13 =− (GH + fxc)
1

c
χρjy (6.32)

m14 =− (GH + fxc)
1

c
χρjz (6.33)
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m21 =−
(

1

c
GH+

↼⇀
f xc

)
χjxρ −

iω

4πc
GH(∂xGH)χρρ (6.34)

m22 =1−
(

1

c
GH+

↼⇀
f xc

)
1

c

(
χjxjx + ρ0

)
− iω

4πc
GH(∂xGH)χρjx (6.35)

m23 =−
(

1

c
GH+

↼⇀
f xc

)
1

c
χjxjy −

iω

4πc
GH(∂xGH)χρjy (6.36)

m24 =−
(

1

c
GH+

↼⇀
f xc

)
1

c
χjxjz −

iω

4πc
GH(∂xGH)χρjz (6.37)

m31 =−
(

1

c
GH+

↼⇀
f xc

)
χjyρ −

iω

4πc
GH(∂yGH)χρρ (6.38)

m32 =−
(

1

c
GH+

↼⇀
f xc

)
1

c
χjyjx −

iω

4πc
GH(∂yGH)χρjx (6.39)

m33 =1−
(

1

c
GH+

↼⇀
f xc

)
1

c

(
χjyjy + ρ0

)
− iω

4πc
GH(∂yGH)χρjy (6.40)

m34 =−
(

1

c
GH+

↼⇀
f xc

)
1

c
χjyjz −

iω

4πc
GH(∂yGH)χρjz (6.41)

m41 =−
(

1

c
GH+

↼⇀
f xc

)
χjzρ −

iω

4πc
GH(∂zGH)χρρ (6.42)

m42 =−
(

1

c
GH+

↼⇀
f xc

)
1

c
χjzjx −

iω

4πc
GH(∂zGH)χρjx (6.43)

m43 =−
(

1

c
GH+

↼⇀
f xc

)
1

c
χjzjy −

iω

4πc
GH(∂zGH)χρjy (6.44)

m44 =1−
(

1

c
GH+

↼⇀
f xc

)
1

c

(
χjzjz + ρ0

)
− iω

4πc
GH(∂zGH)χρjz (6.45)

6.4. 1D-systems in a 3D frame-set

6.4.1. Electron Density

In this section we consider systems with one-dimensional external potentials Vext(x). The
Kohn-Sham equations for the groundstate of such a system read(

−1

2
∇2 + Vext(x) + VH(x) + Vxc(x)

)
φj(r) = εjφj(r) (6.46)

where εj are the Kohn-Sham energies. Since the potentials depend only on x the Kohn-
Sham orbitals φj can be factorized.

φj(r) = eikyy+ikzzφ⊥j (x) = eik‖·rφ⊥j (x) (6.47)

Notice that for the parallel components the wavefunctions consist of plane waves. Hence
in principle it is a 3D-system. The ground state density reads

n(x) =2
∑
k‖,j

|φ⊥j (x)|2Θ(EF − εk‖ − ε
⊥
j ) (6.48)

=
2

(2π)2

∫∫
dkydkz

∑
j

|φ⊥j (x)|2Θ(EF −
1

2
k2
‖ − ε

⊥
j ) (6.49)
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where εj = εk‖ + ε⊥j and εk‖ = 1
2k

2
‖ = 1

2

(
k2
y + k2

z

)
. Next we choose polar coordinates

dkydkz = 2πk‖dk‖ and substitute ε = 1
2k

2
‖. Then we have dk‖ = 1

k‖
dε.

n(x) =
2

(2π)2
2π

∫
dε
∑
j

|φ⊥j (x)|2Θ(EF − ε− ε⊥j ) (6.50)

The electron density of a basically 1D system in 3D reads

n(x) =
1

π

∑
j

|φ⊥j (x)|2Θ(EF − ε⊥j ). (6.51)

Density of a 1D system in 3D

6.4.2. Green's functions

For a 1D-system embedded in a 3D frame-set and depending on x the electron charge
density can be written

n(x, y, z, t) = n(x)eik‖·r (6.52)

where k‖ ⊥ ex. When the parallel component of the wavefunction points into the y-
direction the electron charge density can be written

n(x, y, z, t) = n(x)eik‖y. (6.53)

Then the Hartree potential VH(r) reads

VH(x, y, z) =

∫
n(x′)eik‖y

′

|r− r′|
dr′3 (6.54)

=eik‖y
∫∫∫

n(x′)eik‖(y
′−y)

|(x− x′)2 + (y − y′)2 + (z − z′)2|
dx′dy′dz′. (6.55)

The application of a cylindrical coordinate substitution y′ − y = ρ cos(φ) and z′ − z =
ρ sin(φ) results in

VH(x, y) =eik‖y
∫∫ ∞

ρ=0

∫ 2π

φ=0

n(x′)eik‖ρ cos(φ)

|(x− x′)2 + ρ2|
dx′ρdρdφ. (6.56)

By using Bessel functions of �rst kind [86]

J0(z) =
1

π

∫ π

0
eiz cos(θ)dθ (6.57)

and J0(−z) = J0(z) the integral over φ can be solved.∫ 2π

φ=0
eik‖ρ cos(φ)dφ = 2πJ0(k‖ρ) (6.58)

Finally, by using ∫ ∞
0

ρ(b2 + ρ2)−
1
2J0(ρ)dρ = e−|b| (6.59)
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and substitution one has

VH(x, y) =2πeik‖y
∫
n(x′)

1

|k‖|
e−|k‖(x−x

′)|dx′ (6.60)

=

∫
n(x′)GH(x, x′, y)dx′. (6.61)

The Green's function then reads

GH(x, x′, y) =
2π

|k‖|
eik‖ye−|k‖(x−x

′)|. (6.62)

Greens function for a 1D system in 3D

The gradient of the Greens function reads

∇rGH(x, x′, y) = a(x, x′)GH(x, x′, y) (6.63)

where

a(x, x′) ≡

−|k‖|sign(x− x′)
ik‖
0

 (6.64)

using the sign-function.
An alternative derivation of the Hartree potentials is given in appendix A.4.

6.4.3. Transversal Magnetic Wave

Let us consider a simple system on that LR-TDCDFT can be applied. In Fig. 6.1 a
transversal magnetic (TM) plane wave and the chosen coordinate system is sketched. For

Figure 6.1.: TM-excitation of a slab geometry.

the coordinate system de�ned in the �gure the magnetic induction of the incident plane
wave reads

B = B0e
i(k‖x+k⊥z)ŷ (6.65)

The magnetic induction B and the electric �eld E can be represented by the vector and
scalar potentials, A and φ, respectively [32].

E =− ∂

∂t
A−∇φ (6.66)

B =∇×A (6.67)
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Using Coulomb gauge

∇ ·A = 0, (6.68)

assuming

A = A0e
i(k·r−ωt) (6.69)

and

k =

k‖0
k⊥

 = k

sin(θ)
0

cos(θ)

 (6.70)

where k = |k| = ω
c

√
εµ, with ε being the electric permittivity and µ being the magnetic

permeability of the corresponding material [1]. The vector potential of the incoming plane
wave then reads

A =
iB0c

ω
√
εµ

− cos(θ)
0

sin(θ)

 ei(k·r−ωt). (6.71)

A detailed derivation of the latter equation is given in Appendix A.5.
Further the equation

k×B = εk0E (6.72)

is ful�lled for any electromagnetic wave [32]. By inserting Eqn. 6.65 into Eqn. 6.72 and
using a wave vector k that lies in the xz-plane one hask‖0

k⊥

×
 0
B0

0

 = B0

−k⊥0
k‖

 = εk0E0 (6.73)

where E = E0e
i(k‖x+k⊥z).
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There are two possible outcomes: if

the result con�rms the hypothesis,

then you've made a measurement. If

the result is contrary to the

hypothesis, then you've made a

discovery.

Enrico Fermi

In order to investigate tunneling charge plasmon resonances, the LR-TDCDFT has been
implemented in a Matlab program. In this chapter the results of applying this program on
di�erent setups are shown. The chosen setups are sodium slabs and sodium double slabs.
The choice of the setups is justi�ed by the Kretschmann and Otto con�gurations, both
being constructed using a metal-slab and an additional glass layer. These con�gurations
show plasmon polariton resonances on their surface of the metal-slab. By setting up a
double slab, a gap is present between both slabs. The aim of investigating such a system,
is to observe quantum tunneling at the gap region and detecting a tunneling plasmon
resonance. We concentrate on the Otto con�guration, since we take the glass layer into
account by using evanescent waves.
First, we start with plotting the ground state densities of the investigated setups. Then,

the results of few feasibility studies are shown. Finally, the Otto con�guration is simulated
by the program, plots are shown and the results are discussed.

7.1. Ground State

First, we show plots of the ground state densities of the investigated systems, a sodium
slab and a sodium double-slab, calculated using a DFT solver.
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Figure 7.1.: DFT-simulated ground density of a sodium slab with 20 nm
width. For sodium a Wigner-Seitz radius of rs = 3.93 Bohr
has been used.
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7.1.1. Sodium Slab

In Fig. 7.1 the ground density of a 20 nm thick sodium slab, sketched in Fig. 6.1, is plotted.
The location of the sodium slab relative to the z-position is represented by the gray area
in the plot. For the DFT calculation the local density approximation (LDA) has been
implemented. For sodium a Wigner-Seitz radius of rs = 3.93 Bohr has been used.

7.1.2. Sodium Double-Slab

In Fig. 7.2 the ground density of a sodium double-slab is plotted. As in the single-slab
calculation the gray areas represent the locations of the slabs. Again, LDA and rs = 3.93
Bohr has been used.
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Figure 7.2.: DFT-simulated ground density of a sodium double slab, each
with 20 nm width, separated by a 1 nm gap. For sodium a
Wigner-Seitz radius of rs = 3.93 Bohr has been used.

7.2. Testing Scenarios Using Plane-wave Excitation

In this section a brief feasibility study is given to validate the results as a veri�cation of
the implemented LR-TDCDFT by the fact that metals are usually transparent for hard
UV light.

7.2.1. Sodium Slab

First a plane electromagnetic wave transmitting a sodium slab geometry, sketched in
Fig. 6.1, is plotted. For waves with su�ciently high photon energies, only a tiny neg-
ligible part of the wave will be re�ected at the slab and hence the slab will be transparent.
In Fig. 7.3 a comparison of the z-components of the used external vector potential (see
Appendix A.5) and the LR-TDCDFT-simulated vector potential of the sodium slab (20
nm width) is shown. The incoming plane wave has a wavelength of 14.14 nm, which is in
the hard UV range. Due to the 45◦ incident angle the wavelength in z-direction will be
stretched by a factor of sin(45◦) =

√
2. The external vector potential and the screened

vector potential are in a good agreement. Hence the sodium slab is in a good approxima-
tion transparent to the applied incident wave. In Fig. 7.4 the angle of the incident wave is
45◦+180◦ = 225◦. Compared to Fig.7.3 the amplitude of the vector potential is multiplied
by the factor minus one.
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Figure 7.3.: LR-TDCDFT-simulated z-component of the screened vector
potential of a sodium slab compared to the z-component of
the external vector potential of the corresponding incident
plane wave with an incident angle of 45◦ and a wavelength
of 14.14 nm.
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Figure 7.4.: Same as Fig.7.3, but with an incident angle of 45◦ + 180◦ =
225◦.
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7.2.2. Sodium Double-Slab

We also applied the hard UV tests on the sodium double slab.
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Figure 7.5.: LR-TDCDFT-simulated z-component of the screened vec-
tor potential of a sodium double-slab compared to the z-
component of the external vector potential of the corre-
sponding incident plane wave with an incident angle of 45◦

and a wavelength of 14.14 nm.

7.3. Vector potential

In this section we excite the investigated Otto geometries by applying light with wave-
lengths between 150 nm and 450 nm. In Fig. 7.6 the LR-TDCDFT-simulated absolute
value of the z-component of the screened vector potential of a TM-excited Otto geometry
containing a sodium slab is plotted. The external TM-wave enters the sodium slab with
an incident angle of 45◦. The sodium slab has a thickness of 20 nm. The surfaces of the
slab are located at z = −10 nm and at z = 10 nm. The glass layer of the Otto geometry is
taken into account by setting up the external vector potential as an evanescent wave (see
Appendix A.6). In Fig. 7.7 a density-plot of the LR-TDCDFT-simulated absolute value
of the z-component of the screened vector potential of a sodium slab is plotted. The air
layer of the Otto geometry has a thickness of 200 nm.
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7.3. Vector potential

Figure 7.6.: LR-TDCDFT-simulated z-component of the screened vector potential of a
sodium slab. The glass layer is indirectly taken into account by evanescent
waves. A plane wave with an incident angle of 45◦ is taken.
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Figure 7.7.: LR-TDCDFT-simulated z-component of the screened vector potential of a
sodium slab. The glass layer is indirectly taken into account by evanescent
waves.
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7.3.1. Discussion and Outlook

In the feasibility studies of the implemented LR-TDCDFT we have applied hard-UV light
for testing the transparency of the sodium slab. The results of the simulations con�rm
the expected transparency of the slab for hard-UV light. Additionally we have performed
calculations, where the exciting plane-wave is coming from the opposite site. This has
been achieved by rotating the incident angle of the plane wave by 180◦. The results of an
incoming plane wave and the results of the same wave rotated by 180◦, both exciting a
sodium slab, show no di�erence, except the amplitudes of the z-component of the vector
potential of Fig. 7.4 and Fig.7.3. They di�er by the factor minus one.
However, detecting plasmon modes within the LR-TDCDFT simulations seems to be a

quite challenging investigation. There has been no agreement by comparing the results of
the transfer matrix method with that of the LR-TDCDFT.
We also have simulated sodium slabs for a di�erent slab thickness of 5 nm, 2 nm and 1 nm.

The resulting spectra showed all the same characteristics of the spectrum corresponding
to a slab thickness of 20 nm.
In order to �nd possible reasons why the simulation using LR-TDCDFT does not give the

results we have expected, we �rst discuss the simulation of the glass layer. The investigated
system consists of an incoming plane wave partially transmitting a glass layer followed by
an air and a metal layer. The glass layer of the Otto con�guration has been simulated
implicitly by setting the incident waves as evanescent waves. If there was a glass layer
it would cause an incoming plane wave to appear as an evanescent wave in the air layer
between the glass and metal layer (appendix A.6). It can not be excluded that there
is an impact to the results by using such an implementation. A next step could be to
control if unexpected results occur even without using evanescent waves, by comparing
a transfer matrix method calculation of a simple sodium slab/layer without a glass layer
with a LR-TDCDFT calculation of the same slab. For both simulations an incident plane
wave excitation should be used.
One of the main di�erences could concern the energy levels which occur at the LR-

TDCDFT calculations but not for transfer matrix method calculations. A next step could
be to investigate the impact of the energy levels on the simulated spectra.
In Fig.7.6 one can recognize energy levels of higher intensities of the z-component of the

screened vector potential. These levels correspond to the energy levels of the underlying
DFT calculation of the sodium slab. It is possible that they dramatically change the results
of the simulations.
Further progress could be achieved by analyzing the correlation functions of the in-

vestigated systems. They depend on the Green functions which have been calculated in
Chapter 6.4.2. The used Green functions have one spatial dimension embedded in three
spatial dimensions. A detailed investigation of the correlation functions could be one of
the next steps.
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A. Appendix

A.1. Landauer-Büttiker Formalism

This section is based on Paulsson's 'Introduction to the One Particle NEGF equations' [87].
The Landauer-Büttiker Formalism can be established from a Non-Equilibrium-Green's-

Function (NEGF) method [88]. In this method the corresponding system is divided into
three parts: two half-in�nity leads which are connected via a center region (see Fig. 4.2).
The NEGF provides to calculate the current through the center region. That could be
for example the current through a molecule layer or the tunneling current through a small
vacuum gap. With the division into these three parts the stationary Schrödinger equation
of the system can be writtenH1 H12 H13

H21 H2 H23

H31 H32 H3

|ψ1〉
|ψ2〉
|ψ3〉

 = E

|ψ1〉
|ψ2〉
|ψ3〉

 (A.1)

The indices 1, 2, 3 denote the left electrode (=1), center region (=2) and the right electrode
(=3). Furthermore H1 is the Hamiltonian matrix and |ψ1〉 is the wavefunction for the
left electrode and so forth. The non diagonal Hamiltonian H12 describes the interaction
between the left electrode and the center region and so forth. For su�cient large center
regions the interactions between the left and right electrodes can be neglectedH13 = H†31 ≈
0. By rewriting τ1 ≡ H12 = H†21 and τ3 ≡ H32 = H†23 Equ. A.1 becomesH1 τ1 0

τ †1 H2 τ †3
0 τ3 H3

|ψ1〉
|ψ2〉
|ψ3〉

 = E

|ψ1〉
|ψ2〉
|ψ3〉

 (A.2)

Usually one de�nes the Green's function G(E) for the full system

(E −H)G(E) = 1 (A.3)

Also, one can de�ne the Green's function of each isolated subsystem

∀i ∈ {1, 2, 3} : (E −Hi)gi(E) = 1 (A.4)

For all Green's functions there is a retarded and an advanced solution. Both solutions can
be obtained by adding an imaginary part to the energy.

ER = E+ = E + iε (A.5)

EA = E− = E − iε (A.6)

For the retarded (advanced) Green's function a positive (negative) imaginary part has to
be added to the energy.
Using the retarded solution and rewriting Equ. A.3 with the use of Equ. A.2 leads toE+ −H1 −τ1 0

−τ †1 E+ −H2 −τ †3
0 −τ3 E+ −H3

G+
1 G+

12 G+
13

G+
21 G+

2 G+
23

G+
31 G+

32 G+
3

 =

1 0 0
0 1 0
0 0 1

 (A.7)
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Using the equations of the second column allows to calculate the Green's function G2 of
the center region without calculating the full Green's function.

(E+ −H1)G+
12 − τ1G

+
2 =0 (A.8)

−τ †1G
+
12 + (E+ −H2)G+

2 − τ
†
3G

+
32 =1 (A.9)

−τ3G
+
2 + (E+ −H3)G+

32 =0 (A.10)

Eqs. A.8 and A.10 can be rewritten

G+
12 =g+

1 τ1G
+
2 (A.11)

G+
32 =g+

3 τ3G
+
2 (A.12)

Equ. A.9 reads then

−τ †1g
+
1 τ1G

+
2 + (E+ −H2)G+

2 − τ
†
3g

+
3 τ3G

+
2 = 1 (A.13)

The Green's function of the center region is

G+
2 = (E+ −H2 − Σ+

1 − Σ+
3 )−1 (A.14)

where Σ+
1 ≡ τ †1g

+
1 τ1 and Σ+

3 ≡ τ †3g
+
3 τ3 are the self-energies of the left and right electrode

respectively.

A.1.1. Spectral function

The expansion of G in the eigenbasis of the Hamiltonian H reads

G =
1

E+ −H
=

1

E + iε−H
=
∑
n

|n〉〈n|
E + iε− En

(A.15)

The spectral function can be de�ned

A ≡ i
(
G−G†

)
= i

(
1

E + iε−H
− 1

E − iε−H

)
=
∑
n

|n〉〈n| 2ε

(E − En)2 + ε2
(A.16)

The limes ε 7→ 0 of the Cauchy-function 1
π

ε
(x−t)2+ε2

is the Delta function δ(x − t). Hence
the spectral function reads

A = 2π
∑
n

δ(E − En)|n〉〈n| (A.17)

A.1.2. Response wavefunction

Consider an incoming wave |ψin〉 from left. It will cause a retarded response of the whole
system |ψR〉. In total the wavefunction is the sum of both parts |ψin〉 + |ψR〉 and must
ful�ll the Schrödinger equation.

H
(
|ψin〉+ |ψR〉

)
= E+

(
|ψin〉+ |ψR〉

)H1 τ1 0

τ †1 H2 τ †3
0 τ3 H3

|ψin,1〉|ψin,2〉
|ψin,3〉

+

|ψR1 〉|ψR2 〉
|ψR3 〉

 = E+

|ψin,1〉|ψin,2〉
|ψin,3〉

+

|ψR1 〉|ψR2 〉
|ψR3 〉

 (A.18)
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Further one considers such incoming waves which are fully re�ected at the end of the left
electrode. For such an incoming wave |ψin,2〉 = |ψin,3〉 = 0. Now the Schrödinger equation
is H1|ψin,1〉

τ †1 |ψin,1〉
0

+H|ψR〉 = E+

|ψin,1〉0
0

+ E+|ψR〉 (A.19)

The second row gives the solution of the retarded response

(E+ −H)|ψR〉 = τ †1 |ψin,1〉

|ψR〉 = G+τ †1 |ψin,1〉 (A.20)

Since the incoming wave is fully re�ected, the wavefunction of the center region contains
a response part only

|ψ2〉 = G+
2 τ
†
1 |ψin,1〉 (A.21)

Using the �rst row of Equ. A.2 one gets

|ψ1〉 = g+
1 τ1|ψ2〉 (A.22)

and for the third row of Equ. A.2 one gets

|ψ3〉 = g+
3 τ3|ψ2〉 (A.23)

With Eqs. A.22 and A.23 one can obtain the wavefunction of the left and the wavefunction
of the right part

|ψ1〉 =
(

1 + g+
1 τ1G

+
2 τ
†
1

)
|ψin,1〉 (A.24)

|ψ3〉 = g+
3 τ3G

+
2 τ
†
1 |ψin,1〉 (A.25)

Notice, that to the left part the incoming wave has been added.

A.1.3. Electric current through center region

The probability to �nd an electron at the center region is given by the sum

P =
∑
j

|ψj |2 (A.26)

where j labels the energy levels of the center region. For a system in equilibrium the
probability P is conserved.

0 =
∂P

∂t
=

∂

∂t

∑
j

|ψj |2 =
∑
j

∂〈ψ|j〉〈j|ψ〉
∂t

=
∑
j

 ∂〈ψ|j〉
∂t︸ ︷︷ ︸

= i
~ 〈ψ|H|j〉

〈j|ψ〉+ 〈ψ|j〉 ∂〈j|ψ〉
∂t︸ ︷︷ ︸

=− i
~ 〈j|H|ψ〉


=
i

~
∑
j

(〈ψ|H|j〉〈j|ψ〉 − 〈ψ|j〉〈j|H|ψ〉)

=
i

~
(〈ψ|H|ψ2〉 − 〈ψ2|H|ψ〉) (A.27)
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The full wavefunction ψ has been projected onto the energy level expansion of the cen-
ter region, which equals the center region wavefunction |ψ2〉 =

∑
j |j〉〈j|ψ〉. The matrix

element of the �rst expression reads

〈ψ|H|ψ2〉 =

〈ψ1|
〈ψ2|
〈ψ3|

H1 τ1 0

τ †1 H2 τ †3
0 τ3 H3

 0
|ψ2〉

0


= 〈ψ1|τ1|ψ2〉+ 〈ψ2|H2|ψ2〉+ 〈ψ3|τ3|ψ2〉 (A.28)

and the matrix element of the second expression reads

〈ψ2|H|ψ〉 =

 0
〈ψ2|

0

H1 τ1 0

τ †1 H2 τ †3
0 τ3 H3

|ψ1〉
|ψ2〉
|ψ3〉


= 〈ψ2|τ †1 |ψ1〉+ 〈ψ2|H2|ψ2〉+ 〈ψ2|τ †3 |ψ3〉 (A.29)

Substitution into the temporal derivative of the probability P gives

0 =
∂P

∂t
=
i

~

(
〈ψ1|τ1|ψ2〉 − 〈ψ2|τ †1 |ψ1〉

)
+
i

~

(
〈ψ3|τ3|ψ2〉 − 〈ψ2|τ †3 |ψ3〉

)
(A.30)

The �rst part multiplied by the electron charge (−e)

i3→1 ≡ −
ie

~

(
〈ψ1|τ1|ψ2〉 − 〈ψ2|τ †1 |ψ1〉

)
(A.31)

is the electric current for an incoming electron moving from right to left. The second part
multiplied by the electron charge (−e)

i1→3 ≡ −
ie

~

(
〈ψ3|τ3|ψ2〉 − 〈ψ2|τ †3 |ψ3〉

)
(A.32)

is the electric current for an incoming electron moving from left to right. Further one can
rewrite the current i1→3 by using Eqs. A.21 and A.25

i1→3 = − ie
~

(
〈ψ3|τ3|ψ2〉 − 〈ψ2|τ †3 |ψ3〉

)
= − ie

~

(
〈ψin,1|τ1G

+†
2 τ †3g

+†
3 τ3G

+
2 τ
†
1 |ψin,1〉 −

〈ψin,1|τ1G
+†
2 τ †3g

+
3 τ3G

+
2 τ
†
1 |ψin,1〉

)
= − ie

~

(
〈ψin,1|τ1G

+†
2 τ †3(g+†

3 − g
+
3 )τ3G

+
2 τ
†
1 |ψin,1〉

)
=
e

~
〈ψin,1|τ1G

+†
2 Γ+

3 G
+
2 τ
†
1 |ψin,1〉 (A.33)

where Γ+
3 = −iτ †3(g+†

3 − g
+
3 )τ3. The current from left to right can be obtained by sum-

marising over all incoming waves |ψin,1,n〉 which are re�ected at the end of the left part.

I1→3 = 2
e

~
∑
n

f(En, µ1)〈ψin,1,n|τ1G
+†
2 Γ+

3 G
+
2 τ
†
1 |ψin,1,n〉

= 2
e

~

∫
f(E,µ1)

∑
n

δ(E − En)〈ψin,1,n|τ1G
+†
2 Γ+

3 G
+
2 τ
†
1 |ψin,1,n〉dE (A.34)
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The factor 2 describes the spin of the electron. In order to write the current as a useful
expression, one can use the partition of the unit and Equ. A.17.

I1→3 = 2
e

~

∫
f(E − µL)

∑
n

δ(E − En)〈ψin,1,n|τ11G+†
2 Γ+

3 G
+
2 τ
†
1 |ψin,1,n〉dE

= 2
e

~

∫
f(E − µL)

∑
m,n

δ(E − En)〈ψin,1,n|τ1|m〉〈m|G+†
2 Γ+

3 G
+
2 τ
†
1 |ψin,1,n〉dE

= 2
e

~

∫
f(E − µL)

∑
m

〈m|G+†
2 Γ+

3 G
+
2 τ
†
1 ·(∑

n

δ(E − En)|ψin,1,n〉〈ψin,1,n|

)
τ1|m〉dE

= 2
e

~

∫
f(E − µL)

∑
m

〈m|G+†
2 Γ+

3 G
+
2 τ
†
1

a+
1

2π
τ1|m〉dE

=
2e

h

∫
f(E − µL)Tr

(
G+†

2 Γ+
3 G

+
2 Γ1

)
dE (A.35)

where f(x) = 1
1+exp{ x

kBT
} and Γ+

1 = τ †1a
+
1 τ1 = −iτ †1(g+†

1 −g
+
1 )τ1. For the current from right

to left one considers an incoming wave from the right side. One can set |ψin,1〉 = |ψin,2〉 = 0
and rewrite the second row of Equ. A.18. Further the total wavefunction reads|ψ1〉

|ψ2〉
|ψ3〉

 =

g+
1 τ1G

+
2 τ
†
3 |ψin,3〉

G+
2 τ
†
3 |ψin,3〉

g+
3 τ3G

+
2 τ
†
3 |ψin,3〉

 (A.36)

and one can write

i3→1 = − ie
~

(
〈ψ1|τ1|ψ2〉 − 〈ψ2|τ †1 |ψ1〉

)
= − ie

~

(
〈ψin,3|τ3G

+†
2 τ †1g

+†
1 τ1G

+
2 τ
†
3 |ψin,3〉 − 〈ψin,3|τ3G

+†
2 τ †1g

+
1 τ1G

+
2 τ
†
3 |ψin,3〉

)
= − ie

~

(
〈ψin,3|τ3G

+†
2 τ †1(g+†

1 − g
+
1 )τ1G

+
2 τ
†
3 |ψin,3〉

)
=
e

~
〈ψin,3|τ3G

+†
2 Γ+

1 G
+
2 τ
†
3 |ψin,3〉 (A.37)

The current from right to left is

I3→1 = 2
e

~

∫
f(E − µR)

∑
n

δ(E − En)〈ψin,3,n|τ3G
+†
2 Γ+

1 G
+
2 τ
†
3 |ψin,3,n〉dE

=
2e

h

∫
f(E − µR)Tr

(
G+†

2 Γ+
3 G

+
2 Γ1

)
dE (A.38)

The total current from left to right is the di�erence

I = I1→3 − I3→1

=
2e

h

∫ (
f(E − µL)− f(E − µR)

)
Tr
(
G+†

2 Γ+
3 G

+
2 Γ1

)
dE (A.39)

A comparison with Eqn. 4.20 gives an expression for the transmission function

T (E) = Tr
(
G+†

2 Γ+
3 G

+
2 Γ1

)
(A.40)
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A.2. Longitudinal and Transversal Current

A current J(r, t) can be separated into a longitudinal and a transversal part [32].

J(r, t) = JL(r, t) + JT (r, t) (A.41)

The longitudinal part reads

JL(r, t) = − 1

4π
∇
∫
∇ · J(r′, t)

|r− r′|
dτ ′ (A.42)

and the transversal part reads

JT (r, t) =
1

4π
∇×

(
∇×

∫
J(r′, t)

|r− r′|
dτ ′
)

(A.43)

By applying the continuity equation

∇ · J(r, t) = −∂ρ(r, t)

∂t
= iωρ(r, t) (A.44)

where ρ(r, t) = ρ(r)e−iωt has been used, the longitudinal part can be expressed by

JL(r, t) = − 1

4π
∇
∫
iωρ(r′, t)

|r− r′|
dτ ′ = − iω

4π
∇VH(r, t) (A.45)

and further the transversal current can be expressed by

JT (r, t) = J(r, t)− JL(r, t) = J(r, t) +
iω

4π
∇VH(r, t) (A.46)
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A.3. Linear Response Theory

First, we start with a stationary system. Let H0 be the Hamiltonian of the stationary
system. The stationary Schrödinger equation reads H0ψ = Eψ. The density reads then
ρ0 = |ψ〉〈ψ|. Let En be the energy eigenvalues and let |n〉 be the eigenstates forming an
orthonormal basis set

{
|n〉
∣∣n ∈ N0

}
. Then for a pure state |n〉 it follows H0|n〉 = En|n〉.

Now, let us consider a perturbed system

H = H0 +H ′ = H0 −AK(t) (A.47)

where K is the force corresponding to the perturbation [84]. The density can be separated
into two parts ρ = ρ0 + δρ, the stationary part ρ0 and the response part caused by H ′.
The time evolution of the density ρ is given by the von Neumann1 equation

iρ̇ = [H, ρ] = Hρ− ρH (A.48)

For the stationary system the von Neumann equation reads iρ̇0 = [H0, ρ0]. We assume
that the perturbation is small and keep only linear terms. All terms of higher orders are
neglected, e.g. [H ′, δρ] ' 0. The time evolution of ρ reads

iρ̇ =[H, ρ] (A.49)

i (ρ̇0 + δρ̇) =[H0 +H ′, ρ0 + δρ] (A.50)

= [H0, ρ0]︸ ︷︷ ︸
=iρ̇0

+[H ′, ρ0] + [H0, δρ] + [H ′, δρ]︸ ︷︷ ︸
'0

(A.51)

iδρ̇ =[H ′, ρ0] + [H0, δρ] (A.52)

where [H ′, ρ0] describes the propagation of δρ.
The time-dependent Schrödinger equation reads

iψ̇ = H0ψ +H ′ψ. (A.53)

Switching to the interaction picture2 one gets ψI = eiH0tψ = U0ψ and further ψ =
e−iH0tψI = U+

0 ψI . Inserting the latter expression into Eqn. A.53 gives

iψ̇ =H0ψ +H ′ψ (A.54)

i
(
−iH0e

−iH0tψI + e−iH0tψ̇I

)
=
(
H0 +H ′

)
e−iH0tψI (A.55)

iψ̇I =eiH0tH ′e−iH0tψI (A.56)

iψ̇I =H ′IψI (A.57)

In the interaction picture the density reads ρI = U+
0 ρU0 and further ρ = U0ρIU

+
0 . The

time evolution of δρ is given by

iδρ̇ =i∂t
(
U0δρIU

+
0

)
(A.58)

[H ′, ρ0] + [H0, δρ] =H0δρ+ U0iδρ̇IU
+
0 − δρH0 (A.59)

[H ′, ρ0] =U0iδρ̇IU
+
0 (A.60)

1John von Neumann, Hungarian mathematician, physicist and computer scientist, *1903, +1957.
2Be not confused with the related Heisenberg picture ψH = eiHtψ.
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Continuing by switching left and right hand side of the latter equation gives

iδρ̇I =U+
0 [H ′, ρ0]U0 (A.61)

=U+
0

(
H ′U0U

+
0 ρ0 − ρ0U0U

+
0 H

′)U0 (A.62)

=
(
U+

0 H
′U0U

+
0 ρ0U0 − U+

0 ρ0U0U
+
0 H

′U0

)
(A.63)

=
(
H ′IU

+
0 ρ0U0 − U+

0 ρ0U0H
′
I

)
(A.64)

=
(
H ′Iρ0 − ρ0H

′
I

)
(A.65)

=[H ′I , ρ0] (A.66)

δρI(t)− δρI(t0) =− i
∫ t

t0

[H ′I(t
′), ρ0]dt′ (A.67)

Let B(t) be a physical quantity of the considered system. The expectation value 〈B(t)〉
can be written by using the trace function and the density operator

〈B(t)〉 =tr{ρ(t)B(t)} (A.68)

=tr{(δρ(t) + ρ0)B(t)} (A.69)

=tr{δρ(t)B(t)}+ tr{ρ0B(t)} (A.70)

=tr{δρ(t)B(t)}+ 〈B(t)〉0 (A.71)

Further one gets

〈B(t)〉 − 〈B(t)〉0 =tr{δρ(t)B(t)} (A.72)

=tr
{
U0U

+
0 δρ(t)U0U

+
0 B(t)

}
(A.73)

=tr
{
U+

0 δρ(t)U0U
+
0 B(t)U0

}
(A.74)

=tr
{
δρI(t)BI(t)

}
(A.75)

By utilizing Eqn. A.67 and assuming that tr{δρI(t0)BI(t)} = 0 one gets

〈B(t)〉 − 〈B(t)〉0 =tr
{
δρI(t)BI(t)

}
(A.76)

= tr{δρI(t0)BI(t)} − i
∫ t

t0

tr
{

[H ′I(t
′), ρ0]BI(t)

}
dt′ (A.77)

= i

∫ t

t0

tr
{

[AI(t
′)K(t′), ρ0]BI(t)

}
dt′ (A.78)

= i

∫ t

t0

tr
{
AI(t

′)K(t′)ρ0BI(t)− ρ0AI(t
′)K(t′)BI(t)

}
dt′ (A.79)

= i

∫ t

t0

tr
{
AI(t

′)ρ0BI(t)− ρ0AI(t
′)BI(t)

}
K(t′)dt′ (A.80)

= i

∫ t

t0

tr
{
ρ0BI(t)AI(t

′)− ρ0AI(t
′)BI(t)

}
K(t′)dt′ (A.81)

= i

∫ t

t0

tr
{
ρ0[BI(t), AI(t

′)]
}
K(t′)dt′ (A.82)

This leads directly to the de�nition of the correlation function

χAB(t, t′) ≡ iθ(t− t′)tr
{
ρ0[AI(t), BI(t

′)]
}

(A.83)

Correlation Function
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Further one can show that χAB(t, t′) = χAB(t − t′). Additionally, the Heaviside step

function θ(t− t′) ≡

{
1 for x > 0

0 for x ≤ 0
has been introduced to ensure the causality principle3.

The linear response of the quantity B is given by

δ〈B(t)〉 = 〈B(t)〉 − 〈B(t)〉0 =

∫ t

t0

χBA(t− t′)K(t′)dt′. (A.84)

Using τ = t− t′ the Fourier-transform of the correlation function reads

χAB(ω) =

∫ ∞
0

χAB(τ)e−iωτdτ. (A.85)

where the integral starts from zero instead of minus in�nity because the integrand is zero
for negative τ due to the Heaviside step function. Further we consider adiabatic turn-on
and insert an in�nitesimal η → 0+.

χAB(ω) =i

∫ ∞
0

tr
{
ρ0[AI(t), BI(t

′)]}
}
e−i(ω+iη)τdτ (A.86)

=i

∫ ∞
0

tr
{
ρ0

(
AI(t)BI(t

′)−BI(t′)AI(t)
)}
e−i(ω+iη)τdτ (A.87)

Next we use the orthonormal eigenstate basis set
{
|n〉
∣∣n ∈ N0

}
and write the density

of the stationary system as ρ0 =
∑

n fn|n〉〈n| where f is the distribution function, e.g.
Fermi-Dirac distribution.

χAB(ω) =i

∫ ∞
0

tr
{∑

m

fm|m〉〈m|AI(t)BI(t′)−
∑
n

fn|n〉〈n|BI(t′)AI(t)
}
e−i(ω+iη)τdτ

(A.88)

=i

∫ ∞
0

tr
{∑

m

fm〈m|U+
0 (t)AU0(t)U+

0 (t′)BU0(t′)|m〉

−
∑
n

fn〈n|U+
0 (t′)BU0(t′)U+

0 (t)AU0(t)|n〉
}
e−i(ω+iη)τdτ (A.89)

Inserting twice the identity
∑

n |n〉〈n| = 1 we get

χAB(ω) =i

∫ ∞
0

{∑
m

fm〈m|U+
0 (t)AU0(t)

∑
n

|n〉〈n|U+
0 (t′)BU0(t′)|m〉

−
∑
n

fn〈n|U+
0 (t′)BU0(t′)

∑
m

|m〉〈m|U+
0 (t)AU0(t)|n〉

}
e−i(ω+iη)τdτ

(A.90)

=i

∫ ∞
0

∑
m,n

{
fm〈m|U+

0 (t)AU0(t)|n〉〈n|U+
0 (t′)BU0(t′)|m〉

− fn〈n|U+
0 (t′)BU0(t′)|m〉〈m|U+

0 (t)AU0(t)|n〉
}
e−i(ω+iη)τdτ (A.91)

=i

∫ ∞
0

∑
m,n

(
fm − fn

)
〈m|U+

0 (t)AU0(t)|n〉〈n|U+
0 (t′)BU0(t′)|m〉e−i(ω+iη)τdτ

(A.92)

3The response to the perturbation is not before it has been turned on.
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Using U0(t)|n〉 = eiH0t|n〉 = eiEnt|n〉 gives

χAB(ω) =i

∫ ∞
0

∑
m,n

(
fm − fn

)
〈m|e−iEmtAeiEnt|n〉〈n|e−iEnt′BeiEmt′ |m〉e−i(ω+iη)τdτ

(A.93)

=i

∫ ∞
0

∑
m,n

(
fm − fn

)
〈m|A|n〉〈n|B|m〉e−i(ω+Em−En+iη)τdτ (A.94)

=i
∑
m,n

e−i(ω+Em−En+iη)τ

−i(ω + Em − En + iη)

∣∣∣∣∣
τ=∞

τ=0

(
fm − fn

)
〈m|A|n〉〈n|B|m〉 (A.95)

Finally we have

χAB(ω) = lim
η→0+

∑
m,n

fm − fn
ω + Em − En + iη

〈m|A|n〉〈n|B|m〉 (A.96)

Fourier-transform of the Correlation Function
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A.4. Hartree potentials for 1D in 3D

The scalar Hartree potential is given in Equ. 6.60 which can be written as

VH(x, y) =

∫
n(x′)GH(x, x′, y)dx′ (A.97)

where GH(x, x′, y) = 2π
k‖
eik‖ye−|k‖|·|x−x

′|. The e�ective scalar potential reads

Vs(x, y) = Vext(x) + VH(x, y) + Vxc(x) (A.98)

The e�ective vector potential reads

As(x, y) = Aext(x) + AH(x, y) + Axc(x) (A.99)

In a �rst approximation the exchange-correlation part can be neglected. The vector Hartree
potential needs a little more work.

AH(r, t) =
1

c

∫
JT (r′, tr)

|r− r′|
dτ ′ (A.100)

For the transversal current we can use (see A.2)

JT (r, t) = J(r, t)− JL(r, t) = J(r, t) +
iω

4π
∇rVH(r, t). (A.101)

The gradient of the scalar Hartree potential VH(x, y) reads

∇rVH(x, y) =ex

(
∂x

∫
n(x′)GH(x, x′, y)dx′

)
(A.102)

+ ey

(
∂y

∫
n(x′)GH(x, x′, y)dx′

)
(A.103)

=ex

(
− |k‖|

∫
n(x′)sign(x− x′)GH(x, x′, y)dx′

)
(A.104)

+ ey

(
ik‖VH(x, y)

)
(A.105)

where the sign-function has been used. The transversal current is then

JT (x, y) = J(x, y) +
iω

4π

∫
n(x′)a(x, x′)GH(x, x′, y)dx′ (A.106)

where the previously de�ned a(x, x′) has been used. The vector Hartree potential conse-
quently reads

AH(x, y, z) =
1

c

∫∫ [ J(x′, y′)

|(x− x′)2 + (y − y′)2 + (z − z′)2|
(A.107)

+
iω

4π

∫
n(x′′)a(x′, x′′)GH(x′, x′′, y′)

|(x− x′)2 + (y − y′)2 + (z − z′)2|
dx′′
]
dx′dy′dz′. (A.108)

Applying cylindrical coordinate substitution y′− y = ρ cos(φ) and z′− z = ρ sin(φ) results

AH(x, y) =
1

c
eik‖y

∫ ∫ ∞
ρ=0

∫ 2π

φ=0

[ J(x′)eik‖ρ cos(φ)

|(x− x′)2 + ρ2|
(A.109)

+
iω

4π

∫
n(x′′)2πa(x′, x′′)eik‖y

′
e−k‖|x

′−x′′|

|k‖||(x− x′)2 + ρ2|
dx′′
]
dx′ρdρdφ (A.110)

=
1

c
eik‖y

∫ ∫ ∞
ρ=0

∫ 2π

φ=0

[ J(x′)eik‖ρ cos(φ)

|(x− x′)2 + ρ2|
(A.111)

+
iω

4π

∫
n(x′′)2πa(x′, x′′)eik‖ρ cos(φ)e−k‖|x

′−x′′|

|k‖| · |(x− x′)2 + ρ2|
dx′′
]
dx′ρdρdφ (A.112)
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By using the Bessel function of �rst kind J0 [86] one gets

AH(x, y) =
1

c
eik‖y

∫ ∫ ∞
ρ=0

2πJ0(k‖ρ)
[ J(x′)

|(x− x′)2 + ρ2|
(A.113)

+
iω

4π

∫
n(x′′)2πa(x′, x′′)e−k‖|x

′−x′′|

|k‖| · |(x− x′)2 + ρ2|
dx′′
]
dx′ρdρ. (A.114)

The integration over ρ (by substituting u = k‖ρ) results in

AH(x, y) =
1

c
eik‖y

2π

|k‖|

∫
e−|k‖(x−x

′)|
[
J(x′) +

iω

4π

2π

|k‖|

∫
n(x′′)a(x′, x′′)e−|k‖(x

′−x′′)|dx′′
]
dx′.

(A.115)

Finally, the vector Hartree potential reads

AH(x, y) =
1

c

∫ [
J(x′) +

iω

4π

(∫
n(x′′)a(x′, x′′)GH(x′, x′′, 0)dx′′

)]
GH(x, x′, y)dx′.

(A.116)

Vector Hartree potential for a 1D system in 3D
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A.5. Vector Potential of a Transverse Magnetic Wave

A transverse magnetic (TM) plane wave has a magnetic induction pointing perpendicular to
the direction of propagation of the electromagnetic wave and perpendicular to the electric
�eld. It is also known as a p-polarized wave. Without loss of generality one can de�ne the
coordinate system such that the magnetic induction reads

B = B0e
i(k·r−ωt)

0
1
0

 (A.117)

Assuming

A = A0e
i(k·r−ωt) (A.118)

where A0 does not depend on r and

k =

k‖0
k⊥

 = k

sin θ1

0
cos θ1

 (A.119)

where k = |k| = ω
c

√
εµ and θ1 is the incident angle [1]. Using Coulomb gauge one has

∇ ·A =0 (A.120)

ik ·A =0 (A.121)

k‖A0,x + k⊥A0,z =0 (A.122)

Further utilizing the connection of the magnetic induction and the vector potential gives

B =∇×A (A.123)

=

∂yAz − ∂zAy∂zAx − ∂xAz
∂xAy − ∂yAx

 (A.124)

=B0e
i(k·r−ωt)

0
1
0

 (A.125)

We take a look on the �rst component ∂yAz − ∂zAy = 0. Since Az ∝ ei(k‖x+k⊥z−ωt) does
not depend on y one has ∂yAz = 0 and further ∂zAy = 0 what states that Ay does not
depend on z. Analogously the third component concludes that Ay does not depend on x,
hence Ay is constant and consequently A0,y = 0. The second component reads

∂zAx − ∂xAz =B0e
i(k·r−ωt) (A.126)

ik⊥A0,x − ik‖A0,z =B0 (A.127)

Together with Equ. A.122 one has a linear system to determine the components of A0.

k‖A0,x + k⊥A0,z =0 (A.128)

ik⊥A0,x − ik‖A0,z =B0 (A.129)

by using matrix representation one gets(
0
B0

)
=

(
k‖ k⊥
ik⊥ −ik‖

)(
A0,x

A0,z

)
= M̂

(
A0,x

A0,z

)
(A.130)

93



A. Appendix

The inverse of M̂ is

M̂−1 =
1

k2

(
k‖ −ik⊥
k⊥ ik‖

)
(A.131)

The x and z components of A0 reads(
A0,x

A0,z

)
= M̂−1

(
0
B0

)
=

iB0c

ω
√
εµ

(
− cos θ1

sin θ1

)
. (A.132)
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A.6. Vector Potential of Evanescent Fields

In this appendix section we consider a two-half in�nite layer system, e.g. glass layer and
air/vacuum layer. The surface boundary between both layers is located at z = 0. The
glass layer is given at the left side (z < 0). Assuming an incident p-polarized plane wave
coming from the left side (z < 0). Depending on the indicent angle, parts of the wave are
re�ected and transmitted. We denote the left layer (z < 0) as medium 1, and the right
layer (z > 0) as medium 2. The wave vector of the incident wave in medium 1 reads

k1 = k1

sin θ1

0
cos θ1

 (A.133)

where θ1 is the incident angle (For θ1 = 0 the incident wave is perpendicular to the layer
boundary). The amplitude is given by k1 = ω

c

√
ε1µ1 [1]. Since the incident wave is p-

polarized, the magnetic induction points in y-direction only

B1 = ŷB0e
i(k1·r−ωt) (A.134)

Using k1 ×B1 = ε1k1E1 the electric �eld of the incident wave can be computed

E1 =
B0

ε1
ei(k1·r−ωt)

− cos θ1

0
sin θ1

 (A.135)

The amplitude of the wave vector in the second medium is given by k2 = ω
c

√
ε2µ2 [1]. The

wave vector reads

k2 =

 k1 sin θ1

0

k2

√
1− ñ2 sin2 θ1

 (A.136)

where ñ =
√
ε1µ1√
ε2µ2

and by using k2
2,z = k2

2 − k2
2,x. The amplitude of the transmitted electric

�eld can be obtained by the usage of the Fresnel coe�cients. The electric �eld in medium
2 reads

E2 =
B0

ε1

2ε2k1z

ε2k1,z + ε1k2,z
ei(k2·r−ωt)

−
√

1− ñ2 sin2 θ1

0
ñ sin θ1

 (A.137)

By using E = − ∂
∂tA − ∇φ and ∂

∂tE2 = −iωE2 one can write the vector potential in the
second medium as

A2 =
i

ω
E2. (A.138)

In the case that medium 1 is glass (e.g. ε1 = 2.25) and medium 2 is air (ε2 = 1) a
critical angle θc exists, where for θ > θc total re�ection occurs (θc = 41.8◦) [1]. For such
angles the wavenumber k2 becomes a negative imaginary number and as a result the wave
decays exponentially into the second medium. Such a decaying wave is called evanescent
wave and it can excite a plasmon polariton in a near located metal layer surface (Otto-
or Kretschmann geometry) [1].
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A.7. Correlation Functions in 1D

By using Kohn-Sham wavefunctions

|n〉 = eip·rφn(x) (A.139)

where p is the parallel momentum, the Fourier-transform of the correlation function reads

χA,B(ω) =
∑
m,n

∑
p,p′

fm − fn
ω + ωmn + i0+

·
(
e−ip·rφ∗m(x)A(r)eip

′·rφn(x)
)
·

·
(
e−ip

′·r′φ∗n(x′)B(r′)eip·r
′
φm(x′)

)
. (A.140)

A useful integral could be∫
e−ik‖(y−y

′)e−i(p−p
′)(y−y′)d(y − y′) = δp+k‖−p′ (A.141)

The di�erent wavevectors are important for the derivatives (J-operators) but not for the
distribution functions and energies.

χA,B,k‖(ω) =
∑
m,n

∑
p

fm − fn
ω + ωmn + i0+

·
(
e−ip·rφ∗m(x)A(r)ei(p+k‖)·rφn(x)

)
·

·
(
e−i(p+k‖)·r′φ∗n(x′)B(r′)eip·r

′
φm(x′)

)
(A.142)

Current operator: j = − i
2 (∇−∇+), where ∇+ is the di�erentiation w.r.t. left hand side.

Density operator: r = δ(r− r′)

rmn =〈p,m|r|p+ k‖, n〉 ' φ∗m(x)φn(x) (A.143)

jmn =〈p,m|jx|p+ k‖, n〉 ' −
i

2
{φ∗m(x)

∂φn(x)

∂x
− ∂φ∗m(x)

∂x
φn(x)}

〈p,m|jy|p+ k‖, n〉 ' −
i

2
i(p+ k‖ + p)rmn = (p+

k‖

2
)rmn

〈p+ k‖,m|jy|p, n〉 ' −
i

2
i(p+ p+ k‖)rmn = (p+

k‖

2
)rmn (A.144)

For the correlation functions we have

χρ,ρ '
∑
m,n,p

fm,p − fn,p
ω + ωm,n + i0+

rm,n(x)rn,m(x′) (A.145)

χρ,x '
∑
m,n,p

fm,p − fn,p
ω + ωm,n + i0+

rm,n(x)jn,m(x′) (A.146)

χρ,y '
k‖

2
χρ,ρ (A.147)

χx,ρ '
∑
m,n,p

fm,p − fn,p
ω + ωm,n + i0+

jm,n(x)rn,m(x′) = χ+
ρ,x (A.148)

χy,ρ '
k‖

2
χρ,ρ (A.149)

χx,x '
∑
m,n,p

fm,p − fn,p
ω + ωm,n + i0+

jm,n(x)jn,m(x′) (A.150)

χx,y '
k‖

2
χx,ρ =

k‖

2
χ+
ρ,x (A.151)

χy,x '
k‖

2
χρ,x =

k‖

2
χ+
x,ρ (A.152)

χy,y '
k2
‖

4
χρ,ρ +

∑
m,n,p

fm,p − fn,p
ω + ωm,n + i0+

rm,n(x)rn,m(x′)p2 (A.153)
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To the lowest order of approximation we only keep χρ,ρ, χρ,x, χx,ρ, χx,x with k‖ � 1 in
atomic units.
Applying this approximation onto matrix equation Equ. 6.29, one yields the simpli�ed

matrix equation (
m11 m12

m21 m22

)
·
(
δVs
δAs,x

)
=

(
δVext
δAext,x

)
(A.154)

where for x one can substitute any other direction.
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A.8. Polarization Function

P (r, r′, τ) = −iΘ(τ)〈[n(r, τ), n(r′, τ)]〉 (A.155)

For a homogeneous electron gas the polarization function depends on relative spatial co-
ordinates.

P (r, r′, τ) 7−→ P (r− r′, τ) (A.156)

The Fourier-transformed polarization function reads

Pq,q′(τ) =

∫
e−i(q·r−q

′·r′)P (r− r′, τ)d3rd3r′ =

=

∫
e−i(q−q

′)·Rd3R︸ ︷︷ ︸
δq,q′

∫
e−i(q+q′)·D

2 P (D, τ)d3D

=

∫
e−iq·DP (D, τ)d3D

Pq(τ) =

∫
e−iq·DP (D, τ)d3D (A.157)

where a coordinate transformation with a center of mass coordinate R = 1
2(r + r′) and a

relative coordinate D = r− r′ has been used.

P (x, x′, τ) =− iΘ(τ)

∫
P (r, r′, τ)d2r‖d

2r′‖

=− iΘ(τ)

∫
d2r‖d

2r′‖
∑
q

eiq·(r−r
′)Pq(τ)

=− iΘ(τ)
∑
qx

eiqx·(x−x
′)Pq(τ) (A.158)

P (x− x′, τ) = −iΘ(τ)

∫
eiq·(x−x

′)Pq(τ)
dq

2π
(A.159)

The static polarization function is given by

P (q, 0) =
kF
2π2

{
− 1 +

1

q

(
1− q2

4

)
ln

(∣∣∣∣1− q
2

1 + q
2

∣∣∣∣)} (A.160)

where q is in units of kF .

P (x, τ) =− iΘ(τ)

∫
eiqxPq(τ)

dq

2π

=− iΘ(τ)kF

∫
eiq̃kF xPq̃kF (τ)

dq̃

2π
(A.161)

where q̃ = kF q and hence dq̃ = kFdq.
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