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Abstract

The accurate theoretical description of organic-metal interfaces poses several challenges
to density functional calculations. In three separate projects centered on electronic
structure properties, we employ and compare various density functionals and dispersion
correction schemes. First, we conduct a comparative study on transition metal phthalo-
cyanine and porphine in the gas phase, which exhibit both, delocalized ligand states and
strongly localized d-states of the central transition metal for which we examine Mn, Fe,
Cu, Ni, Co and Zn. Our systematic comparison of accurate but expensive hybrid func-
tional calculations with the cheaper GGA+U approach is aiming at the optimal effective
U parameter. We find that GGA+U accurately describes non-magnetic systems but its
applicability becomes more challenging for magnetic ones. This shows that a detailed
study of individual transition metal complexes should always be conducted.

The second project is motivated by the on-surface synthesis of a well-ordered mono-
layer of the organic molecule peritetracene (peri4A) on Cu(111) from the precursor
molecule 1,1’-bitetracene (bi4A). The former is of significant interest due to its potential
as nanographene building block. Here, we analyze both molecules on Cu(111) in terms
of their adsorption geometries and electronic structure. We find a planar adsorption ge-
ometry for peri4A, confirmed by STM images, while bi4A gets only partially planarized
upon adsorption. Electronically, we observe charge transfer into the lowest unoccupied
molecular orbital in both systems.

Finally, we study the effect of electric fields on the electronic structure of organic-metal
interfaces exemplified for three prototypical systems. Here, charge transfer is induced
by the vibrational motion of the molecule perpendicular to the substrate plane and the
polarization in response to the electric field. For the former effect, we study various van
der Waals functionals identifying the Tkatchenko-Scheffler and optB86b-vdW schemes as
the most reliable ones. By analyzing the electric field induced charge density differences
and the density of states, we show how the electric field affects charge transfer at the
interface. Future angle-resolved photoemission spectroscopy experiments will put our
theoretical findings to the test.
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Kurzfassung

Eine genaue theoretische Beschreibung von organisch-metallischen Grenzflächen stellt
die Dichtefunktionaltheorie vor mehrere Herausforderungen. In drei Projekten mit dem
Fokus auf der elektronischen Struktur verwenden und vergleichen wir verschiedene Dichte-
funktionale und Dispersionskorrekturen. Zunächst führen wir eine vergleichende Studie
zu den Übergangsmetall-Phthalocyaninen und Porphinen in der Gasphase durch. Diese
Moleküle weisen sowohl delokalisierte Ligandenzustände als auch stark lokalisierte d-
Zustände im zentralen Übergangsmetall, für das wir Mn, Fe, Cu, Ni, Co und Zn her-
anziehen, auf. Unser systematischer Vergleich der genauen, aber rechenintensiven Hybrid-
funktional-Berechnungen mit dem numerisch günstigeren GGA+U -Ansatz konzentriert
sich auf den optimalen effektiven U -Parameter. Unsere Analyse zeigt, dass GGA+U
nicht-magnetische Systeme genau beschreibt, jedoch für magnetische Systeme problema-
tisch ist. Dies unterstreicht, dass eine detaillierte Untersuchung einzelner Übergangsmet-
allkomplexe immer durchgeführt werden sollte.

Das zweite Projekt ist inspiriert von der Oberflächensynthese einer wohlgeordneten
Monolage des organischen Moleküls Peritetracen (peri4A) auf Cu(111) aus dem Vor-
läufermolekül 1,1’-Bitetracen (bi4A). Ersteres hat großes Potential als Baustein für
Nanographen. In dieser Arbeit analysieren wir beide Moleküle auf Cu(111) hinsichtlich
ihrer Adsorptionsgeometrien und elektronischen Struktur. Wir finden eine planare Ad-
sorptionsgeometrie für peri4A, bestätigt durch STM-Bilder, während bi4A bei der Ad-
sorption nur teilweise planarisiert wird. Die elektronische Struktur ist in beiden Syste-
men durch einen Ladungstransfer in das unterste unbesetzte Molekülorbital gekennze-
ichnet.

Abschließend untersuchen wir den Einfluss elektrischer Felder auf die elektronische
Struktur von organisch-metallischen Grenzflächen am Beispiel dreier prototypischer Sys-
teme. Als Reaktion auf das externe elektrische Feld wird der Ladungstransfer einer-
seits durch die Schwingungsbewegung des Moleküls senkrecht zur Substratebene und
andererseits durch die Polarisation der Grenzfläche induziert. Für den ersteren Effekt
untersuchen wir verschiedene Van-der-Waals-Funktionale und identifizieren dabei die
Tkatchenko-Scheffler und die optB86b-vdW Methode als die Zuverlässigsten. Durch die
Analyse der durch das elektrische Feld induzierten Ladungsdichteunterschiede und der
Zustandsdichte zeigen wir, wie das elektrische Feld den Ladungstransfer an der Gren-
zfläche beeinflusst. Zukünftige Experimente zur winkelaufgelösten Photoemissionsspek-
troskopie werden unsere theoretischen Erkenntnisse auf die Probe stellen.
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1 Introduction

Over the past two decades, the field of organic electronics and optoelectronics has gained
a lot of attention due to their potential technological applications, such as organic light
emitting diodes (OLEDs), photovoltaics (OPVs), and field effect transistors (OFETs)
[1]. Unsurprisingly, also the number of experimental and theoretical studies on organic-
metal interfaces, as formed by adsorption of organic or metal-organic compounds on
metallic substrates, has been steadily increasing [2]. Theoretically, the focus has been
put on an accurate description of the electronic structure of these organic and inorganic
components, since the accuracy influences bond lengths and adsorption distances and
therefore, the level alignment and charge transfer at the interface [3, 4]. However, achiev-
ing high accuracy in the description of the electronic structure is a challenging task due
to the variety of physical effects that need to be captured. The choice of the level of
theory often involves finding a balance between accuracy and computational cost. In
this thesis, electronic structure calculations are performed for different metal-organic
compounds and organic-metal interfaces using the Vienna Ab Initio Simulation Package
(VASP) [5–7], a widely used density functional theory (DFT) code. The study comprises
three projects, each pursued with specific research objectives. Despite the diversity in
project goals, a common focus lies on the analysis of the electronic structure properties
by employing and comparing various methods to provide sufficient accuracy.

The thesis comprises the following three projects: The description of transition metal
complexes, a specific class of metal-organic compounds, in the gas phase with an empha-
sis on the difference between hybrid functional calculations and GGA+U calculations;
the theoretical part of a joint experimental and theoretical study on two tetracene (4A)
derivatives on the Cu(111) surface and, finally, the study of organic-metal interfaces in
static electric fields. Prior to these chapters, we outline the theory underlying density
functional calculations and explain the electronic structure methods used throughout
this thesis.

The first project, summarized in Chapter 3, discusses the two promising transition
metal complexes, namely transition metal phthalocyanine (TMPc, TM(C8H4N2)4) and
porphine (TMP, TM(C20H12N4)), since these show highly interesting electronic and mag-
netic properties that can be exploited in various technological fields, such as optoelec-
tronics, spintronics and quantum computing [8–10]. The description of their electronic
structure within a density functional framework is complicated by the fact that these
molecules exhibit highly delocalized states extending over the entire molecule as well
as strongly localized states originating from the d-states of the central transition metal
atom. Usually, hybrid functional calculations are performed for an accurate characteri-
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CHAPTER 1. INTRODUCTION

zation due to the inclusion of some exact exchange in the energy functional. However,
when dealing with interfaces, these calculations are computationally too expensive. Our
study therefore aims to describe the d-orbital energies of TMPc and TMP with the same
accuracy as the two hybrid functionals, HSE06 [11] and PBEh [12–14], but by using
the much cheaper GGA+U approach [15]. In particular, we are interested in obtaining
the optimal Ueff value of Dudarev’s approach [16] that gives comparable results to the
hybrid calculations for the corresponding transition metal complex. A similar study has
already been done for TMPc for the following transition metals, Mn, Fe, Co, Ni and
Cu by Brumboiu et al. [17]. This thesis, therefore, extends the scope of analysis to
include ZnPc, as well as the molecule TMP to investigate, whether there are potential
parallels to TMPc. To reach this goal, we are comparing three aspects: The density of
states (DOS) projected onto the d-orbitals, the HOMO-LUMO gaps and the magnetic
moments.

The second project (Chapter 4) comprises the theoretical analysis of the two tetracene
derivatives, 1,1’-bitetracene (bi4A, C36H22) and peritetracene (peri4A, C36H18), on Cu(111).
In the experimental work, conducted at the University of Tübingen, the precursor
molecule bi4A was deposited and, subsequently, annealed on the Cu(111) substrate to
form a well-ordered monolayer of peri4A via an on-surface reaction. The latter is a
potential candidate as building block for zigzag-edged nanographenes which show inter-
esting electronic and magnetic properties [18–20] and has not been analyzed in detail
before. In order to investigate the electronic structure of these organic-metal interfaces
and to shed light on experimental scanning tunneling miscroscopy (STM) and ultraviolet
photoelectron spectroscopy (UPS) data, we have performed DFT calculations employ-
ing the repeated slab approach [21]. We utilized the generalized gradient approximation
(GGA) [22] for exchange-correlation effects and DFT-D3(zero) [23] to account for van
der Waals interactions. Specifically, our results include the analysis of charge rearrange-
ments upon adsorption, work function change, charge transfer and projections of the
DOS onto the molecular orbitals (MOPDOS) [24]. To additionally confirm the peri4A
monolayer formation, the (STM) image was simulated using the Tersoff-Haman approx-
imation [25, 26].

The third project, summarized in Chapter 5, can be regarded as forming the theoretical
groundwork towards electric field induced charge transfer at an organic-metal interface.
Experimentally, it is planned to drive charge transfer at the system’s interface with strong
THz pulses and observe it via angle-resolved photoemission spectroscopy (ARPES) for
the first time. This charge transfer is induced, on the one hand, by the vibration of the
molecule perpendicular to the substrate plane and, on the other hand, by the electronic
polarization within the system due to the applied field. Therefore, in a first step, we
calculate the frequency required to induce a collective vibrational motion of the two test
systems, namely para-hexaphenyl (6P, C36H26) on Cu(110) and 6P on Ag(110). These
systems are chosen to compare the effect of the substrate since copper interacts more
strongly with the adsorbate compared to silver. Furthermore, we combine this study
with a comparison of different local and nonlocal van der Waals functionals to analyze
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CHAPTER 1. INTRODUCTION

their performance on the adsorption distances and the frequencies.
Subsequently, for the simulation of the THz pulses, we approximate one half cycle of

the waveform by a static electric field. To analyze the influence on interfaces, electric
fields with field strengths ranging from -0.3 V/Å to 0.3 V/Å are applied in a direction
perpendicular to the substrate plane. To the two previously mentioned test systems, we
added perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA, C24H8O6) on Ag(110).
This choice enables us to additionally compare between a weak acceptor molecule (6P)
and a strong acceptor molecule (PTCDA). The interesting question is whether the geo-
metric changes or the purely electronic polarization influence the charge transfer at the
interface more strongly. To answer this question, we first analyze how the atoms within
the molecules rearrange in response to the electric field and investigate the changes in the
projected DOS for the considered field strengths. Second, we observe only the electronic
polarization by applying the field but fixing the geometry at the relaxed structures ob-
tained without electric field. In particular, we analyze the projected DOS, charge transfer
and electric field induced charge density difference in response to the electric field.
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2 Theory

The purpose of this section is to provide an introduction to density functional theory
(DFT) and the methodologies used for metal-organic interfaces. It discusses the approx-
imations for exchange-correlation effects used within DFT (see Section 2.3), including
the generalized gradient approximation (GGA) and hybrid functionals. Moreover, the
plane wave basis set and the repeated slab approach used for interface modeling are ex-
plained in Section 2.4, as well as a brief summary of the structure relaxation algorithm of
damped molecular dynamics. Additionally, the van der Waals correction schemes used
in this thesis are explained in Section 2.4.4. These are necessary for systems, such as
interfaces, where long-range dispersion forces are present.

2.1 The quantum mechanical many-electron problem

We start from the time-independent (i.e., stationary) non-relativistic Schrödinger equa-
tion for a system with N electrons at positions ri with spin σi and K nuclei at positions
Rk with charge numbers Zk and masses Mk,

Ĥ|Ψ⟩ = E|Ψ⟩. (2.1)

Here, E is the energy of a stationary state and Ψ({riσi}, {Rk}) the many-body wave
function depending on all electron positions and spins riσi as well as on all nuclear
positions Rk. The Hamiltonian consists of the kinetic energy of the electrons T̂e, the
electron-electron interaction V̂ee, the electron-nuclei interaction V̂en, the kinetic energy
of the nuclei T̂n and the nuclei-nuclei interaction V̂nn it is given by

Ĥ = −1

2

N∑
i=1

∆i +
1

2

∑
i ̸=j

1

|ri − rj |
−

N∑
i=1

K∑
k=1

Zk

|ri −Rk|
− 1

2

K∑
k=1

1

Mk
∆k +

1

2

∑
k ̸=l

ZkZl

|Rk −Rl|

= T̂e + V̂ee + V̂en + T̂n + V̂nn
(2.2)

Throughout the thesis, we will use atomic units where m = ℏ = 1 and e2

4πε0
= 1.

The coupled electron-nuclear problem described by the Hamiltonian (Eq. 2.2) cannot
be solved for complex systems, therefore, we use the Born-Oppenheimer approximation
to separate the nuclear and electronic motion [27]. This approximation makes use of the
fact that the electrons and nuclei move at different timescales which allows us to separate
the Hamiltonian into an electronic and nuclear part. As a result, the Hamiltonian for
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the electrons consists of the following three terms:

Ĥelec = −
∑
i

1

2
∆i +

N∑
i=1

vext(r) +
1

2

∑
i ̸=j

1

|ri − rj |
= T̂ + V̂ext + V̂ee, (2.3)

where vext(r) = −
∑K

k=1
Zk

|ri−Rk| is the electrostatic potential of all nuclei felt by one
electron. Solving the corresponding stationary Schrödinger equation gives us energies E
now also dependent on the nuclear positions as parameters.

ĤelecΨq({riσi}, {Rk}) = Eq({Rk})Ψq({ri, σi}, {Rk}), (2.4)

where Ψq is the many-electron wave function with q as an abbreviation for the set of
quantum numbers depending on the electron coordinates riσi and fixed nuclear position
Rk now as parameters. The Hamiltonian for the nuclei with the nuclear wave function
Ψnucl({Rk}) describes the motion of the nuclei in the potential energy surfaceEtot ({Rk})
obtained by solving the electronic problem and adding inter-nuclear Coulomb repulsion.

Ĥnucl = −
∑
k

∆k

2Mk
+Eelec ({Rk})+

1

2

∑
k ̸=l

ZkZl

|Rk −Rl|
= −

∑
k

∆k

2Mk
+Etot ({Rk}) (2.5)

The solution to the electronic part (Eq. 2.3) scales exponentially with the number of
electrons N and therefore cannot be solved numerically. Another difficulty is the storage
of the full many-body wave function on a numerical grid which would take up an enor-
mous amount of memory, which is known as Van Vleck catastrophy [28]. Instead, we
use density functional theory (DFT) (see Section 2.3) which makes use of the electron
density, only scaling as N3.

2.2 Many-electron wave function

This interlude section gives a description of the many-electron wave function and how
to include the antisymmetric behavior of fermions. The many-electron wave function is
a function of position and spin {riσi} of each electron i

Ψ(x1,x2, ...,xN ) = Ψ({r1σ1}, {r2σ2}, ...{rNσN}). (2.6)

It is composed of orbitals, single particle functions, χ(x) consisting of a spatial part φ(r)
and spin parts α(σ) and β(σ) for spin-up and -down .

χα(x) = φ(r)α(σ)

χβ(x) = φ(r)β(σ)
(2.7)

The wave function has to fulfill the Pauli exclusion principle such that it is antisymmetric
with respect to particle interchange

Ψ(x1, ...,xi, ...,xj , ...,xN ) = −Ψ(x1, ...,xj , ...,xi, ...,xN ). (2.8)
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Therefore we cannot make a simple product ansatz. As the most simple ansatz, to also
include the Pauli principle, we use the Slater determinant as an approximation

Ψ (x1,x2, . . . ,xN ) =
1√
N !

∣∣∣∣∣∣∣∣
χi (x1) χj (x1) . . . χk (x1)
χi (x2) χj (x2) . . . χk (x2)

: : : :
χi (xN ) χj (xN ) . . . χk (xN )

∣∣∣∣∣∣∣∣ . (2.9)

To construct the ground state configuration of a system, we are filling up the orbitals
according to Hund’s first rule, that spin parallel electrons are preferred, starting with
the lowest orbital. The highest occupied molecular orbital is called the HOMO and
the lowest unoccupied molecular orbital is the LUMO. We are dealing with a closed
shell system if there is an even number of electrons and an open shell system if the
number is odd. The closed shell system, which is in most cases a spin-singlet, can
be described as a single Slater determinant according to Roothaan [29] and therefore
the calculations can be performed spin-unpolarized (spatial parts of spin-up and -down
are identical, degenerate in energy) . For open shell systems, we have to perform spin-
polarized (unrestricted) so the orbitals sharing a spatial wave function are not degenerate.
In contrast, spin-unpolarized (restricted) calculations for open-shell systems, where the
spin wave functions are forced to have an identical spatial part, are higher in energy but
require lower computational cost.

2.3 Density functional theory

The basic idea of DFT is that the ground state properties of any system can be described
as a functional of the ground state electron density nσ(r) [30] which is related to the
many-electron wave function by the following expression

nσ(r) = N
∑

σ2···σN

∫
d3r2 · · ·

∫
d3rN |ψ (rσ, r2σ2, · · · , rNσN )|2 . (2.10)

Note that due to the normalization ⟨ψ|ψ⟩ = 1, the integration of the spin density
nσ(r) over r and summation over the spins σ leads to the total number of electrons
N . One can get the ground state energy by using the Rayleigh-Ritz minimal principle

E = minΨ

〈
Ψ
∣∣∣Ĥ∣∣∣Ψ〉

and varying of all possible wave functions Ψ. This was shown by

Hohenberg and Kohn [30] and later as the ”constrained search formalism” by Levy [31].
For all wave functions Ψ leading to the density n we can define an energy functional

E[n(r)] = min
Ψ→n

⟨Ψ|Ĥ|Ψ⟩ = min
Ψ→n

〈
Ψ
∣∣∣T̂ + V̂ee

∣∣∣Ψ〉
+

∫
d3rv(r)n(r) ≥ E0, (2.11)

where one can introduce the universal functional F [n(r)], which is independent of the
external potential vext(r),

F [n(r)] = min
Ψ→n

〈
Ψ
∣∣∣T̂ + V̂ee

∣∣∣Ψ〉
. (2.12)
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The ground state energy E0 can therefore be determined by minimizing over all densities
under the constraint N =

∫
d3rn(r)

E0 = min
n(r)

{
F [n(r)] +

∫
d3rv(r)n(r)

}
. (2.13)

This is known as the Hohenberg-Kohn minimum principle [30]. These basic theorems tell
us that the ground state electron density is uniquely determined by the external potential
vext(r) (up to a constant) and leads to the ground state energy E0 [30]. However,
this requires that the universal functional is known. To overcome this difficulty, the
original problem of interacting electrons can be mapped onto a fictitious system of non-
interacting electrons (V̂ee ≡ 0) with the same electron density. This leads to single-
electron Schrödinger equations with an effective potential vs(r), the so-called Kohn-Sham
potential.

Hφj(r) =

[
−1

2
∆ + vs(r)

]
φj(r) = εjφj(r). (2.14)

vs(r) = vext(r) + vH([n], r) + vxc([n], r) = vext(r) +
δU [n(r)]

δn(r)
+
δExc[n(r)]

δn(r)
(2.15)

This potential vs(r) consists of the external potential vext(r) due to the nuclei and two
additional terms, namely the Hartree potential vH(r), which is the electrostatic potential
created by the charge density n(r), and the exchange-correlation potential vxc(r). These
additional terms can also be written as the functional derivative of the Hartree energy
U [n(r)] and the exchange-correlation energy Exc[n(r)], respectively. Here, the Hartree
energy is the classical electrostatic self-repulsion of the charge density

U [n(r)] =
1

2

∫
d3r

∫
d3r′

n(r)n (r′)

|r − r′|
. (2.16)

The energy functional now consists of the following:

E[n] = Ts[n] + U [n] +

∫
d3r vext(r)n(r) + Exc[n], (2.17)

with Ts[n] being the kinetic energy of the non-interacting system. The eigenvalues εj
are the Kohn-Sham energies, and the eigenfunctions φj(r) the Kohn-Sham orbitals from
which the density can then be constructed as follows:

n(r) =

N∑
j=1

|φj(r)|2 (2.18)

It should be noted that the Kohn-Sham energies are per se no physical quantities. How-
ever, can be given a physical meaning by means of Janak’s theorem [32]. It states that
the Kohn-Sham energies describe the derivative of the total energy E by the fractional
occupation fi of a given orbital i

∂E

∂fi
= ϵi. (2.19)
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This is only valid for i = N and i = N+1 in order to stay in the electronic ground state.
Equations 2.14, 2.15 and 2.18 provide a scheme to calculate the electron density itera-
tively in a self-consistent field (SCF) cycle since the effective potential vs(r) depends on
the density. Up to this point, DFT is an exact theory to obtain the electronic ground
state but in practice, we have to approximate the exchange-correlation energy Exc[n]. In
Section 2.3.1, we will introduce some of the numerous available approximations, specifi-
cally the local density approximation (LDA), generalized gradient approximation (GGA)
and hybrid functionals that are used in this work.

2.3.1 Approximations for the exchange-correlation energy Exc

Local density approximation

The simplest way to approximate the exchange-correlation energy functional Exc[n] is the
local density approximation (LDA) or local spin density approximation (LSDA) which
has already been proposed by Kohn and Sham [33]. It is defined as

ELDA
xc [n] =

∫
n(r)

[
εunifx (n(r)) + εunifc (n(r))

]
d3r

ELSDA
xc [n↑, n↓] =

∫
n(r)

[
εunifx (n↑(r), n↓(r)) + εunifc (n↑(r), n↓(r))

]
d3r

(2.20)

In this approximation, the exchange-correlation functional depends on the electron den-
sity n(r), in the case of LDA, and on the spin densities n↑(r), n↓(r), in case of LSDA,
of the inhomogeneous system and εunifxc = εunifx + εunifc is the exchange-correlation en-
ergy per particle of a uniform electron gas. In the L(S)DA, it is assumed that the total
exchange-correlation energy of some density distribution n(r) can be described by the
sum of the local contributions of the uniform electron gas with the same density n(r)
at r. In the limit of a uniform electron gas, the L(S)DA is exact since, both, εunifx and
εunifc are treated exactly, where the former is obtained analytically and the latter from
quantum Monte-Carlo simulations. In practice, LDA works well for homogeneous sys-
tems, such as solids, but is less accurate for molecules because of their strongly varying
electron density.

Generalized gradient approximation

Compared to the local (spin) density approximation, the generalized gradient approx-
imation (GGA), like the PBE-GGA by Perdew, Burke, and Ernzerhof [22], not only
depends on the density n(r) at r but also on its gradient ∇n(r).

EGGA
xc (n↑(r), n↓(r)) =

∫
f (n↑(r), n↓(r),∇n↑(r),∇n↓(r)) d3r (2.21)

The GGA improves on the underestimation of the bond lengths in molecules and the
lattice parameters of solids in L(S)DA but it sometimes underbinds, therefore, overesti-
mates these quantities. In conclusion, even though, GGA is commonly used for solids,
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it is still not accurate for molecules since it does not include van der Waals interactions.
Furthermore, it underestimates the gap between the highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO) and the orbital energies can
be inaccurate due to self-interaction errors.

GGA+U

LSDA and GGA fail at describing the ground state properties of correlated materials,
where the d and f electrons are strongly localized, like in the case of Mott-insulators.
For example, they give too small correlation gaps for the 3d-transition metal oxides CoO
and FeO [34, 35]. This stems from the inaccurate description of the strong Coulomb
repulsion between the localized 3d electrons leading to orbital degeneracy [16]. The spin
degeneracy is accounted for in the homogeneous electron gas by Hund’s rule entering the
single Slater-determinant description of the wave functions. To also account for orbital
degeneracy of the d and f bands in correlated materials, the Hubbard U parameter is
used to describe both degeneracies [15]. Introducing a simplified (screened) Hartree-Fock
term EHF(n̂) for the strong intra-atomic interaction, as an on-site replacement of the
semilocal functional. Therefore, the double-counting term Edc(n̂) has to be subtracted.
Here, n̂ is the on-site occupancy matrix of the d and f electrons [15]

ELSDA/GGA+U
xc (n, n̂) = ELSDA/GGA

xc (n) + EHF(n̂)− Edc(n̂). (2.22)

In the study of the transition metal complexes we use Dudarev’s approach with an
effective Ueff = U − J which is a simplified (rotationally invariant) approach [16].

Hybrid functionals

Hybrid functionals use a combination of exact Hartree-Fock exchange and a semilocal
approximation (sl), like the GGA or LDA correlation functionals. For example, the
PBE0 (PBEh) hybrid functional by Perdew et al. [12–14] is defined as

EPBE0
xc = EPBE

xc +
1

4

(
Ex − EPBE

x

)
=

3

4
EPBE

x +
1

4
Ex + EPBE

c , (2.23)

with EPBE
x and EPBE

c being the PBE-GGA functional as the semilocal approximation
mentioned above. It improves the accuracy for molecules since it reduces the self-
interaction error introduced by approximating the exchange functional. However, it
is computationally more expensive and therefore rarely used for large systems.
In addition to global hybrids, there are also so-called range-separated hybrid functionals,
like the HSE functional of Heyd, Scuseria, and Ernzerhof [11, 36], that allow for an
improvement in the computational cost. These split the full 1/r Coulomb potential into
a short range (SR) and long range (LR) part defined by the screening parameter ω

1

r
=

1− erf(ωr)

r︸ ︷︷ ︸
SR

+
erf(ωr)

r︸ ︷︷ ︸
LR

. (2.24)
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The exchange-correlation energy is then given by

EHSE
xc =

1

4
EHF,SR

x (ω) +
3

4
EPBE,SR

x (ω) + EPBE,LR
x (ω) + EPBE

c . (2.25)

When ω = 0, we get the PBE0 functional (Eq. 2.23) and when ω → ∞, the usual PBE
functional [22]. Note that in the HSE functional, the exact Hartree-Fock exchange is
only included in the short range. Additionally to that, there are also range-separated
hybrid functionals that use exact exchange in the long range. What functional is best
to use depends on the system and the properties of interest.

2.4 Methodologies

2.4.1 Plane wave basis set

The Kohn-Sham orbitals φj(r) can be expanded in a linear combination of known basis
functions ϕi(r).

φj(r) =
∑
i

c
(j)
i ϕi(r) (2.26)

In DFT this is done for solving the Kohn-Sham equations 2.14. Since in this work we
are mainly interested in a lattice-periodic Kohn-Sham potential, the Kohn-Sham orbitals
are in fact Bloch waves, a plane wave times a lattice periodic function uk(r).

φk(r) = eik·ruk(r) with uk(r +R) = uk(r). (2.27)

Here, k is a wave vector in the first Brillouin zone due to ei(k+G)·R = eik·R with R
and G being the lattice vector and reciprocal lattice vector, respectively. We can choose
eiG·r as basis functions ϕi(r)

ϕG(r) =
1√
Ω
eiGr, (2.28)

where Ω is the crystal volume. For this plane wave basis, the expansion according to
Equation 2.26 results in a Fourier expansion

φk(r) = eikr
∑
G

cG(k)ϕG(r) =
∑
G

cG(k)ϕk+G(r) =
1√
Ω

∑
G

cG(k)ei(k+G)r, (2.29)

with the expansion coefficients cG(k) for a specific Bloch wave at a given wave vector
k. Consequently, also the electron density n(r) (Equation 2.18) and the Kohn-Sham
potential vs(r) (Equation 2.15) can be expanded in a Fourier series.

When inserting this plane wave ansatz into the Kohn-Sham equations 2.14, now with
orbitals and energies dependent on k, we obtain a matrix equation, the so-called secular
equation, ∑

G′

HGG′(k)cG′(k) = εk
∑
G′

SGG′cG′(k). (2.30)
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The HGG′ and the SGG′ are the Hamiltonian and overlap matrix, respectively. Since
the plane waves are orthonormal to each other, the overlap matrix is simply the identity
matrix hence ∑

G′

HGG′(k)cG′(k) = εkcG(k). (2.31)

The sum over G′ must be cut off at a specific cut-off wave number Gcut because, in
practice, we cannot sum over infinitely many reciprocal lattice vectors, thus we can
write:

|G′|≤Gcut∑
G′

HGG′(k)cG′(k) = εkcG(k). (2.32)

Here, we can define the plane wave cut-off by the cut-off energy Ecut =
G2

cut
2 which is the

kinetic energy associated with the cut-off wave vector.
One advantage of the plane wave basis set is that by adding more plane waves the
accuracy can be improved in a systematic way. Additionally, plane waves are easy to
transform into Fourier space by fast Fourier transform (FFT) which speeds up the calcu-
lations. The drawback of plane waves is that they describe the rapidly varying electron
density close to the core very poorly. It would need more basis functions to describe
the electron density in this region correctly which would increase the computational
cost. The solution to this problem is pseudopotentials [37, 38] to account for valence-
core interactions. The resulting pseudo wave functions ideally do not have any nodes
close to the core, consequently, fewer basis functions are needed in total which reduces
the computational cost. There are various methods available, such as norm-conserving
pseudo-potentials [39] and ultra-soft pseudo-potentials [40].

In the context of a plane wave basis, the projector augmented waves (PAW) method
[41, 42] is nowadays the most widely used. This approach uses pseudo wavefunctions to
describe the rapid oscillations close to the nuclei and plane waves in the regions between
them. Therefore, the real-space is divided into spheres centered around the atoms and
an interstitial region for the bonds. This brings together the pseudopotential approach
and the augmented wave methods. The plane wave code VASP [5–7], which is used for
all calculations performed in this thesis, utilizes these PAW potentials.

2.4.2 Interfaces

For the calculations, we are restricted to periodic boundary conditions due to the plane
wave basis functions (Section 2.4.1) used in VASP. This is not a drawback because in
alternative cluster calculations with open boundary conditions, there is the major disad-
vantage of dangling bonds at the boundary when modeling extended systems. Simulating
molecule-substrate interfaces can be conveniently done with applied periodic boundary
conditions using the repeated slab approach [21].

Here, the unit cell, that is repeated in all three dimensions, is set up by simulating
the substrate by a finite number of atomic layers and introducing a vacuum gap of
around 20 Å in z-direction between the slabs to decouple them quantum mechanically.
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Additionally, the slabs need to be decoupled electrostatically because there cannot be
a net dipole moment within the unit cell. Charge rearrangements or polar molecules
create a dipole moment in the system leading to an electric field and hence artificial
polarization of the slab [3]. This field is large for small vacuum gaps and small for
large vacuum gaps. So one possibility to avoid the artificial polarization would be to
increase the size of the vacuum gap. However, this would increase the computational
cost and slow down the convergence. The most common method to decouple the slabs
electrostatically is to insert a dipole of the same magnitude but in opposite direction into
the vacuum region [21, 43]. The calculation of the dipole moment is done within the
SCF-cycle self-consistently and can automatically be included in the VASP calculation
by using the INCAR settings LDIPOL = .TRUE. and IDIPOL = 3 for setting the dipole
direction to z. The approach is illustrated in Figure 2.1 for the 1,1’-bitetracene/Cu(111)
system with six layers of copper and one molecule in the unit cell.

Figure 2.1: Illustration of the repeated slab approach for molecule-substrate interfaces.

2.4.3 Geometry Optimization

Damped molecular dynamics with a combination of Davidson [44] and RMM-DIIS min-
imization algorithm [45] is used for all geometry relaxations in this thesis by setting
IBRION = 3 and ALGO = Fast. For this, a simple velocity Verlet algorithm is used to
integrate the damped second order equation of motion for the atomic nuclei which can
be schematically written in the form

ẍ = −2αF− µẋ. (2.33)

In VASP, one has to set the two parameters SMASS and POTIM which define the damping
factor µ and constant α, respectively. µ = 0 equals to no damping and µ = 2 maximum
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damping which then reduces to a simple steepest descent algorithm. For the calculations
in this thesis, the damping factor µ was set to SMASS = 0.4 and α to POTIM = 0.10.
Additionally, one can choose the maximum number of relaxation steps NSW and the
convergence threshold EDIFFG for the Hellmann-Feynman forces acting on the atoms.
This was set to EDIFFG = -0.01 (eV/Å) in all calculations. So for each relaxation step
the energy and forces are calculated and if all forces are below 0.01 eV/Å, the geometry
relaxation is stopped.

2.4.4 Van der Waals corrections

Local or semilocal DFT functionals do not account for nonlocal and long-range van der
Waals forces, also known as dispersion forces. These arise whenever there are charge
density fluctuations leading to polarizations in the system as experienced for organic
layers on surfaces [46]. To account for these forces there are two main approaches: a-
posteriori dispersion corrections that are added to the energy and nonlocal vdW density
functionals.
A-posteriori dispersion corrections Edisp are added to the exchange-correlation energy

functional during the SCF cycle

Exc = ESL/hybrid
xc + Edisp. (2.34)

These dispersion corrections Edisp are, in the simplest description, of the form

Edisp = −1

2

∑
i ̸=j

fdamp,6(Rij)
C6,ij

R6
ij

. (2.35)

Here, Rij is the distance between atoms i and j and the geometry-dependency goes into
the equation in means of the dispersion coefficients C6,ij , also called effective interac-
tion parameter, specified to the two atoms. Additionally, the damping function fdamp,6

prevents double counting of the short range interactions. Depending on the dispersion
correction scheme, the dispersion coefficients and the damping function do vary.
The most common family of a-posteriori dispersion methods are the DFT-Dx methods

of Grimme et al. [47]. In this thesis, we will only make use of one of them, the DFT-D3
method [23], which includes geometry-dependent dispersion coefficients, in contrast to
earlier outdated versions (DFT-D [48] and DFT-D2 [47]) not taking the chemical envi-
ronment into account by relying on fixed coefficients. There are two different damping
variants to this method to prevent double counting of the short range interactions. The
first variant is a zero-damping DFT-D3(zero) (by setting IVDW=11 in the VASP INCAR
file) and the second variant is Becke-Johnson damping [49] DFT-D3(BJ) (by setting
IVDW=12 in the VASP INCAR file).
Alternatively, there are the Tkatchenko-Scheffler (TS) methods where the dispersion

coefficients and damping function are charge-density dependent. The interaction param-
eters are rescaled using either Hirshfeld partitioning [50] (setting IVDW=2 in the VASP
INCAR file) or iterative Hirshfeld partitioning [51, 52] (setting IVDW=21 in the VASP
INCAR file).The Hirshfeld partitioning scheme can sometimes lead to wrongly assigned
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charges, for example in systems with strong charge transfer, because it partitions the
charge according to the densities of free, neutral atoms [53]. By using an iterative Hir-
shfeld partitioning, this can be improved [52, 54].
A completely different approach to account for the vdW forces are nonlocal vdW

density functionals (vdW-DF) of Dion et al. [55]. Here, the correlation energy is split
into a semilocal correlation part and a nonlocal correlation part.

Exc[n] = EPBE
x [n] + ELDA

c [n] + Enl
c [n], (2.36)

where Enl
c [n] is written as a nonlocal integral,

Enl
c [n] =

1

2

∫
d3rd3r′n(r)ϕ(r, r′)n(r′) (2.37)

where the pre-computed interaction kernel ϕ(r, r′) is a general function depending on
the distance r = |r−r′| and on the density n [55]. The interaction kernel ϕ varies for the
different functionals depending on how the nonlocal correlations are added. In VASP
one has to set the following parameters in the INCAR file

GGA = RE

AGGAC = 0.0

LUSE_VDW = .TRUE.

LASPH = .TRUE.

A modified version of the vdW-DF is the optB86b-vdW of Klimeš et al. [56] which
is an extension of the B86b exchange-correlation functional, a type of GGA combined
with the nonlocal correlation part. This gives more accurate lattice constants of solids
compared to the original vdW-DF.

GGA = MK

PARAM1 = 0.1234

PARAM2 = 1.0

AGGAC = 0.0

LUSE_VDW = .TRUE.

LASPH = .TRUE.
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3 Comparison of hybrid functional
calculations to GGA+U

3.1 Motivation

For many years, transition metal complexes (TMCs) have been the subject of intense
experimental and theoretical study [57–60]. Recently, they have regained a lot of atten-
tion due to the exploitation of their magnetic properties for optoelectronics, spintronics
and quantum computing [8–10]. In this chapter, we focus on two important repre-
sentatives of complexes between transition metal (TM) and organic molecules, namely
TM-phthalocyanine (TMPc) and TM-porphine (TMP) [61]. In particular, we study the
properties of these molecules for TM = Mn, Fe, Co, Ni, Cu and Zn which cover a range
of magnetic spin moments from S = 3/2, 1, 1/2, 0, 1/2 and 0, respectively.

The metal-free parent compounds, phthalocyanine (H2Pc) and porphine (H2P) have
a simple and stable molecular structure. H2Pc (H2(C8H4N2)4) consists of four isoindole
((C8H7N) (a benzene ring (C6H6) fused with pyrrole (C4H5N)) ligands connected by a
ring of nitrogen atoms (Fig. 3.1a). Upon formation of the transition metal complex, the
two hydrogen atoms in the center are then replaced by the TM (Fig. 3.1b). In Figure 3.2a
and Figure 3.2b, we show porphine (C20H14N4) consisting of four pyrrole groups linked
with methine (CH) bridges and TMP, respectively. It is important to note that the
metal ion in the center is in a [TM]2+ state and the d-orbitals of the TM transform
under the D4h symmetry as b2g (dxy), eg (dxz, dyz = dπ), a1g (dz2) and b1g (dx2−y2) [62].
These orbitals hybridize to some extent with the 2p-states of the carbon and nitrogen
atoms depending on their energy and symmetry. The highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO) are composed of delocalized
a1u and 2eg π-orbitals, respectively, and, in some cases, hybridize with the d-states [59,
63, 64].
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(a) (b)

Figure 3.1: Chemical structure of (a) phthalocyanine (H2Pc, (C8H4N2)4H2)) and (b)
transition metal phthalocyanine (TMPc). The C atoms are depicted in black,
the H atoms in white, the N atoms in light blue and the metal in bronze.

(a) (b)

Figure 3.2: Chemical structure of (a) porphine (H2P, C20H14N4) and (b) transition metal
porphine (TMP). The C atoms are depicted in black, the H atoms in white,
the N atoms in light blue and the metal in bronze.

Computationally, the description of TMPcs and TMPs is challenging because the
hybridization between the d-states of the TM and π-states of the organic macrocycle
sensitively depends on their relative energy level alignment, which in turn, is prone to
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errors in density functional calculations. While hybrid functionals are known to be supe-
rior to semilocal functionals, the former are also computationally more expensive. This
is particularly true for interfaces between TMPcs and TMPs with surfaces. Here, the
deployment of cheaper methods, giving the same accuracy in the description of the d-
orbitals, is of high interest. In this study, we compare the HSE06 [11] and PBEh [12–14]
calculations of isolated TMPcs to the computationally much cheaper GGA+U approach
[15, 16]. In particular, our aim is to determine the optimal Ueff value of Dudarev’s ap-
proach [16] with the lowest deviation to the hybrid calculations in regards to the energies
of the d-states. For this purpose, firstly, the HOMO-LUMO gaps, secondly, the ordering
and occupation of the d levels and, thirdly, the magnetic moments are studied. Finally,
we extend the analysis to the TMPs.

To sufficiently isolate the molecules from their periodic replica, a supercell with di-
mensions 25 Å×25 Å×12 Å was set up containing one molecule. This ensured that there
was a horizontal distance of around 10 Å between the TMPcs and 14 Å between the
TMPs and 12 Å distance in the vertical direction such that the wave functions of the
individual molecules do not overlap. Before analyzing the electronic structure of the
molecules, the geometries were optimized with the respective functional using damped
molecular dynamics until the forces were below 0.01 eV/Å, as explained in Section 2.4.3.
For the hybrid functional calculations, the optimized structure from the PBE-GGA [22]
calculation was taken. Since TMCs have open d and possibly f shells, it is necessary to
perform spin-polarized calculations by setting ISPIN = 2 and MAGMOM, the initial mag-
netic moment per atom, in the VASP INCAR file. If the system did not converge to the
correct magnetic moment in the performed GGA+U calculations, the calculations were
initialized using an already converged CHGCAR and WAVECAR file from the standard
PBE-GGA calculation or another GGA+U calculation of this system. In all calculations,
a Γ-centered 1× 1× 1 k-grid, first-order Methfessel-Paxton smearing of 0.15 eV [65] and
400 eV cut-off were used. For the GGA+U calculations, the U value was varied from
1 eV to 6 eV and the J value was kept at 0 eV resulting in Ueff in the range between
1 eV and 6 eV.
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3.2 Transition Metal Phthalocyanine

In this section, we compare results obtained with the hybrid functional HSE06 [11] and
PBEh [12–14] with the GGA+U [15, 16] calculations for TMPc in terms of the orbital
ordering, the HOMO-LUMO gaps and magnetic moments. The PDOS is calculated by
projecting the Kohn-Sham eigenstates of the full system ψn,k onto atomic orbitals ϕi, as
follows

ρϕi
(E) =

1

Nk

∑
n,k

|⟨ϕi | ψn,k⟩|2 δ (E − ϵn,k) . (3.1)

For the purpose of this study, we consider projections onto the d-orbitals of the transition
metal, specifically onto the dxy (blue), dπ (cyan), dz2 (orange) and dx2−y2 (green) orbitals.
Note that the dxz and dyz orbitals are hybridized and here, their contributions are
summed and denoted as dπ. The total DOS is indicated by the grey areas in all following
figures.

First, we analyze the differences in the HSE06 [11] and PBEh [12–14] calculations. As
an example, the total DOS and PDOS of FePc and NiPc are plotted in Figure 3.3, left
and right panel, respectively. We observe that the orbital ordering is not affected by the
choice of the hybrid functional but the HOMO-LUMO gap calculated with PBEh is by
0.6 eV larger compared to HSE06 for both, FePc and NiPc (see Fig. 3.5).

Figure 3.3: PDOS of FePc (left) and NiPc (right) calculated with HSE06 [11] and
PBEh [12–14].
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To analyze the influence of the Ueff value onto the orbital ordering and occupation
of the d-states of the considered TMPcs, we compare the GGA+U to the HSE06 cal-
culations. The plots of the PDOS in Figures 3.6-3.8 follow the same color scheme for
the orbitals as in Figure 3.3. The electron filling scheme for TMPc according to Refer-
ence [64] is depicted in Figure 3.4.

Figure 3.4: Electron filling scheme for TMPc according to Reference [64].

Figure 3.5: HOMO-LUMO gaps of TMPc as a function of Ueff . Ueff = 0 is the standard
GGA-PBE calculation [22] and the HSE06 [11] and PBEh [12–14] calcula-
tions are indicated by the dashed lines.

We start the discussion with MnPc displayed in the left column of Figure 3.6. Accord-
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ing to Reference [64], the filling of the orbitals for MnPc would be the following: The dxy
level is completely filled, the hybridized dπ-states are occupied by two spin-up electrons
and the dz2-state by one spin-up electron (intermediate spin state), leading to a total
spin moment of S = 3/2 (see Fig. 3.4). In the HSE06 calculation (Fig. 3.6, topmost left
panel) also the dxy-down state is unoccupied, however, still resulting in S = 3/2 due to
contributions of other spin-down states being partially filled. These additional peaks of
the d-states come from hybridization with the ligand states. By comparing the HSE06
to the GGA+U calculations, we observe that the occupied states shift to lower energies
with increasing Ueff value, whereas, the unoccupied states do not show a collective shift
in energy. For example, the dx2−y2-up state slightly shifts to lower energies, in contrast
to the dz2-down state, which shifts to higher energies. The HOMO is defined by one
dπ-down state for Ueff < 6 eV as it sits at the Fermi level. However, the contribu-
tion decreases with increasing Ueff and the dx2−y2-up state, which is unoccupied in the
hybrid calculation, shifts towards lower energies until it is localized at the HOMO for
Ueff = 6 eV. For this reason, the HOMO-LUMO gap is always defined by the metal d-
states and changes by varying Ueff (see Fig. 3.5). Ueff = 5 eV is the most eligible choice
considering the orbital energies but is inaccurate with respect to the orbital ordering
because of the dx2−y2-states.
For FePc, the dxy level is completely filled, the hybridized dπ-states have one unoccu-

pied spin-down state and the dz2-state is occupied by one spin-up electron (intermediate
spin state), leading to a total spin moment of S = 1 (see Fig. 3.4) [64]. This occupation
of the orbitals is fully captured by the hybrid functional (Fig. 3.6, topmost right panel).
Due to the hybridization with the ligand states, multiple additional peaks of the d-states
appear. The most similar results to HSE06 are achieved with Ueff = 1 eV since higher
Ueff values lead to a position-’switching’ of the dxy-down state (now occupied) and one
of the dπ-down states (now unoccupied). This governs the large deviation between the
HSE06 and GGA+U calculations with Ueff > 1 eV, even though the energies of the other
orbitals are better captured by Ueff = 4 eV. The HOMO-LUMO gap stays the same for
Ueff > 1 eV since it is only defined by ligand states that are not affected by the choice
of Ueff (Fig. 3.5).

For CoPc, the dxy and dπ levels are completely filled and only the dz2 is partially filled
by one spin-up electron (low spin state), leading to a total spin moment of S = 1/2 (see
Fig. 3.4) [64], which is well captured by the hybrid functional (Fig. 3.7, topmost left
panel). The GGA+U calculation that shows the least deviations to HSE06 is the one
with Ueff = 6 eV as the occupied (unoccupied) states shift to lower (higher) energies
with increasing Ueff . This also explains the increase of the HOMO-LUMO gap (Fig. 3.5)
up to Ueff = 2 eV since the dz2-down state is localized on the LUMO.
For NiPc, the low spin state is the ground state with fully occupied dxy, dπ and

dz2-states, leading to a non-magnetic solution (see Fig. 3.4) [64]. Figure 3.7 (right
panel) shows that with increasing Ueff the deviations between the hybrid and GGA+U
calculation get smaller, therefore Ueff = 6 is the most suitable. By increasing Ueff further,
the result could probably be improved. The overall orbital ordering is well captured by
all calculations and the HOMO-LUMO gap does not change since it is only localized on
ligand states (Fig. 3.5).
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For CuPc, the dxy, dπ and dz2 are completely filled and only the dx2−y2-up state is
occupied (low spin state), leading to a total spin moment of S = 1/2 (see Fig. 3.4) [64].
As for CoPc and NiPc, the deviations between the hybrid and GGA+U calculation get
smaller with increasing Ueff as the position of the occupied (unoccupied) orbitals shift
to lower (higher) energies (Fig. 3.8, left panel). This also leads to the HOMO-LUMO
gap being unaffected by the metal d-states for Ueff > 2 eV.

Finally, ZnPc has a total spin moment of S = 0 (low spin state) and all metal d-orbitals
are fully occupied (see Fig. 3.4) [64]. Here, the description of the orbital energies also gets
closer to the HSE06 with increasing Ueff (Fig 3.8, right panel), and the HOMO-LUMO
gap is only defined by ligand states for all calculations (Fig. 3.5). The occupation of the
orbitals is correct, as well, however, the orbital ordering is different, with dx2−y2 at the
lowest energy and dz2 at the second lowest.
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Figure 3.6: PDOS of MnPc (left) and FePc (right) calculated with HSE06 [11] (top) and
GGA+U [15, 16]. Ueff was varied from 1 eV to 6 eV and Ueff = 0 is the
standard GGA-PBE calculation [22].
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Figure 3.7: PDOS of CoPc (left) and NiPc (right) calculated with HSE06 [11] (top) and
GGA+U [15, 16]. Ueff was varied from 1 eV to 6 eV and Ueff = 0 is the
standard GGA-PBE calculation [22].
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Figure 3.8: PDOS of CuPc (left) and ZnPc (right) calculated with HSE06 [11] (top) and
GGA+U [15, 16]. Ueff was varied from 1 eV to 6 eV and Ueff = 0 is the
standard GGA-PBE calculation [22].
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We define the mean absolute deviations ∆E(Ueff) between the orbital energies of the
transition metal d-states of the GGA+U and HSE06 calculations as

∆E(Ueff) =
1

N

∑
σ

∑
i

|EHSE06
σ,di

(Ueff)− EGGA+U
σ,di

(Ueff)|, (3.2)

where N is the total number of the orbitals di in the spin-down and spin-up channel.
Each Eσ,di(Ueff) is determined at which the respective PDOS has its maximum.
The mean absolute deviations ∆E(Ueff) get continuously smaller with increasing Ueff

up to 6 eV for systems with total spin moments of S = 1/2 and S = 0, as shown in
Figure 3.9. This statement is only partially true for MnPc with S = 3/2, where at
6 eV the position of the metal d-states shift back to higher energies. Finally, for FePc,
the situation is different because no Ueff value leads to a satisfying agreement with
HSE06 when considering the orbital position and ordering. This could stem from the
delocalization of the metal d-states and a consequent large hybridization with the ligand
states.

Figure 3.9: Mean absolute deviations ∆E between the orbital energies of the
GGA+U [15, 16] and HSE06 [11] calculations for TMPc according to Equa-
tion 3.2.

Last, the following Figure 3.10 shows the deviations in the total magnetic moments
µ of the entire unit cell and the magnetic moment that is localized on the transition
metal µ(TM) between the GGA+U and HSE06 calculations (∆µ = µGGA+U − µHSE06)
as a function of Ueff . For MnPc, the total magnetic moment first stays constant with
Ueff until it changes at Ueff = 6 eV to 5 µB (high spin state) since, here, the dx2−y2-
up state is occupied and localized at the HOMO (Fig. 3.6). The magnetic moment on
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Mn increases continuously with increasing Ueff as less contributions are localized on the
neighboring N atoms. The GGA+U calculation with Ueff = 2 eV is the most similar to
the HSE06 calculation, regarding the magnetic moments. For FePc, µGGA+U (Fe) has a
larger contribution to the total magnetic moment in contrast to µHSE06(Fe) in the HSE06
calculation. At Ueff = 3 eV, there is a change in the magnetic moments which probably
stems from the sensitivity of the system to the initialization of the magnetic moment.
The other TMPcs only show small deviations between the GGA+U and HSE06. For
CoPc and CuPc, there is a small increase in the magnetic moments with Ueff , here,
µGGA+U (Cu) is 0.15-0.02 µB smaller compared to the 0.66 µB of the HSE06 calculation.
For the non-magnetic systems, NiPc and ZnPc, the magnetic moments stay constant at
0 µB.

Figure 3.10: Deviations in the magnetic moments ∆µ of TMPc between GGA+U and
HSE06 as a function of Ueff .
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3.3 Porphine

In this section, we focus on TMP and as done in Section 3.2 for TMPc, compare results
obtained with the hybrid functional HSE06 [11] and PBEh [12–14] to the GGA+U [15,
16] calculations in terms of the orbital ordering, the HOMO-LUMO gaps and magnetic
moments. Again, we project the DOS (Eq. 3.1) onto the d-orbitals of the transition
metal, in particular, onto the dxy (blue), dπ (cyan), dz2 (orange) and dx2−y2 (green)
orbitals. The total DOS is indicated by the grey areas in all following figures.

Figure 3.11: PDOS of FeP (left) and NiP (right) calculated with HSE06 [11] and
PBEh [12–14].

First, we discuss the differences in the HSE06 [11] and PBEh [12–14] calculations
by analyzing the total DOS and PDOS of the FeP and NiP which are plotted, as an
example, in Figure 3.11, left and right panel, respectively. As observed for TMPc, the
orbital ordering is not affected by the choice of the hybrid functional. The HOMO-
LUMO gap calculated with PBEh is by 0.6-0.7 eV larger compared to HSE06 for all
TMPs (see Fig. 3.12) since the unoccupied states are located at higher energies.

To analyze the influence of the Ueff value onto the orbital ordering and occupation of
the d-states of the considered TMPs, we compare the GGA+U to the HSE06 calculations.
The plots of the PDOS in Figures 3.13-3.15 follow the orbital color scheme as used in
Figure 3.11. In general, TMP follows the same electron filling scheme as TMPc (see
Fig. 3.4). There are some deviations which are noted in the analysis of the PDOS below.

45



3.3. PORPHINE CHAPTER 3.

Figure 3.12: HOMO-LUMO gaps of TMP as a function of Ueff . Ueff = 0 is the standard
GGA-PBE calculation [22] and the HSE06 [11] and PBEh [12–14] calcula-
tions are indicated by the dashed lines.

As for TMPc, we start the analysis with MnP displayed in the left column of Fig-
ure 3.13. Here, also the intermediate spin state with a total spin moment of S = 3/2
is the ground state and the dxy-down state is unoccupied in the HSE06 calculation
(Fig. 3.13, topmost left panel). Hybridization with the ligand states leads to additional
peaks of the metal d-states. By comparing the HSE06 to the GGA+U calculations, we
observe a similar behavior to MnPc, where for Ueff < 6, the occupied states shift to
lower energies with increasing Ueff . The HOMO and LUMO are defined by dπ-down
states for Ueff < 6 eV but the contribution to the LUMO decreases with increasing Ueff .
For Ueff = 6 eV, the orbital energies and occupation are different since the dz2-down
state is occupied and contributes to the HOMO. The HOMO-LUMO gap stays the same
for Ueff < 6 eV since the dπ-down states do not shift in energy. It then changes for
Ueff = 6 eV, where the LUMO is only defined by ligand states at around 1 eV above the
Fermi energy (Fig. 3.12). The most suitable choice is Ueff = 5 eV regarding the energies
of the orbitals. However, when considering the orbital ordering of the metal d-states,
the calculation with Ueff = 4 eV is closer to the HSE06 calculation.

For FeP, the intermediate spin state is the ground state with a total spin moment
of S = 1. This was also reported in Reference [66], where the total energy of the
different spin states was calculated with the hybrid functional B3LYP/6-31G∗ [67–69].
The occupation of the orbitals is fully captured in all calculations (Fig. 3.13, right panel).
The most similar results to HSE06 are achieved with Ueff = 4 eV, however, the deviations
of all GGA+U calculations are small for FeP compared to the other TMPs (Fig. 3.16).
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The HOMO-LUMO gap increases up to Ueff = 4 eV, as the unoccupied dπ-down state
shifts to higher energies, and for larger Ueff , it is only defined by ligand states (Fig. 3.12).
For CoP, the ground state is the intermediate spin state, as for CoPc, and it has

a total spin moment of S = 1/2. In the hybrid functional calculation, shown in Fig-
ure 3.14, topmost left panel, the dz2-down state is occupied and instead, the dπ-down
state is unoccupied, in contrast to the orbital occupation in CoPc (Fig. 3.7, left panel).
The GGA+U calculations follow the same occupation scheme. As the occupied and
unoccupied states shift to lower and higher energies with increasing Ueff , respectively,
Ueff = 5 eV has the least deviation to HSE06. Therefore, also the HOMO-LUMO gap
increases until it is only defined by ligand states at Ueff = 5 eV (Fig. 3.12).
As NiPc, NiP is non-magnetic and Figure 3.14 (right panel) shows that Ueff = 6 eV

gives the most similar result to the HSE06 calculation. For Ueff = 1 eV and 2 eV
the energies of the dz2-up and -down states are slightly shifted relative to each other
presumably due to hybridization with ligand states. The HOMO-LUMO gap is defined
by the d-orbitals for small Ueff values but for Ueff ≥ 4 eV the HOMO and LUMO are
localized on ligand states (Fig. 3.12).
CuP has a total spin moment of S = 1/2, as CuPc, with dx2−y2-down being unoccupied.

The least deviations are achieved with Ueff = 5 eV (Fig. 3.16), even though Ueff = 6 eV
would also be a suitable choice (Fig. 3.15, left panel). However, here, the maximum of
the dxy-down state is at lower energies hence the larger mean absolute deviation ∆E.
The HOMO-LUMO gap increases with increasing Ueff as the dx2−y2-down state shifts to
higher energies.
Finally, ZnP is non-magnetic in the ground state. Here, all metal d-orbitals are fully

occupied which is captured by all calculations. The description of the orbital energies
also gets closer to the HSE06 with increasing Ueff (Fig 3.15, right panel), and the HOMO-
LUMO gap is only defined by ligand states (Fig. 3.12). With increasing Ueff , the dz2
state shows a second peak, more than 1.5 eV below the first peak which is not present in
the hybrid calculation. Therefore, the deviations are the smallest for Ueff = 5 eV where
the intensity of the second peak is not as high.
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Figure 3.13: PDOS of MnP (left) and FeP (right) calculated with HSE06 [11] (top) and
GGA+U [15, 16]. Ueff was varied from 1 eV to 6 eV and Ueff = 0 is the
standard GGA-PBE calculation [22].
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Figure 3.14: PDOS of CoP (left) and NiP (right) calculated with HSE06 [11] (top) and
GGA+U [15, 16]. Ueff was varied from 1 eV to 6 eV and Ueff = 0 is the
standard GGA-PBE calculation [22].
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Figure 3.15: PDOS of CuP (left) and ZnP (right) calculated with HSE06 [11] (top) and
GGA+U [15, 16]. Ueff was varied from 1 eV to 6 eV and Ueff = 0 is the
standard GGA-PBE calculation [22].

As for TMPc, the mean absolute deviations ∆E get continuously smaller with in-
creasing Ueff for systems with total spin moments of S = 0 and S = 1/2, as shown in
Figure 3.16. Here, the description of the metal d-states of NiP could probably be im-
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proved by increasing Ueff further. For CoP, CuP and ZnP, Ueff = 5 eV is the optimal
choice regarding the energies of the orbitals. For FeP, due to the strong delocalization
of the metal d-orbitals, there are multiple peaks corresponding to a di-state, therefore,
increasing the Ueff value does not have the same influence on the orbitals as for the other
TMPs. However, the deviations are very small. For MnP, the description of the metal
d-states follows the same trend as for CoP, CuP, up to Ueff = 5 eV but at 6 eV the
energies of the orbitals change drastically which makes the description worse than with
the standard GGA-PBE functional.

Figure 3.16: Mean absolute deviations ∆E between the orbital energies of the
GGA+U [15, 16] and HSE06 [11] calculations for TMP according to Equa-
tion 3.2.

Last, the deviations in the magnetic moments, µ and µ(TM), for TMP as a function of
Ueff are calculated as for TMPc (Section 3.2) and plotted in Figure 3.17. For MnP, the
total magnetic moment stays constant throughout all calculations, only µGGA+U (Mn),
first, increases continuously up to Ueff = 5 eV as less contribution is localized on the
N and C atoms. At Ueff = 6 eV, µGGA+U (Mn) decreases drastically since the C atoms
contribute more to the total magnetic moment. This radical change also shows in the
projected DOS (Fig. 3.13, lower left panel) as discussed above. For FeP, µGGA+U (Fe) is
slightly larger compared to µHSE06(Fe) throughout all GGA+U calculations. The jump
at Ueff = 5 eV may also come from the sensitivity to the initial magnetic moment, as
observed for FePc (Fig. 3.10). For CoP, µGGA+U is by 0.12-0.21 µB smaller than µHSE06

but µGGA+U (Co) slightly larger, therefore, more contribution lies on the transition metal
in the GGA+U calculations. For NiP, the HSE06 calculation results in a small non-
zero magnetic moment of -0.11 µB and the GGA+U calculations give a total magnetic
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moment closer to zero. However, the magnetic moment on the transition metal is very
similar and close to zero in all calculations. In contrast to CoP, CuP µGGA+U is by 0.11-
0.24 µB larger than the 0.89 µB of the HSE06 calculation and µGGA+U (Co) by 0.12 µB to
0.02 µB smaller. Hence, for Ueff ≤ 2 eV, the GGA+U calculations give a total magnetic
moment slightly smaller than 1 µB and for Ueff > 2 eV, larger than 1 µB. For ZnP,
on the one hand, the magnetic moment on the transition metal is exactly zero for all
calculations. On the other hand, all GGA+U calculations give a non-magnetic solution,
whereas, the HSE06 calculation results in a total magnetic moment of -0.06 µB due to
contributions on the C and N atoms.

Figure 3.17: Deviations in the magnetic moments ∆µ of TMP between GGA+U and
HSE06 as a function of Ueff .

In conclusion, it is important to notice that spin-polarized calculations are very sen-
sitive to the initial magnetic moment, especially when the system is magnetic. It would
require extensive testing of various initial magnetic moments for each TMC which would
exceed the scope of this chapter. When comparing the non-magnetic TMPcs to the TMPs
(TM = Zn, Ni), an Ueff value of 6 eV or even 7 eV, as found for NiPc by Brumboiu
et al. [17], is a suitable choice since the energies of the orbitals improve with increasing
Ueff and the magnetic moments stayed constant throughout all GGA+U calculations.
For MnPc and MnP, an Ueff value below 6 eV should be chosen. Here, the orbital de-
scription is best captured with Ueff = 5 eV but the magnetic moments with Ueff = 2 eV

52



CHAPTER 3. 3.3. PORPHINE

and Ueff = 3 eV for MnPc and MnP, respectively. For FePc and FeP, an Ueff value of
1 eV and 4 eV, respectively, should be chosen since both, the magnetic moments and
the orbital energies, show the least deviations. The TMPcs and TMPs with a total spin
moment of S = 1/2, are adequately described with an Ueff value of 6 eV and 5 eV,
respectively. However, notice that the magnetic moments of these TMPs deviate from
the HSE06 calculation. In summary, it is not beneficial to adopt suitable Ueff value of
one type of TMC another. It is advisable to compare obtained results to experimental
data, as, for example, was done for the vibrational spectra of TMPc in the study by
Brumboiu et al. [17].
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4 Peritetracene and bitetracene on Cu(111)

4.1 Motivation

In organic electronics, nanographenes with zigzag edges have gained increasing attention
due to their interesting electronic and also magnetic properties [18, 19]. Peritetracene
(peri4A, C36H18), a molecule consisting of two tetracene (4A) rows fused together (see
Figure 4.1 (c)), has been discussed as a building block of these nanographenes [20]. Re-
cently, it has been demonstrated that peri4A can be synthesized on a surface by using
1,1’-bitetracene (bi4A, C36H22) as a precursor molecule. Experimentally, bi4A, depicted
in Figure 4.1 (a) and (b), with a tetrahedral angle of around 70◦ in the gas phase,
is deposited on the Cu(111) surface and after a subsequent heat treatment of 250 ◦C
for 30 minutes, islands of well-ordered monolayers of flat-lying peri4A are formed be-
tween regions of unordered peri4A. These resulting monolayers were synthesized and
investigated at the University of Tübingen by scanning tunneling microscopy (STM), ul-
traviolet photoelectron spectroscopy (UPS) and low-energy electron diffraction (LEED)
[70]. From the STM it has been observed that peri4A lies flat on the surface.

Figure 4.1: Bi4A (C36H22) and peri4A (C36H18) in the gas phase. (a) and (b) show bi4A
in two different side views. (c) shows peri4A in the top view.

In this work, both molecules are analyzed by DFT using the VASP 5.4.4 code. As
the exchange correlation functional, the GGA-PBE [22] with the DFT-D3(zero) method
of Grimme [23] for empirical dispersion corrections was chosen. The repeated slab ap-
proach was used to simulate the interface, as explained in Chapter 2.4.2. Thus, for the
peri4A/Cu(111) and bi4A/Cu(111) system a supercell with one molecule on 6 layers of
copper was set up. The structure was optimized using damped molecular dynamics,

55



4.2. STRUCTURE OPTIMIZATION OF PERI4A ON CU(111) CHAPTER 4.

as explained in Section 2.4.3, until the forces were below 0.01 eV/Å. After the geom-
etry optimization of peri4A/Cu(111), the STM images were simulated to confirm the
experimental STM using the Tersoff-Haman approximation [25, 26] in constant current
mode, explained in the following section 4.2. Further investigations are aiming at the
observation of the charge rearrangements upon interface formation in Section 4.4.

4.2 Structure optimization of peri4A on Cu(111)

We start the analysis with peri4A/Cu(111) since the molecule is already flat in the gas
phase and we expected a similar adsorption behavior to tetracene [71]. In a first step, a
supercell, that is repeated in all three dimensions, needs to be set up. The substrate was
simulated by 6 layers of Cu using the experimental lattice parameter of 3.61 Å for bulk
Cu. To ensure a sufficiently large vacuum gap, the height of the supercell was chosen
to be 36.4 Å which results in a thickness of the vacuum layer of approximately 22 Å.
For the overlayer structure, we set up four slightly different commensurate surface unit
cells, similar to the surface unit cell obtained from the LEED experiment, all of which
containing one molecule. These are defined by the epitaxial matrix P which transforms
the primitive unit cell vectors of the Cu(111) surface unit cell a1, a2 into the surface
unit cell vectors b1, b2, according to b = Pa.(

b1
b2

)
=

(
α β
γ δ

)(
a1

a2

)
(4.1)

Here, a1 and a2 are the primitive unit cell vectors of Cu and b1 and b2 are the surface
unit cell vectors of the system, both expressed in Cartesian coordinates.

Table 4.1 Epitaxial matrix P , length of surface unit cell vectors b1 = |b1|, b2 = |b2|,
enclosing angle α and the surface area A for the four overlayer structures for
peri4A/Cu(111) considered in this work.

P b1 (Å) b2 (Å) α (◦) A (Å2)

(a)
(

7 −1
−3 6

)
16.7 13.3 97.6 213.7

(b)
(

6 −1
−3 5

)
14.2 11.1 105.5 145.1

(c)
(

6 −2
−2 5

)
13.5 11.1 102.5 140.6

(d)
(

6 −1
−4 5

)
14.2 11.7 118.1 137.3

For each of the four surface unit cells considered in this work, a geometry relaxation
was performed until the forces were below 0.01 eV/Å, as explained in Section 2.4.3, using
four different adsorption sites as initial geometry. These are the top, bridge, hollow-fcc
and hollow-hcp site (see Fig. 4.2). The zigzag direction of peri4A orients along the [110]
direction for surface unit cells (a) and (b). For surface unit cell (c), it is rotated by around
14◦ and for surface unit cell (d) by around 1◦ with respect to the [110] direction. For
the calculations a Monkhorst-Pack 2× 2× 1 k-grid [72], a first-order Methfessel-Paxton
smearing of 0.15 eV [65] and 400 eV plane wave cut-off was used.
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The adsorption configuration with the lowest total free energy and consequently largest
adsorption energy is the most favorable. The adsorption energy is the energy gained
by the system when combining the two subsystems, molecule and substrate. For the
calculation, there are two approaches: For the first approach, the adsorption energy
Eads is calculated by taking the energy of the total system and subtracting the sum of
the energies of the separate subsystems Emol and Esub in the gas phase. For the second
approach, the separate subsystems are taken in the fixed adsorption geometries instead
and noted with tilde Ẽads. We take the negative due to the convention to speak of the
”largest” instead of the ”lowest” adsorption energy.

Eads = −(Etotal − (Emol + Esub)), Ẽads = −(Etotal − (Ẽmol + Ẽsub)) (4.2)

The calculated values for Eads and Ẽads are listed in Table 4.2.

Table 4.2 Adsorption energies Eads and Ẽads (eV) (Eq. 4.2) for the four adsorption
sites of peri4A/Cu(111).

Surface unit cell (a) (b) (c) (d)

Eads Ẽads Eads Ẽads Eads Ẽads Eads Ẽads

hollow-hcp 5.23 5.64 5.06 5.37 4.71 5.15 5.19 5.13
hollow-fcc 5.12 5.51 4.98 5.30 4.66 4.95 4.69 4.47
bridge 4.93 5.28 4.92 5.23 4.67 4.90 4.58 4.53
top 4.31 4.41 4.17 4.35 4.65 4.92 4.06 3.80
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(a) (b)

(c) (d)

Figure 4.2: Peri4A/Cu(111) in the different adsorption sites. (a) hollow-hcp site,
(b) hollow-fcc site, (c) bridge site, (d) top site.
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In Figures 4.3 and 4.4 we show peri4A on the hollow-hcp site for the four overlayer
structures considered in this thesis in top and side view.

(a)

(b)

Figure 4.3: Peri4A on Cu(111) in surface unit cells (a) and (b) in top and side view.
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(c)

(d)

Figure 4.4: Peri4A on Cu(111) in surface unit cells (c) and (d) in top and side view.

The average adsorption distance dA, defined by the average distance of the atom
types A in the molecule to the topmost Cu-layer with its standard deviation, and the
maximum bending of peri4A, which is determined by the difference between the maxi-
mum adsorption distance and the minimum adsorption distance, are listed in Table 4.3
for the considered surface unit cells.

As shown in Table 4.2, for all supercells, the hollow-hcp site is the most favorable
among the four configurations. Here, additional calculations were performed where the
orientation of the molecule on the hollow-hcp site is slightly changed in order to determine
whether the system is in its minimum. The values for the adsorption energies in Table 4.2
only include these already optimized results.
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Table 4.3 Average adsorption distance dA of the atom types A in peri4A to the topmost
Cu(111)-substrate layer with its standard deviation and maximum bending,
∆d = dmax − dmin, of the C atoms in the considered surface unit cells.

Surface unit cell (a) (b) (c) (d)

dC (Å) 2.66 ± 0.06 2.73 ± 0.06 2.84 ± 0.19 2.82 ± 0.36

dH (Å) 2.64 ± 0.05 2.69 ± 0.05 2.81 ± 0.28 2.89 ± 0.57

∆d (Å) 0.20 0.22 0.83 1.46

To confirm the agreement with the experiment, we simulate the STM images using
the Tersoff-Haman approximation [25, 26] and an applied voltage V of -1.0 eV. In this
approximation the wave-function of the tip’s apex atom is assumed to be of s-wave
character with radius R and the tunnelling current I is given by

I =32π3ℏ−1e2V ϕ2Dt (EF )R
2κ−4e2κR

×
∑
v

|ψv (r0)|2 δ (Ev − EF ) ,
(4.3)

where V is the applied voltage, ϕ the work function, Dt the density of states per unit
volume of the probe tip, κ the minimum inverse decay length for the wave function in
vacuum, r0 the position of the center of the tip and

∑
v |ψv (r0)|2 δ (Ev − EF ) is the

local density of states (LDOS) at the Fermi energy EF and position r0.

Figure 4.5: Experimental STM of peri4A/Cu(111) (U = −0.2 V, I = 1 nA). Adapted
with permission from Klein et al. [70].
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(a) (b)

(c) (d)

Figure 4.6: STM simulations of peri4A/Cu(111) for the four different surface unit cells
defined in Table 4.1.

By comparing the simulated STM images for the different unit cells in Figure 4.6
with the experimental STM image (U = −0.2 V, I = 1 nA) [70] in Figure 4.5, we
see that surface unit cell (b) fits best to the experimental image. The surface unit
cell (a) is not suitable because of its large area which does not allow the molecules to
interact with each other. Surface unit cells (c) and (d) bring the molecules too close
together, which results in a repulsion of the hydrogen atoms and consequent out-of-
plane distortions of the molecule which are absent in the experimental STM. This result
is corroborated by simulations of the LEED with surface unit cell (b) (Fig. 4.7(b) and
(c)). The experimental LEED, shown in Figure 4.7(a), for comparison, was taken after
the heat treatment of bi4A [70]. These results confirm that a well-ordered monolayer of
flat-lying peri4A is formed after the heat treatment.
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(a) (b) (c)

Figure 4.7: (a) Experimental LEED image of peri4A on Cu (111) at a beam energy of
18.5 eV. (b) Simulated lattice with surface unit cell (b) (see Tab. 4.1). (c)
Corresponding simulated LEED pattern. Reprinted Figures with permission
from Klein et al. [70]. Here, a1 and a2 are the surface unit cell vectors noted
with b1 and b2 in this thesis.

4.3 Structure optimization of bi4A on Cu(111)

For studying the adsorption of the precursor molecule bi4A on Cu(111), for simplicity,
the commensurate

(
7 −1
−3 6

)
surface unit cell was chosen. The height of the supercell was

36.4 Å to ensure a large vacuum gap of 21 Å. This cell was large enough to enclose one
molecule and was therefore appropriate for our purpose. Note, however, that no LEED
data for this molecule was available to reconfirm this choice. As for peri4A, geometry
relaxations for the four adsorption sites on the Cu(111) surface were performed using a
Monkhorst-Pack 2×2×1 k-grid [72], a first-order Methfessel-Paxton smearing of 0.15 eV
[65] and 400 eV plane wave cut-off, as for peri4A/Cu(111). By comparing the adsorption
energies of bi4A on the adsorption sites of Cu(111), we find that the optimal adsorption
site is the hollow-hcp site, as well. The adsorption energies Eads and Ẽads, according to
Equation 4.2, are listed in Table 4.4.

Table 4.4 Adsorption energies Eads and Ẽads (Equation 4.2) for the four adsorption
sites of bi4A/Cu(111).

Adsorption site Eads (eV) Ẽads (eV)

hollow-hcp 4.29 5.45
hollow-fcc 4.25 5.40
bridge 3.93 4.98
top 3.31 4.13

As shown in Figure 4.1 (left panel), bi4A has a tetrahedral angle of around 70◦ in the
gas phase. Upon adsorption, the molecule is partially planarized due to vdW-interactions
with the Cu(111) substrate but the repulsion of the hydrogen atoms hinders the molecule

63



4.3. STRUCTURE OPTIMIZATION OF BI4A ON CU(111) CHAPTER 4.

from adsorbing in a completely flat configuration (Fig. 4.8). The adsorption distances
of the C atoms dC and the H atoms dH with their standard deviation, defined by the
average distance of the atoms to the topmost Cu-layer, are 2.95±0.54 Å and 2.98±0.67 Å,
respectively. The maximum bending, defined as ∆d = dmax − dmin, of the C atoms is
1.81 Å.

Figure 4.8: Bi4A on Cu(111) in surface unit cells (a) in top and side view.
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4.4 Electronic structure of peri4A and bi4A on Cu(111)

The subsequent analysis of the electronic structure has been done by using a denser
k-grid of 3 × 3 × 1 for both systems and the

(
6 −1
−3 5

)
surface unit cell, denoted with

(b), for peri4A/Cu(111). To understand what happens upon interface formation, we can
calculate the charge rearrangement. We define the charge density difference ∆ρ as the
difference between the charge density of the full system ρ and the sum of the charge
densities of the two subsystems, molecule ρmol and substrate ρsub.

∆ρ = ρ− (ρmol + ρsub) (4.4)

Note that the geometry of both, the molecule and the substrate, has been frozen in the
relaxed state of the full system for evaluating ρmol and ρsub, respectively. In addition to
the three-dimensional quantity ∆ρ(x, y, z), we also consider the plane-averaged charge
density difference by averaging over the xy-plane parallel to the substrate surface. In
particular, this allows solving the Poisson equation (d

2∆V
dz2

= ∆ρ(z)) to obtain the change
in the electrostatic potential ∆V across the interface in z-direction, which determines
the bond dipole ∆ϕbond between the substrate and the molecule.
The bond dipole can be further separated into two contributions, namely the work func-
tion reduction due to Pauli pushback [73] and the work function increase (decrease)
due to electron transfer into the molecule (metal) [4]. Depending on which contribution
prevails, the work function of the system will be decreased (Pauli pushback dominates),
further decreased (charge transfer into the metal) or increased (charge transfer into the
molecule dominates). The Pauli pushback occurs since the molecular orbitals overlap
with the metal wave functions which pushes the electrons back into the two subsystems
due to the Pauli repulsion principle [74]. This pushback effect is larger for the metal sub-
strate since the electrons are more polarizable compared to the electrons of the molecule
[4]. The surface dipole reduction, consequently, shifts the electrostatic potential and
therefore reduces the work function of the system [4]. Additionally, the metal surface
screens the charge from the molecule and therefore reduces the HOMO-LUMO gap [75].
This effect is not captured by DFT with conventional GGA or hybrid functionals but
by many body perturbation theory [76]. The GW approximation [77, 78] takes the po-
larizability of the surface through the screened Coulomb-interaction into account, so the
more polarizable the substrate, the smaller the HOMO-LUMO gap of the molecule [76].
Charge transfer into the molecule happens when the LUMO lies below the Fermi energy
of the metal, which then induces a dipole. This dipole consequently shifts up the vacuum
level, counteracting the pushback effect [79].
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Figure 4.9: Charge rearrangement of peri4A (left) and bi4A (right) on 6 layers Cu(111).
The black line denotes the plane-averaged charge density ∆ρ (×500) , the
grey line the charge density ρ of the full system, the dotted green line the
change in the electrostatic potential ∆V and the colored areas indicate elec-
tron depletion (darkblue) and accumulation (orange).

When comparing the two systems, peri4A/Cu(111) and bi4A/Cu(111), we see that the
Pauli pushback dominates over the charge transfer in both systems. However, the bond
dipole for bi4A/Cu(111) is slightly larger (Tab. 4.5) so we can assume that there is less
charge transfer into the LUMO of the molecule. To visualize the charge density of the
LUMO, we calculate the three-dimensional band decomposed charge density with VASP
for the molecular orbitals of the isolated molecule in the adsorption geometry by using
its converged WAVECAR file. In the INCAR file, LPARD=.TRUE. and LSEPB=.TRUE.

has to be set to calculate the partial decomposed charge density for each band, speci-
fied by IBAND, separately. The charge density of the LUMO of bi4A in the adsorption
geometry without substrate (Fig. 4.10) shows that charge mostly lies on the flat part of
the molecule. Thereby, less charge can be transferred into bi4A in contrast to peri4A
with a flat adsorption configuration. This also reflects in the charge rearrangements
∆ϕ (Fig 4.9, left panel) which clearly show a polarization within peri4A. The charge
rearrangements in bi4A/Cu(111) (Fig. 4.9, right panel) show more charge accumulation
at the molecule-substrate interface since, due to the larger surface unit cell and hence
less coverage, the charge is pushed back not only into the bulk but also to the regions
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where the molecule does not cover the substrate. Another reason for the stronger bond
dipole can be the smaller adsorption distance of the flat-lying arm of bi4A leading to a
larger Pauli pushback. The molecule has a minimum adsorption distance dmin of 2.2 Å
and maximum adsorption distance dmax of 4.0 Å compared to peri4A with dmin = 2.6 Å
and dmax = 2.8 Å. The bond dipole ∆ϕbond is the step of the electrostatic potential ∆V
across the molecule.

To quantify the transferred charge, a Bader charge analysis can be performed [80–83].
This analysis takes the converged density from the VASP CHGCAR file and assigns
the charge to the individual atoms by defining a two-dimensional surface around the
individual atoms where the charge density is a minimum perpendicular to the surface [80].
This is done for the full system and the isolated molecule in the adsorption geometry and
by subtracting the charge on the isolated molecule from the charge on the molecule in the
full system, we obtain the transferred charge into the molecule. Since the calculations
converge quickly, it is a convenient way to roughly quantify the charge transfer. For
peri4A/Cu(111), a charge transfer of 1.05 e and for bi4A/Cu(111), 0.78 e was calculated
which is reflected in the work function reduction (Tab. 4.5) being larger for bi4A where
there is less charge transfer.

Figure 4.10: Band decomposed charge density of the LUMO of peri4A (left) and bi4A
(right) in the adsorption geometry without substrate.

In Table 4.5, the work function of the metal ϕ0, the system ϕ and the different con-
tributions to the work function change ∆ϕ are listed. These changes arise from the
dipoles at the interface. The surface dipole is mainly reduced due to the bonding be-
tween molecule and substrate ∆ϕbond. But there are contributions also arising from
rearrangements of the metal atoms ∆ϕsurf which turn out to be marginal in the present
case. Additionally, the molecular dipole ∆ϕbend is also comparably small and comes
from the geometrical changes in the molecule upon adsorption. Important to notice is
that bi4A has a stronger molecular dipole because of the bent arm of the molecule. The
difference in ϕ0 is solely due to numerics.
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Table 4.5 Work functions and contributions to the work function change of peri4A and
bi4A on Cu(111). ϕ0: Work function of Cu(111), determined at the bottom
of the system, ϕ: Work function of the system, ∆ϕbond: Bond dipole, the
change in the work function due to the charge rearrangement upon
adsorption, ∆ϕbend: Molecular dipole, potential difference below and above
the molecule in the adsorption geometry without substrate, ∆ϕsurf: Surface
dipole change, the potential difference below and above the copper layers in
the final geometry.

peri4A/Cu(111) bi4A/Cu(111)

ϕ0 (eV) 4.75 4.76
ϕ (eV) 4.03 3.94
∆ϕ = ϕ− ϕ0 (eV) -0.72 -0.82
∆ϕbond (eV) -0.67 -0.74
∆ϕbend (eV) -0.03 -0.04
∆ϕsurf (eV) -0.01 -0.01

Finally, we also analyze the density of states (DOS), in particular, we can calculate the
projected DOS (PDOS) and molecular orbital projected DOS (MOPDOS) [24] to further
investigate changes in the electronic structure of the molecule due to the interaction with
the substrate. For this, the Kohn-Sham eigenstates of the full system ψn,k are either
projected onto atomic orbitals or molecular orbitals ϕi, respectively [24].

ρϕi
(E) =

1

Nk

∑
n,k

|⟨ϕi | ψn,k⟩|2 δ (E − ϵn,k) (4.5)

The following graphs in Figure 4.11 and Figure 4.12 show the MOPDOS for the HOMO-
1 up to the LUMO+1 and the PDOS of all atomic orbitals of the carbon atoms (C-
tot) and only the pz orbitals (C-pz) from the GGA-PBE and the HSE06 calculations,
respectively. In the considered energy range, the main contribution to the PDOS of C-tot
are the C-pz orbitals hence they (almost) completely overlap. The molecular orbitals are
broadened due to the hybridization with the metal wave functions and the LUMO gets
partially filled in both systems. The theoretical results for the PDOS and MOPDOS,
obtained with the GGA-PBE functional, (Fig. 4.11) show the LUMO and HOMO peak
of peri4A at higher energies compared to the experimental UPS data (upper panel)
and the theoretical results for bi4A also mismatch the experimental data (lower panel).
These mismatches stem from the shortcomings of the GGA-PBE functional mentioned
in Chapter 2, Section 2.3.1. Therefore, the calculations were repeated with the HSE06
functional which is known to give more accurate results for molecules (Fig. 4.12). We
observe that the position of the LUMO and HOMO peak of peri4A are now at lower
energies, matching the peak in the UPS data (upper panel). The LUMO, HOMO and
HOMO-1 peak of bi4A also appear at lower energies. For both systems, the unoccupied
orbitals slightly shift to higher energies in the HSE calculations leading to a larger
gap between the occupied and unoccupied orbitals compared to the gap in the GGA
calculations.
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Figure 4.11: MOPDOS for HOMO-1 up to the LUMO+1 and PDOS for C-tot and C-pz
of peri4A (top) and bi4A (bottom) on Cu(111) calculated with GGA-PBE
[22] compared to the experimental UPS data adapted with permission from
Klein et al. [70].
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Figure 4.12: MOPDOS for HOMO-1 up to the LUMO+1 and PDOS for C-tot and C-
pz of peri4A (top) and bi4A (bottom) on Cu(111) calculated with HSE06
[11] compared to the experimental UPS data adapted with permission from
Klein et al. [70].
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5 Organic-metal interfaces in static electric
fields

5.1 Motivation

In optoelectronics, charge transfer at organic-inorganic interfaces can be driven by strong
external electric fields where one oscillation half cycle of a strong low-frequency THz
waveform can be approximated by a static electric field. These fields of around 0.1 V/Å
will influence the charge rearrangements at the interface and, ultimately, displace the
atoms in the molecule. These effects will strongly depend on the internal dipole of the
molecule and the substrate-adsorbate interaction in equilibrium. Ideally, a resonant THz
electric field induces a vibration of the molecule perpendicular to the substrate, thereby,
not only the charge transfer is enhanced or reduced due to the polarization but also due
to the smaller or larger adsorption distance.

In this chapter, first the frequency required to induce a collective molecular vibration
perpendicular to the substrate plane is investigated on the example of para-hexaphenyl
(6P, C36H26), also known as para-sexiphenyl, on the Ag(110) and the Cu(110) substrate.
These systems are interesting because of the LUMO position relative to the Fermi level.
In 6P/Ag(110), the LUMO of 6P lies close to the Fermi edge [84] which makes it a suitable
system for electric field-induced charge transfer into the molecule. In 6P/Cu(110), the
LUMO is partially filled due to the stronger interaction with the copper substrate [85].
By step-wise displacing the molecule, already in its adsorption geometry, perpendicular
towards and away from the substrate and calculating the energy for the system, the
frequency can be determined. These calculations were performed using different vdW-
correction schemes to test their performance on the adsorption distance and to choose
the most suitable for all further calculations in this chapter since this affects the charge
transfer at the interface. Subsequently, to analyze the influence of a static electric
field on the interfaces, the two previously mentioned systems and also the molecule
perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA, C24H8O6) on Ag(110) are used.
We consider field strengths between -0.3 V/Å and 0.3 V/Å which are realizable in optical
experiments [86].

This third system was chosen since PTCDA has polar groups within the molecule
due to the oxygen atoms. First, the effects of the electric field onto the positions of
the constituent atoms are analyzed to observe whether the considered field strengths are
strong enough to result in a collective vibration of the molecule. Afterwards, the changes
in the DOS projected onto the atomic and molecular orbitals of the interfaces, in the
geometry obtained after relaxation without field, are investigated to solely analyze the
electronic polarization due to the field. Hereby, a Bader charge analysis was performed
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[80–83] to quantify the charge transfer for each considered field. Lastly, the charge density
difference due to the electric field and the charge rearrangements due to adsorption and
field are visualized.

5.2 Comparison of vdW-correction schemes

For the simulation of the interface, we set up a supercell with 5 substrate layers and a
vacuum gap of around 22 Å and 23 Å for 6P on Cu(110) and Ag(110), respectively. We
chose the experimental lattice constants of 4.08 Å for bulk Ag and 3.61 Å for bulk Cu.
6P orients on Cu(110) along the [110] parallel to the close-packed rows, as reported in
[87], and on Ag(110) along the [001] direction perpendicular to the close-packed rows
[84]. The corresponding surface unit cell vectors b1 and b2 are 7.3 Å, 28.5 Å with an
enclosing angle α of 82.7◦ for 6P on Cu(110) (see Fig. 5.1, left panel) and 28.7 Å and
8.7 Å with an enclosing angle of 84.2◦ for 6P on Ag(110) (see Fig. 5.1, right panel). The
adsorption geometry of the molecule on the two substrates will be further discussed in
the subsequent Section 5.3.

Figure 5.1: Surface unit cell of 6P/Cu(110) (left) and 6P/Ag(110) (right).

We assume that by driving the system with a strong external electric field in z-
direction, it will induce a collective vibrational motion perpendicular to the substrate
plane. To quantify the frequency needed to induce such a vibration, standard vdW-
corrected DFT calculations were performed where the molecule is translated out of its
equilibrium position in z-direction in a range of [−0.5, 0.5] Å in 0.05 Å steps. For each
step, an SCF-cycle was performed to calculate the total energy while keeping the geom-
etry fixed. The resulting energies relative to the equilibrium energy, denoted by ∆E,
were then plotted as a function of the displacement ∆z. Fitting the data in the vicinity
of the minimum by a parabolic function E(x) = ax2+bx+c, where x is the displacement
∆z, allows to determine the curvature which is directly proportional to the frequency f
according to

f =
1

2π

√
1

m

d2E

dx2
, (5.1)
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where m is the mass of the molecule. From this, we can estimate the frequency needed
to excite the molecule in this specific vibrational state.
The calculations for 6P on Cu(110) and Ag(110) were performed using the GGA-PBE

functional and five different vdW-correction methods for comparison. The used methods
are the DFT-D3(zero) [47], DFT-D3(BJ) [49], the Tkatchenko-Scheffler (TS) method [50]
and finally the two nonlocal vdW density functionals vdW-DF [55] and optB86b-vdW
[56], introduced in Section 2.4.4. A 2 × 6 × 1 Γ-centered k-grid for 6P/Ag(110) and
6 × 2 × 1 k-grid for 6P/Cu(110), a first-order Methfessel-Paxton smearing of 0.15 eV
[65] and 400 eV plane wave cut-off were used. The geometry relaxations were performed
using damped molecular dynamics, as explained in Section 2.4.3. The geometries were
optimized until the forces were below 0.01 eV/Å, for 6P/Cu(110), and 0.005 eV/Å, for
6P/Ag(110), since a displacement from the equilibrium position of the molecule actually
gave lower energies than the energy obtained after the geometry relaxation. Even more
precise geometry optimizations had to be done for the calculations with the nonlocal vdW
density functionals vdW-DF for both systems. Here, the optimizations were terminated
when the forces were below 0.002 eV/Å.
The adsorption distances dA of the constituent atom types A of 6P for the different

vdW-correction schemes are listed in Table 5.1. The vdW-DF scheme gives compa-
rably large adsorption distances for both systems since it significantly underbinds as
already found in earlier studies for various systems [88–92]. As a consequence of the
large adsorption distance, little energy will be needed to induce a collective vibration
of the molecule perpendicular to the substrate. When comparing the distances of 6P
on Ag(110) with experimental results obtained for the functional group of PTCDA on
Ag(110) (dfunct = 2.45 Å) in [93] or pentacene on Ag(111) (d = 2.43 Å) and Cu(111)
(d = 3.9 Å, low coverage and d = 4.1 Å, high coverage) in [94], they are in good agree-
ment with the results obtained with the optB86b-vdW and the TS scheme, therefore,
we can assume that these also give reasonable results for 6P on Cu(110).

Table 5.1 Adsorption distances dA of the different atom types A of 6P/Cu(110) and
6P/Ag(110) in the equilibrium structure for the different vdW-correction
schemes, namely DFT-D3(zero) [47], DFT-D3(BJ) [49], TS [50],
vdW-DF [55] and optB86b-vdW [56]. The adsorption distance is given as the
average value with its standard deviation.

6P/Cu(110) 6P/Ag(110)

dC (Å) dH (Å) dC (Å) dH (Å)

DFT-D3(zero) 2.38± 0.06 2.47± 0.05 2.86± 0.02 2.77± 0.03
DFT-D3(BJ) 2.32± 0.08 2.44± 0.06 2.74± 0.02 2.73± 0.02
TS 2.20± 0.10 2.38± 0.08 2.71± 0.03 2.71± 0.04
vdW-DF 3.34± 0.04 3.34± 0.04 3.27± 0.03 3.26± 0.03
optB86b-vdW 2.22± 0.09 2.40± 0.07 2.69± 0.04 2.70± 0.05

The following graphs show the resulting energies plotted as a function of the displace-
ment ∆z in the vicinity of the energy minimum for 6P on Cu(110) and Ag(110) with
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the fitted curve (solid line) (Fig. 5.2) for the different vdW corrections.

Figure 5.2: Energies with respect to the minimum energy of 6P/Cu(110) (left) and
6P/Ag(110) (right), denoted as ∆E = E−E0, as a function of displacement
∆z = z − z0 relative to the equilibrium position z0 for the different vdW-
correction schemes, namely DFT-D3(zero) [47], DFT-D3(BJ) [49], TS [50],
vdW-DF [55] and optB86b-vdW [56]. The parabolic fit of the data is plotted
as solid line.

Table 5.2 Frequency f (Eq. 5.1) needed to induce a vibrational motion of 6P
perpendicular to the Cu(110) and Ag(110) substrate plane for the different
vdW-correction schemes, namely DFT-D3(zero) [47], DFT-D3(BJ) [49],
TS [50], vdW-DF [55] and optB86b-vdW [56].

DFT-D3(zero) DFT-D3(BJ) TS vdW-DF optB86b-vdW

f (THz) (6P/Cu(110)) 3.0 3.4 4.6 1.2 4.3
f (THz) (6P/Ag(110)) 2.3 2.8 2.4 1.3 2.5

The vdW-DF gives considerably lower frequencies for both systems compared to the
other vdW corrections (Tab. 5.2) as a result of the large adsorption distances (see Ta-
ble 5.1). For 6P on Ag(110), the obtained frequencies are very similar which could stem
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from the weaker interaction of the molecule with the silver substrate due to the larger
adsorption distance. Hence, the vdW interactions at the interface are weaker and they
are well captured by all of the dispersion correction schemes (excluding vdW-DF). For
6P on Cu(110), the adsorption distance is smaller and the adsorbate-substrate inter-
action therefore stronger which leads to higher required frequencies to induce such a
vibrational motion of the molecule and large deviations across the different vdW correc-
tion schemes. As the TS and optB86b-vdW results for the adsorption distances compare
favorably with experiment [93], we assume a similar behavior for the frequencies yield-
ing values of about 2.4 to 2.5 THz for 6P/Ag(110) and almost twice the value, 4.3 to
4.6 THz, for 6P/Cu(110), respectively. Even though we assume that the substrate and
the molecule are rigid, therefore neglecting the intra-molecular motion, to obtain these
frequencies, there will probably be an eigenmode that corresponds to a similar motion,
as observed in a different study on NTCDA/Ag(111) [95].

5.3 Electronic structure

Figure 5.3: Surface unit cell and adsorption structure of the brickwall phase of
PTCDA/Ag(110). In the upper right panel, the carboxylic oxygen atoms
Ocarb are colored in dark red and the anhydride oxygen atoms Oanhyd in
light blue.

To analyze the effects of the static electric field on the structure and the charge rear-
rangements at the interface, we not only examine 6P on Cu(110) and Ag(110) but also
PTCDA on Ag(110). Due to PTCDA’s polar groups, namely the four carboxylic Ocarb

and two anhydride oxygen atoms Oanhyd (see Fig. 5.3, upper right panel), we expect
a larger distortion of the molecule already upon adsorption and induced by the elec-
tric field. For the structure of PTCDA/Ag(110), the brickwall phase was chosen with
one molecule inside the supercell oriented along the [001] direction as reported in Ref-
erence [96]. This phase of PTCDA/Ag(110) has already been observed experimentally
and theoretically confirmed [96–99]. The substrate was simulated by five layers, with an
Ag bulk lattice constant of 4.08 Å, and the vacuum gap of the supercell is around 22 Å.
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The corresponding surface unit cell vectors were 12.1 Å and 12.1 Å with an enclosing
angle of 86.6◦. Calculations were performed using a 3 × 3 × 1 k-grid and the structure
was optimized using damped molecular dynamics until the forces were below 0.01 eV/Å.
To account for the vdW-interactions the nonlocal optB86b-vdW-correction scheme was
chosen for all further calculations and comparisons since it gave reasonable results for
6P/Cu(110) and 6P/Ag(110).

5.3.1 Equilibrium structures

First, the adsorption of the molecules in equilibrium, that is with no applied electric field,
is analyzed. The smallest adsorption distance exhibits 6P on Cu(110) (see Tab. 5.3)
due to the stronger substrate-adsorbate bonding. Consequently, the 6P molecule is
significantly more distorted on the copper substrate with its hydrogen atoms pointing
slightly upwards (see Fig. 5.4, top panel). In contrast, on Ag(110) the molecule adsorbs
in a flat configuration (Fig. 5.4, bottom panel) due to the larger adsorption distance
(see Tab. 5.3). PTCDA adsorbs with its oxygen atoms pointing towards the substrate,
here, the Ocarb atoms are slightly more bent towards the substrate. The calculated
adsorption distances are getting close to the experimental values from normal incidence x-
ray standing waves (NIXSW) experiments, reported in Reference [93]. Table 5.3 contains
the adsorption energies, according to Equation 4.2, and average adsorption distances of
the constituent atoms. Note that here and in all further calculations, the geometries
were optimized using damped molecular dynamics until the forces were below 0.01 eV/Å
hence the slight difference in the adsorption distances of 6P/Ag(110) in Table 5.1 and
Table 5.3. These differences will not affect the obtained results in this study.

Figure 5.4: Side view of 6P/Cu(110) (left) and 6P/Ag(110) (right).
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Table 5.3 Adsorption energies Eads and Ẽads and distances dA of the different atom
types A of 6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110). The theoretical
adsorption distance is given as the average value with its standard deviation.
Additionally, the adsorption distances for PTCDA/Ag(110) obtained from
NIXSW experiments [93] are also listed.

6P/Cu(110) 6P/Ag(110) PTCDA/Ag(110) exp.: PTCDA/Ag(110) [93]

Eads (eV) 5.12 4.40 3.92 -

Ẽads (eV) 7.06 4.58 4.54 -

dC (Å) 2.22 ± 0.09 2.71 ± 0.03 2.61 ± 0.10 2.56±0.01

dH (Å) 2.40 ± 0.07 2.72 ± 0.04 2.68 ± 0.09 -

dOanhyd
(Å) - - 2.39 ± 0.08 2.38 ± 0.03

dOcarb
(Å) - - 2.32 ± 0.08 2.30 ± 0.04

The metal work function ϕ0 and the work function of the full system ϕ of the three
observed systems are listed in Table 5.4 together with the work function change ∆ϕ and
its contributions. The adsorption of 6P on Cu(110) and Ag(110) leads to a work function
reduction of 1.15 eV and 0.83 eV, respectively, due to the large contribution of the Pauli
pushback to the bond dipole ∆ϕbond at the interface. 6P/Cu(110) exhibits a larger
reduction due to the strong molecular dipole ∆ϕbend induced by distortion of the molecule
upon adsorption but a smaller bond dipole ∆ϕbond that can be attributed to the smaller
adsorption distance promoting charge transfer into the molecule. By performing a Bader
charge analysis [80–83], a charge transfer of 1.55 e into the molecule was calculated for
6P/Cu(110) and only 0.14 e for 6P/Ag(110). In contrast to these two systems, the
adsorption of PTCDA on Ag(110) results in almost no work function change. Since
PTCDA is a strong acceptor, the Pauli pushback is compensated almost entirely by the
charge transfer of 1.30 e into the molecule, leading to a positive bond dipole ∆ϕbond. Due
to the downward bending of the oxygen atoms upon adsorption, the molecule shows an
intrinsic dipole of similar magnitude to the one of 6P on Cu(110). Even a work function
increase has been observed theoretically, as reported in Reference [96]. Note that the
difference in the metal work function, compared to the 4.05 eV for Ag(110) calculated
with DFT-D3(zero) reported in Reference [96], stems from the nonlocal optB86b-vdW-
correction scheme that gives work functions 0.2-0.3 eV higher compared to experimental
values (for example, Φ0(Cu(110)) = 4.56 eV and Φ0(Ag(110)) = 4.10 eV [100]). This
has already been observed for another nonlocal vdW-correction, the vdW-DF-cx [100].
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Table 5.4 Work functions and contributions to the work function change of
6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110). ϕ0: Work function of the
substrate, determined at the bottom of the slab, ϕ: Work function of the
adsorbed molecule system, ∆ϕbond: Bond dipole, the change in the work
function due to the charge rearrangement upon adsorption, ∆ϕbend:
Molecular dipole, potential difference below and above the molecule in the
adsorption geometry without substrate, ∆ϕsurf: Surface dipole change, the
potential difference below and above the substrate layers in the final
geometry.

6P/Cu(110) 6P/Ag(110) PTCDA/Ag(110)

ϕ0 (eV) 4.72 4.45 4.51
ϕ (eV) 3.57 3.62 4.46
∆ϕ = ϕ− ϕ0 (eV) -1.15 -0.83 -0.05
∆ϕbond (eV) -0.68 -0.77 0.36
∆ϕbend (eV) -0.40 -0.02 -0.36
∆ϕsurf (eV) -0.05 -0.00 -0.03

The plane-averaged charge rearrangements ∆ρ, according to Equation 4.4, and the
change in the electrostatic potential ∆V in the systems, are plotted in Figure 5.5. Here,
the step of the electrostatic potential ∆V across the molecule represents the bond dipole
∆ϕbond. For 6P/Cu(110), on the one hand, we see that electrons are depleted close to
the metal surface and pushed back far into the bulk due to Pauli pushback. On the
other hand, electrons accumulate right below and, to a small contribution also above
the molecule at the π-lobes which corresponds to charge transfer into the LUMO. In
6P/Ag(110) there is only little charge transfer into the molecule, hence most of the
contribution to the bond dipole comes from Pauli pushback. For that reason, charge
accumulates between the molecule and the substrate since charge is also pushed in the
regions that are not covered by the molecule and at the topmost substrate layer. Elec-
trons are depleted right above and below the molecule corresponding to a depletion of
electrons from the π-lobes. There is no charge transfer from or into the σ-lobes since
the charge rearrangements are almost zero at the plane of the molecule. For PTCDA on
Ag(110), the situation is similar to 6P on Cu(110) where there is charge transfer, but the
Pauli pushback effect in this system is much weaker due to the larger adsorption distance
of PTCDA. The Pauli pushback effect shows in the depletion of electrons at the interface
and accumulation at the topmost Ag-layer. Furthermore, electrons are depleted from
the σ-lobes and accumulate at the π-lobes of the molecule due to charge transfer into
the LUMO.
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Figure 5.5: Charge rearrangements of 6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110)
(from left to right) in equilibrium. The black line denotes the plane-averaged
charge density ∆ρ (×200), the grey line the charge density ρ of the full sys-
tem, the dotted green line the change in the electrostatic potential ∆V
and the colored areas indicate electron depletion (darkblue) and accumu-
lation (orange).
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5.3.2 Geometric structure under static electric fields

Using the VASP code, it is possible to apply static electric fields in a direction perpendic-
ular to the substrate plane. Note that, when applying a field in VASP, the electrons move
in the direction of the field. So a positive (negative) static electric field in z-direction
moves electrons in the positive (negative) z-direction contrary to the physical description
of an electric field. For the analysis in this thesis, we will use the description of VASP.

First, we considered static electric fields with field strengths between -0.3 V/Å and
0.3 V/Å in z-direction and performed geometry relaxations to analyze how large the
displacement of the molecule due to the field is. The changes of the average adsorption
distance of the different atom types A in the molecule with respect to the equilibrium
adsorption distance, denoted as ∆dA = dA − dA,0, is plotted in Figure 5.6 and listed
in Table 5.5 for 6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110) (see Table 5.3 for the
equilibrium adsorption distances). Other than originally expected, not all atoms in the
molecule are collectively displaced in one direction but the more electronegative atoms,
carbon and oxygen, are displaced in the field direction since these accumulate electrons.
The average vertical shifts of the carbon atoms, ∆dC, and oxygen atoms, ∆dO, (Tab. 5.5)
are larger for a negative applied electric field due to the reduced surface dipole and smaller
for a positive applied electric field because of the bonding between the molecule and the
substrate. In contrast, the hydrogen atoms are displaced in the opposite direction by
the electric field due to their low electronegativity and partially positive charge (Fig. 5.6,
upper panels). The reason for the larger displacements in PTCDA (Fig. 5.6, lower panel)
are the oxygen atoms that are more electronegative compared to carbon which leads to
a stronger polarization within the molecule. The displacement of the carboxylic oxygens
is stronger, compared to the anhydride oxygens, since there is more charge on these
atoms due to the LUMO filling. The reason for the hydrogen atoms also being displaced
towards the surface in the case of a negative field could be the larger displacement of
the carbon and oxygen atoms so that the hydrogen atoms are displaced with them, as
originally expected.

Table 5.5 Average deviation ∆dA (pm) from the equilibrium adsorption distance
(Tab. 5.3) of the atom types A in 6P/Cu(110), 6P/Ag(110) and
PTCDA/Ag(110) due to the electric field Ez (V/Å). The adsorption distance
is defined as the distance to the topmost substrate layer.

Ez -0.3 -0.2 -0.1 0.1 0.2 0.3

6P/Cu(110) ∆dC -0.42 -0.33 -0.14 -0.05 0.03 0.20
∆dH 0.32 0.18 0.04 -0.16 -0.28 -0.58

6P/Ag(110) ∆dC -1.68 -1.17 -0.55 0.00 0.17 0.39
∆dH 0.06 -0.05 -0.09 -0.35 -0.69 -0.97

PTCDA/Ag(110) ∆dC -2.00 -1.68 -0.86 -0.10 0.05 0.24
∆dH -0.68 -0.80 -0.55 -0.34 -0.61 -0.88
∆dOcarb

-3.25 -2.39 -1.09 0.26 0.99 1.69
∆dOanhyd

-2.84 -2.14 -0.95 -0.06 0.28 0.73
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Figure 5.6: Average deviation ∆d from the equilibrium adsorption distance of the atoms
in 6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110) due to the electric field
Ez. The adsorption distance is defined as the distance to the topmost sub-
strate layer. The hydrogen is marked in light blue, carbon in green, car-
boxylic oxygen in orange and anhydride oxygen in dark cyan.
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5.3.3 Electronic structure under static electric fields

In this section, we investigate how external static electric fields affect the electronic
structure of organic-metal interfaces on the three considered systems, 6P/Cu(1110),
6P/Ag(110) and PTCDA/Ag(110). In order to separate geometrical effects from purely
electronic ones, we performed two types of calculations. First, we analyzed the changes
in the electronic structure taking into account the geometrical changes discussed in the
previous section, but switching off the electric field. The resulting PDOS is depicted in
Figure 5.7 and shows little variations due to the changes in the geometry. Therefore, we
can conclude that the geometrical changes alone have no noticeable effect on the charge
rearrangements in the systems and cannot induce charge transfer into the molecule at
the considered field strengths. However, experimentally, there will probably be larger
geometrical changes due to the thermal motion of the molecules at room temperature.
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Figure 5.7: Geometrical effect on the DOS projected on the C-pz atomic orbitals for
6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110) (from top to bottom). Here,
the geometries are taken from structural optimizations with the applied elec-
tric field Ez, but the PDOS is evaluated for Ez = 0 V/Å. The value of
Ez (V/Å) for the structural optimizations is noted outside the plots.
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In the second type of analysis, the optimized structures in equilibrium (Ez = 0 V/Å)
were fixed and solely the effect of the electric field on the electronic structure was stud-
ied, which can be explained as follows. When applying a positive static electric field
in z-direction (perpendicular to the substrate plane), electrons will be pulled from the
metal towards the molecule, thereby increasing the surface dipole. Implicitly, the applied
positive field is counteracting the Pauli pushback and therefore inducing or amplifying
charge transfer from the substrate into the molecule depending on the equilibrium sit-
uation without field. When applying a negative static electric field in z-direction, the
surface dipole is decreased due to the electrons moving towards the substrate therefore
the charge transfer into the molecule is reduced or charge transfer into the substrate is
induced, depending on the system’s equilibrium situation. Regarding the three differ-
ent systems studied in this chapter, in equilibrium, the LUMO lies almost completely
below (PTCDA/Ag(110)), mainly at the Fermi edge (6P/Cu(110)) or slightly above
(6P/Ag(110)). In all systems, the PDOS for C-pz clearly changes when varying the
field strength, despite the geometries being held fixed at the zero-field structures (see
Fig. 5.8). The PDOS considerably ”shifts” to lower energies with increasing electric field.
This shift is hardly noticeable for 6P/Cu(110) due to the strong substrate-adsorbate in-
teraction and the consequent hybridization. Nevertheless, the LUMO, located at the
Fermi level, does get filled continuously with increasing field. This can be further quan-
tified by performing a Bader charge analysis [80–83] (see Tab. 5.6 and Fig. 5.9). Note
that the LUMO of 6P on Cu(110) extends far below the Fermi level (around 1 eV) which
is better visible in the MOPDOS at the top panel of Figure 5.10. For 6P/Ag(110), the
calculated changes in the PDOS are very pronounced for field strengths above 0.1 V/Å
where an additional peak appears below the Fermi edge. This peak could stem from
strong hybridization with the metal substrate at the corresponding applied electric field.
Furthermore, with decreasing electric field, the peak position of the LUMO moves to-
wards higher energies. As the LUMO is almost fully occupied for PTCDA/Ag(110),
the LUMO shifts even further below the Fermi level. Note that, as for 6P/Cu(110), the
LUMO of PTCDA spreads over 1 eV when looking at the MOPDOS at the bottom panel
of Figure 5.10.
In Figure 5.9, we plot the charge transfer from the substrate into the molecule, as

obtained from the Bader charge analysis. The steepness of the slope indicates how easily
the electrons move into the LUMO of the molecule (positive field) and back into the
metal (negative field). For 6P on Cu(110), electrons are the most easily transferred into
the LUMO and back because of the LUMO position with respect to the Fermi level (see
Fig. 5.10). For 6P on Ag(110), charge is even transferred into the metal when applying
a negative electric field with a field strength greater than -0.1 V/Å.
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Figure 5.8: Electronic effect of the electric field Ez on the DOS projected on the C-pz
atomic orbitals for 6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110) (from
top to bottom). Here, the geometries are fixed to the optimized geometry in
equilibrium (Ez = 0 V/Å). The value of the applied electric field Ez (V/Å)
is noted outside the plots.
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Table 5.6 Charge transfer from the substrate to the molecule in 6P/Cu(110),
6P/Ag(110) and PTCDA/Ag(110) for the considered electric fields Ez. The
charge transfer is calculated by performing a Bader charge analysis [80–83].

Charge transfer into the molecule (e)

Ez (V/Å) 6P/Cu(110) 6P/Ag(110) PTCDA/Ag(110)
-0.3 1.26 -0.09 1.13
-0.2 1.36 -0.01 1.19
-0.1 1.45 0.06 1.24
0.0 1.55 0.14 1.30
0.1 1.65 0.22 1.36
0.2 1.75 0.31 1.41
0.3 1.84 0.40 1.47

Figure 5.9: Charge transfer from the substrate to the molecule in 6P/Cu(110),
6P/Ag(110) and PTCDA/Ag(110) for the considered electric fields Ez. The
charge transfer is calculated by performing a Bader charge analysis [80–83].

To get a clearer picture of the increased (decreased) charge transfer into the LUMO by
applying a positive (negative) electric field, we further projected the DOS onto the molec-
ular orbitals (see Fig. 5.10), by Equation 4.5 [24]. Here, the cyan and green vertical lines
indicate the peak positions of the HOMO and LUMO in equilibrium (Ez = 0.0 V/Å),
respectively. Several interesting aspects can be deducted from this analysis. First, due
to the stronger interaction between 6P and the copper surface, the molecular orbitals are
significantly more broadened (Fig. 5.10, top panel) compared to the molecular orbitals of
6P and PTCDA on silver. Additionally, the peak positions of the molecular orbitals do
not change significantly which is also a result of the strong substrate-adsorbate coupling.
However, the filling of the LUMO is significantly increased (decreased) in response to
the positive (negative) electric field. This can, for instance, be seen for 6P/Cu(110)
when looking at the smaller peak right below the Fermi energy and even the LUMO+1
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is dragged partly below the Fermi level. For 6P on Ag(110), the substrate-adsorbate
coupling is less strong, hence the peaks of the molecular orbitals shift to more negative
energies with increasing electric field. The molecular orbitals of PTCDA on Ag(110)
show a similar shift as the molecular orbitals of 6P on Ag(110). Here, the contributions
of the LUMO shift to lower energies when looking at the original peak for no applied
field (marked by the green vertical line) losing intensity with increasing positive field
strength.
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Figure 5.10: MOPDOS of 6P/Cu(110), 6P/Ag(110) and PTCDA/Ag(110) (top to bot-
tom) in the equilibrium geometry for the considered external electric fields
Ez. The cyan vertical line marks the peak of the HOMO and the green
vertical line the peak of the LUMO in equilibrium (Ez = 0.0 V/Å). The
value of the applied electric field Ez (V/Å) is noted outside the plots.
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To further analyze the electronic structure, the plane-averaged induced charge density
δρ(Ez) in response to the electric field is calculated according to following equation

δρ(Ez) = ρ(Ez)− ρ(Ez = 0) (5.2)

and plotted in Figure 5.11. The electric field induces a polarization and, therefore,
most of the electrons are accumulated (depleted) above the adsorbate and depleted
(accumulated) below the substrate for a positive (negative) applied electric field. In
Figure 5.11, the largest charge density differences are exhibited for the largest absolute
field strengths, here, the light green line for Ez = 0.3 V/Å and the dark blue line for
Ez = −0.3 V/Å. Another behavior shown in all three systems is, on the one hand, the
increased electron spill-out of the surface when applying a positive electric field, which
then counteracts the pushback effect. On the other hand, electrons are depleted right
above the metal surface when applying a negative electric field, therefore the pushback
effect is amplified. For 6P/Cu(110), electrons clearly accumulate below and above the
molecule at the π-lobes and deplete from the σ-lobes (plane of the molecule) when
applying a positive electric field. This corresponds to an increased charge transfer into
the LUMO. The opposite occurs for a negative electric field, where electrons deplete
from the π-lobes and accumulate at the σ-lobes. The situation is similar for 6P/Ag(110)
and PTCDA/Ag(110) due to increased (decreased) charge transfer into the LUMO when
applying a positive (negative) electric field. However, the change in the electron density
right above the surface is larger for these two systems due to the larger adsorption
distances, compared to 6P on Cu(110).
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Figure 5.11: Induced charge density δρ(Ez) of 6P/Cu(110), 6P/Ag(110) and
PTCDA/Ag(110) (left to right) in response to different external electric
fields Ez. The grey line denotes the charge ρ(z) of the full system in equi-
librium (Ez = 0.0 V/Å).

Finally, we analyze the electric field induced charge rearrangements in yet another
way. To this end, we compute the following quantity

∆ρ(Ez) = ρ(Ez)− (ρmol(Ez = 0) + ρsub(Ez = 0)) . (5.3)

Thus, ∆ρ(Ez) describes the charge rearrangements due to adsorption and due to the
electric field. To see that this expression gives the charge rearrangements due to adsorp-
tion and due to the electric field, the relation for the charge rearrangements (Eq. 4.4)
ρmol(Ez = 0) + ρsub(Ez = 0) = −∆ρ(Ez = 0) + ρ(Ez = 0) can be inserted into the
equation and the expression then exactly gives the sum of the induced charge density
δρ(Ez) and the charge rearrangements in equilibrium ∆ρ(Ez = 0). ∆ρ(Ez) is plotted
in Figure 5.12 for the discussed systems to get an overall picture of the changes in the
charge rearrangements upon adsorption due to the field. It’s trivial that for Ez = 0 V/Å
the curve is identical to the charge rearrangements in Figure 5.5 since there are no in-
duced charges. Note that the induced charge density differences δρ(Ez) in Figure 5.11
are significantly smaller than the charge rearrangements ∆ρ(Ez). For that reason, the
changes above the molecule, below the substrate and right at the interface are mainly
visible.
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Figure 5.12: Charge rearrangement ∆ρ(Ez) of 6P/Cu(110), 6P/Ag(110) and
PTCDA/Ag(110) (left to right) due to adsorption and due to differ-
ent external electric fields Ez. The grey line denotes the charge ρ(z) of the
full system in equilibrium (Ez = 0.0 V/Å).
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6 Conclusion

This chapter concludes the key findings of the three projects carried out in this thesis in
relation to their research objectives and questions. Additionally, we discuss the limita-
tions of our studies and propose potential future research.

The goal of the first project, discussed in Chapter 3, was to determine the optimal
Ueff value of Dudarev’s GGA+U approach [16] with respect to the computationally more
expensive hybrid functionals, PBEh [12–14] and HSE06 [11], for the two transition metal
complexes (TMC), transition metal phthalocyanine (TMPc) and porphine (TMP). Here,
TM = Mn, Fe, Co, Ni, Cu and Zn cover a range of magnetic spin moments from S =
3/2, 1, 1/2, 0, 1/2 and 0, respectively. Since the PBEh and HSE06 calculations for each
transition metal complex show the same orbital ordering and only differ in the HOMO-
LUMO gap, the GGA+U calculations are only compared to HSE06. The comparison
reveals that for the non-magnetic TMPcs and TMPs (TM = Zn, Ni) the description of
the d-states improves with increasing Ueff and Ueff values around 6 eV to 7 eV would be
the ideal choice. The TMC with a total spin moment S = 1/2 (TM = Co, Cu) show a
similar behavior, but here, the TMPs’ d-orbital energies fluctuate more with Ueff . For
the other magnetic TMPcs and TMPs (TM = Fe, Mn) a value below 6 eV should be
chosen. Here, it is difficult to make a definite choice based on the total spin moment
due to larger fluctuations in the total and local magnetic moments for the GGA+U
calculations. These are very sensitive to the initialization of the total magnetic moment
and could be related to the number of unpaired electrons in the system. Additionally,
it is important to note that the hybrid functional calculations have been performed as
single-point computations, that is, relying on the geometry obtained from PBE-GGA
which could slightly impact the orbital energies and magnetic moments of these calcu-
lations. In the context of future research, this study could be extended to analyzing the
bond lengths between the transition metal and the directly bound N atoms since these
influence the orbital and electronic degeneracies.

In the theoretical study done for the second project, we tested several surface unit
cells for peritetracene (peri4A) on the Cu(111) surface to find the best match with the
low-energy electron diffraction (LEED) data. We find that peri4A adsorbs in a flat con-
figuration on the hollow-hcp site. Based on this most favorable adsorption geometry,
STM images simulated within the Tersoff-Haman approximation [25] turn out to be in
excellent agreement with experimental data. We have also studied the adsorption of
the precursor molecule 1,1’-bitetracene (bi4A) on Cu(111) and find that it also adsorbs
on the hollow-hcp site, but in contrast to peri4A, does not get fully planarized upon
adsorption due to the repulsion of the inner hydrogen atoms. The electronic structure
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analysis in terms of the charge rearrangements reveals that the work functions are re-
duced by 0.72 eV for peri4A/Cu(111) and 0.82 eV for bi4A/Cu(111), respectively. On
the other hand, the projection of the DOS onto the molecular orbitals (MOPDOS) [24]
demonstrates that the LUMOs of both molecules get filled upon adsorption. Due to the
overall reduction of the work function, we conclude that the effect of the Pauli pushback
has to be significantly larger than the effect of the charge transfer into the molecule.
When comparing experimental ultraviolet photoemission (UPS) data with our calcu-
lated MOPDOS spectra, as obtained at the PBE-GGA level, we notice significant shifts
on the energy axis. We have therefore performed additional HSE06 hybrid functional
calculations which have resulted in good agreement with the experimental data. As a
part of ongoing research, angle-resolved photoemission spectroscopy (ARPES) experi-
ments could be conducted and compared to simulated momentum maps to confirm the
filling of the LUMO.

The goal of the third project was to analyze the electric field induced charge transfer
at organic-metal interfaces under the presumption that the field excites the molecule in
a vibrational state that periodically modulates the vertical molecule-substrate distance.
In an initial step, the frequency needed for such a vertical vibrational excitation has been
determined for 6P on Cu(110) and Ag(110) by translating the molecule in z-direction out
of its equilibrium position. By comparing the different local and nonlocal van der Waals
functionals in terms of the adsorption distances and frequencies, we observe that the
vdW-DF [55] method gives considerably larger adsorption distances and, therefore, low
frequencies since it significantly underbinds. Our findings show that the adsorption dis-
tances obtained with the optB86b-vdW [56] and TS [50] scheme give comparable results
to experimental ones [93]. Therefore, we assume a similar behavior for the frequencies.
Although in our approach we have assumed, that the molecule and substrate are rigid, it
is plausible that our results for the frequencies align with one of the existing vibrational
eigenmodes of the molecule. While this study provides valuable insights, it is important
to acknowledge that we performed standard DFT calculations at 0 K. To also consider
thermal motion of the molecules, molecular dynamics simulations could be performed as
a future study.
For all further studies of the three organic-metal interfaces, 6P/Cu(110), 6P/Ag(110)

and perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA) on Ag(110), under the in-
fluence of the electric fields, the optB86b-vdW functional has been utilized. The analysis
of the geometrical changes, for the considered field strengths (Section 5.3.2), revealed
that the atoms in the molecule do not show a concerted vertical motion in the field di-
rection, but rather that the more electronegative carbon and oxygen atoms move in the
direction of the field and the less electronegative hydrogen atoms move in the opposite
direction. In PTCDA/Ag(110) this effect is more pronounced due to more polar oxygen
atoms. Here, the carboxylic oxygen atoms are displaced the most since they are more
electronegative due to the LUMO filling. This also leads to the hydrogen atoms being
’dragged’ along with them, as originally expected. However, the overall displacements
are very small and do not significantly affect the electronic structure. There are, how-
ever, noticeable changes in the electronic structure when exposing the interface to the
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electric fields, even without considering the minor structural changes discussed above.
We observe that there is an apparent increase in charge transfer into the molecule when
applying a positive electric field and a decrease when applying a negative electric field.
Since the LUMO of 6P on Ag(110) is located right above the Fermi level, charge is
even transferred into the metal for the negative electric fields with a field strength below
-0.1 V/Å. This is also reflected in the PDOS and MOPDOS which show a continuous
shift of the orbital energies when applying an electric field. The plane-averaged induced
charge density in response to the electric field confirms this behavior since additional
charge rearrangements are visible at the interface, as well as a clear polarization in all
three systems.
Since it is difficult to fully understand all rearrangements at the interface, for future

research, it would be advantageous to extend the study to systems with charge donation
into the metal for comparison. Furthermore, since the electric field induced charge
transfer is planned to be realized experimentally, a comparison of simulated momentum
maps with ARPES experiments can be made. However, it is important to note that,
since the charge transfer at these considered electric fields is small, there may be no
significant changes in the momentum maps other than an intensity increase (decrease)
with amplified (reduced) charge transfer.
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