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1. Introduction

According to today’s belief there are four fundamental forces in nature: gravity and
the electromagnetic, weak and strong interactions. The last three can be unified in
the so-called standard model of elementary particles, but a complete quantum field
theoretical description of gravity yet remains to be formulated. The theory within
the standard model describing the strong interaction is called Quantum Chromody-
namics (QCD). Despite the fact that it is widely accepted, the theory is not solved
yet.

Unlike other forces, e.g. the electromagnetic force, the strong force does not de-
crease with distance. At very small distances the quarks behave like free particles.
This behaviour is called asymptotic freedom and was shown by D. Politzer [1], D.
Gross and F. Wilczek [2] in 1973, who were awarded the Nobel prize in 2004.

One of the most intriguing problems within QCD is confinement. This notion
refers to the experimental fact that no single quark has ever been observed [3]. We
say, the quarks are confined into hadrons, bound states consisting of two or three
quarks and antiquarks which form a non-coloured object. The massless particles
that are thought to mediate the strong interaction force are called gluons. Like
quarks, single gluons have not been seen in experiment so far [3]. This allows us
to take a step from the picture of quark confinement to the more general concept
of colour confinement: there are no isolated particles in nature with non-vanishing
colour charge. As far as theory is concerned, this circumstance still has to be
proven. Right now there are different confinement mechanisms on the market, with
the Gribov-Zwanziger [4] [5] [6] and the Kugo-Ojima [7] scenarios being the most
relevant ones for the correlation functions to be treated here.

It is reasonable to assume that the interaction between quarks is responsible for
the confining behaviour of coloured particles. One possible way to access the strong
interaction is via the Wegner-Wilson loop [8] [9]. This quantity can be used to define
a static quark potential that is convex, monotonically rising, but not rising faster
than linearly [10].

Many different ways to calculate the potential have been proposed over the years.
The resulting potential itself has some important properties: it is not only gauge
group dependent but there is also a dependence on the representation of matter
fields under the gauge group in question.

To illustrate this, figure 1.1 shows a schematic plot of the static potential for the
gauge group SU(N). The dashed line represents the case of matter in the fundamen-
tal representation and shows a linear rise. This means, that the strongly interacting
particles are confined because the potential is increasing with the distance between
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1. Introduction

them. However, as far as the adjoint representation is concerned the potential first
shows a linear rise, but then it exhibits a flattening. This is associated with string
breaking [11] [12].

r

VHrL

Figure 1.1.: Static potential for SU(N): the dashed line stands for the fundamental
and full line for the adjoint case, respectively.

The aim in this thesis was to investigate whether one can see such differences
concerning the gauge group and the representation on the level of Greens functions.

To this end the simplest system possible in this context is investigated: charged
scalar fields in the fundamental as well as the adjoint representation coupled to a
Yang-Mills theory. One is interested in Green functions, which are in general gauge-
dependent quantities. Therefore, a gauge fixing has to be done. In this thesis,
the Landau gauge was chosen for several reasons: it is a covariant gauge and has
been well studied over the years. Additionally, there are also technical advantages
like good renormalization properties and the fact that only the minimum number
of Lorentz tensor structures in the correlation functions are relevant [13]. These
correlation functions can be determined using Dyson-Schwinger equations (DSEs).

As a consequence, the Dyson-Schwinger equations are derived first for both cases.
The next step is to perform an infrared powercounting analysis [14] [15] [16] to
obtain the infrared, and thus long-distance, behaviour and compare the results for
both representations. The main part of this thesis will be a thorough analysis of the
colour structure of the diagrams in the DSEs. This will be done in terms of group
invariants. Then we apply the results to three specific gauge groups: SU(2), SU(3)
and G(2).

Although the confinement problem is fascinating, this is not the only reason to
investigate this system. When quantum electrodynamics (QED) is neglected, the
fundamental case can also be applied to the Higgs sector. This is due to the fact
that the Dyson-Schwinger equations are topologically equivalent in the conifining
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and the Higgs phase, if the Landau gauge is chosen.
In addition, there is an equivalence between the infinite-temperature limit of a

4-dimensional Yang-Mills theory and 3-dimensional Yang-Mills theory coupled to a
massive Higgs field in the adjoint representation [17] [18].

Similarly, a 5-dimensional field theory with a compactified 5th dimension can be
reduced to a 4-dimensional one plus a real scalar field. In case of an non-Abelian
theory, the scalar is in adjoint representation [19].

The structure of this thesis is as follows: After this introduction the second chapter
is about group theory and what consequences arise from coupling a charged scalar
field to a Yang-Mills theory in Landau gauge. In the third chapter the methods
used, like Dyson-Schwinger equations and the infrared powercounting technique,
are discussed. An analysis of the colour structure of the diagrams appearing in the
Dyson-Schwinger equations is given in chapter four. The last two chapters contain
a discussion of results as well as a summary and an outlook.
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2. Yang-Mills Theory Including
Adjointly and Fundamentally
Charged Scalars

Quantum Chromodynamics is formulated as a local quantum field theory. Gener-
alising the principle of local gauge invariance from the Abelian gauge theories like
Quantum Electrodynamics one can construct other non-Abelian theories. This was
first done by C. N. Yang and R. Mills [20]. The result is Yang-Mills theory.

2.1. Yang-Mills Theory

To investigate the differences and dependencies mentioned in the introduction let
us construct the simplest system suitable for this purpose. We choose to work in
Euclidean space-time because of technical advantages [21] and start with the Yang-
Mills Lagrangian in a covariant gauge [9]:

L =
1

2
F a
µνF

a
µν +

1

2ζ

(
∂µA

a
µ

)2
+ c̄a∂µD

ab
µ c

b (2.1)

Greek letters refer to Lorentz indices, latin ones to colour indices. ζ is the gauge
parameter and for Landau gauge we have ζ → 0. Aaν stands for the gluon fields,
c̄a and cb represent the anti-ghost and ghost field, respectively. The field strength
tensor F a

µν is defined as

F a
µν = ∂µA

a
ν − ∂νAaµ − gfabcAbµAcν (2.2)

and
Dab
µ = δab∂µ + gfabcAcµ (2.3)

is the covariant derivative in the adjoint representation. The factor g appearing in
the formula denotes the gauge coupling. A derivation of this Lagrangian can be
found in standard textbooks on quantum field theory like [9].

Up to now all we have is a pure gauge theory. To include massive particles, we
couple a charged, massive scalar field to this Yang-Mills theory. Scalars are spinless
bosons and therefore the system including them lacks any internal spin degrees of
freedom compared to fermionic matter fields. Thus, the scalars are easier to deal
with in calculations than fermions, but as a consequence more diagrams in the DSEs
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2. Yang-Mills Theory Including Adjointly and Fundamentally Charged Scalars

below are created. The full Lagrangian involving the scalar field is given by:

L =
1

2
F a
µνF

a
µν+

1

2ζ

(
∂µA

a
µ

)2
+c̄a∂µD

ab
µ c

b+(Dµ,ijΦj)
† (Dµ,ikΦk)−m2Φ†iΦi−

h

4!

(
Φ†iΦi

)2

.

(2.4)
If the scalar is in the adjoint representation, the covaraint derivatives in the last three
terms look like (2.3). For any other (including the fundamental) representation the
covariant derivative has a slightly different form:

Dµ,ij = δij∂µ − ig
(
ta

2

)
ij

Aaµ (2.5)

where ta is the generator of any arbitrary representation but the adjoint. Through-
out this thesis, the term ’arbitrary representation’ will always exclude the adjoint
representation. The scalar field is represented by Φ and its hermitean conjugate
by Φ†. Since we want the Lagrangian to be renormalizable in four space-time di-
mensions, the last three terms in equation 2.4 are the only allowed possibilities for
including scalar fields. There is an expression involving a derivative of the scalar
fields, a mass term and a term proportional to Φ4. The mass of the scalar is given
by m and h is a self-coupling between the scalars that has to be distinguished from
the gauge coupling g.

2.2. Group Theory: Lie Algebra and Representations

Since the Lagrangian of the system is invariant under a gauge transformation, quan-
tum chromodynamics is a gauge theory. In the case of QCD, the underlying sym-
metry group is SU(3), which is one of the main sequence Lie groups.

A Lie group is a continuous group. Its infinitesimal group elements can be written
down by

g(α) = 1 + iαata +O
(
α2
)
. (2.6)

The Hermitian operators ta are the generators of the symmetry group while the αa

stand for the group parameters.

The generators ta of a Lie group form a vector space. This vector space including
the commutator as the algebra multiplication is called a Lie algebra. Thus, the
generators of a Lie group obey the rule

[ta, tb] = ifabctc. (2.7)

The factors fabc are named structure constants. They are antisymmetric and, like
the generators, they fulfill the Jacobi identity:[

ta,
[
tb, tc

]]
+
[
tb, [tc, ta]

]
+
[
tc,
[
ta, tb

]]
= 0 (2.8)

fadef bcd + f bdef cad + f cdefabd = 0. (2.9)
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2.2. Group Theory: Lie Algebra and Representations

For the sake of completeness and because in this thesis also one of the exceptional
Lie groups is included, the classification of Lie algebras will be stressed at this point.
1

In physics one is mostly interested in compact Lie groups, because they have
unitary, finite-dimensional representations. By imposing the additional condition
that the Lie algebra has to be simple - i.e. no mutually commuting sets of generators
within the algebra - the possibilities for a Lie algebra are further restricted. All
possible Lie groups can be classified into three families and five exceptions:

• unitary transformations of N-dimensional vectors,

• orthogonal transformations of N-dimensional vectors,

• symplectic transformations of 2N-dimensional vectors,

• five exceptional groups: G(2), F (4), E(6), E(7), E(8).

Our goal is to describe the fields appearing in the Lagrangian of the system. This
can be done by using a finite-dimensional unitary representation of the underlying
algebra. Since the fact that a Lie algebra represents different groups, e.g. su(3) by
SU(3) or SU(3)/Z(3), is not relevant here, it should be noted that these terms are
used synonymously, as it is common language use in this field.

Roughly speaking, a finite-dimensional representation is a mapping of the group
on a set of matrices in a vector space. Any arbitrary reducible representation can be
written as a sum of irreducible representations. The basic irreducible representations
are also called fundamental representations and for SU(N) it is an N-dimensional
complex vector. Another irreducible representation that can be constructed for
every Lie algebra is the adjoint representation, which consists of the generators of
the algebra. The structure constants correspond to the representation matrices:(

tbA
)
ac

= ifabc. (2.10)

At this point some other properties and representation-dependent quantities that
are relevant in this work will be introduced.

The generators of a Lie algebra are Hermitian and traceless:

(ta)† = ta, (2.11)

(ta)ii = 0. (2.12)

Next, the relation
(ta)ij

(
tb
)
ji

= Tr{tatb} = δabTR (2.13)

yields an index constant TR for every representation that can be fixed by the nor-
malization chosen. Here, the choice for the index constant is

TR =
1

2
. (2.14)

1For more information on Lie groups and group theory in general the reader may consult [22] [23]
[24] or similar textbooks on group theory.
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2. Yang-Mills Theory Including Adjointly and Fundamentally Charged Scalars

The operator
t2 = tata (2.15)

commutes with all generators of the group. This is valid for any simple Lie algebra.
t2 is called the quadratic Casimir operator and is proportional to the unit matrix.
From now on it will be denoted by CR (CA) for an arbitrary (adjoint) representation.

Similarly, the dimension of the representations are given by the expressions NR

and NA for arbitrary and adjoint representation, respectively. There is also a useful
relation between the Casimir operator for an arbitrary representation and the index
constant:

NRCR = NATR. (2.16)

There are other invariant tensors that can be constructed via so-called sym-
metrized traces STr for each representation R [25]:

di1...inR = STr{ti1R ...t
in
R } =

1

n!

∑
n

Tr{tiπ(1)

R ...t
iπ(n)

R }. (2.17)

In this expression for symmetrized traces one is summing over all permutations of
the indices i1...in. One can have one of the indices fixed on a position and permute
the ones left. It is sufficient to consider only symmetrized traces since every trace
over a number of generators can be written as a completely symmetric trace plus
terms of lower order in the generators. These lower order terms can also be expressed
in terms of symmetrized traces. In this thesis, n = 4 will be the highest occurring
number of indices.

The last quantities needed for the evaluation of the colour factors are given by

d33 =
(
dabcR
)2

(2.18)

as well as
d44 =

(
dabcdR

)2
(2.19)

and
d444 = dabcddcdefdefab. (2.20)

These are group dependent numbers. Their explicit values for the gauge groups
we are interested in are given in chapter 5 along with the values of the other group
invariants.

In chapter 4, where the analysis of the colour structure is presented, the colour
structure of each diagram will first be calculated in terms of these five group in-
variants CA, CR, NA, NR, and TR, as well as d33 and d44. After that, they will be
replaced by their values for specific groups.
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2.3. The Static Potential

2.3. The Static Potential

The simplest way to observe confinement in a theory is to describe the interaction
between the colour sources with the help of an attractive potential. Since QCD is
a relativistic field theory, the strong interaction is associated with the creation of
particles. This phenomenon cannot be described by a potential. This problem can
be avoided by introducing infinite masses for the quarks in QCD. In that case, there
will be no quark-antiquark pair creation because all the kinetic degrees of freedom
of the quarks are frozen. The case of static quarks is also called the quenched case.

When speaking of a potential, one should thus always be aware of the fact that
the interaction can only be interpreted as a potential, if static quarks are involved.

In the following the derivation of a potential between a quark-antiquark pair qq̄ in
a colour-singlet state is sketched. For details of the calculation itself the reader can
consult [8] , where this formalism is also applied to QED as an instructive example.
In order to define such a confining potential one starts with the Wilson loop:

U(C) = P
[
exp

(
ig

∫
C
dxµAaµ(x)

ta

2

)]
, (2.21)

where C is a closed curve in space and P is the path ordering operator. Aaµ(x)
denotes the gauge field and ta a generator.

In general, the Wilson loop is a complex quantity, but its expectation value is real
because of charge invariance. It represents a finite parallel displacement along the
path C.

The next step is to consider the vacuum expectation value of the Wilson loop:

W (C) = 〈Tr{U(C)}〉 =
1

Z

∫
D[A]Tr{U(C)} exp (−SE(A)) (2.22)

wherein Z is given by:

Z =

∫
D[A] exp (−SE(A)) . (2.23)

These integrals can be evaluated using the path integral formalism. SE denotes the
Euclidean action. The Wilson loop U(C) as well as its expectation value W (C) are
gauge-invariant quantities.

In order to calculate the static potential V (r), the path C is chosen as a planar
closed curve. In this manner we arrive at an expression for V (r):

V (r) = lim
t→∞

logW (C(r, t))
t

, (2.24)

in which C is written in terms of its space and time extent r and t.

The Wilson criterion for quark confinement follows from the interpretation of the
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2. Yang-Mills Theory Including Adjointly and Fundamentally Charged Scalars

expectation value (2.23) as a potential [8]. It states that if W (C) for similarly shaped
paths C decreases exponentially with the minimal surface area A(C) = rt enclosed
by C, the theory is confining:

W (C) ∝ exp (−σA(C)) for large C (2.25)

This is considered as a criterion for confinement because in that case a confining
potential follows from (2.23) for large paths:

V (r) ≈ σr for r→∞. (2.26)

σ is called string constant and its estimated value in QCD is between (400 MeV)2

and (450 MeV)2.

Let us now have a closer look at the properties of the static potential. Using
quantum field theoretical arguments it can be proven that the potential cannot rise
faster than linearly [10]. Convexity is a consequence of the reflection positivity of
gauge-invariant Euclidean n-point functions, so we have:

V ′′(r) ≥ 0. (2.27)

Since the potential is also bounded from below, convexity also implies that V (r) is
monotonically rising with the distance:

V ′(r) ≥ 0. (2.28)

To illustrate this setting, schematic plots for different gauge groups and represen-
tations are shown on the following pages. Starting with the groups SU(N), figure 2.1
depicts the potential for the fundamental representation. Aside from the Coulomb
like part near the origin, it shows a linear rise. Thus, the quarks (or any coloured
objects in the same representation) are confined by the potential that increases with
the distance.

The adjoint case for SU(N) can be seen in figure 2.2. Again, it starts with a
Coulomb part but for larger distance the linear rise changes and a flattening of the
potential occurs. This behaviour is associated with string breaking, a phenomenon
that is explained as follows: The electric flux between two colour sources is squeezed
into a thin, effectively one-dimensional flux tube. This flux tube is also referred to as
string. At large distances this string can break via particle-antiparticle pair creation
because this is energetically more favourable. Still, the quarks are confined because
even if the string is breaking, the quarks immediately form bound states with the
newly created dynamical quarks or gluons in the quenched case.

The gauge groups of primary interest in this work are SU(2), SU(3) and G(2). As
mentioned before, SU(3) is the underlying symmetry group of QCD. SU(2)-Yang-
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2.3. The Static Potential

r

VHrL

Figure 2.1.: Static potential for SU(N) with matter in the fundamental
representation.

r

VHrL

Figure 2.2.: Static potential for SU(N) with matter in the adjoint representation.
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2. Yang-Mills Theory Including Adjointly and Fundamentally Charged Scalars

r

VHrL

Figure 2.3.: Static potential for G(2) with matter in the adjoint and fundamental
representation.

Mills theory has been studied extensively on the lattice and is also the underlying
group of the weak isospin. Since G(2) is relatively unknown, a few statements about
this group are in order. As stated in the previous chapter, the group G(2) is one of
the five exceptional Lie groups that are not part of the main families SO(N), SU(N)
and Sp(n). G(2) is a subgroup of SO(7), is generated by a non-Abelian, compact
Lie algebra of rank 2 and has 14 generators. The dimension of the fundamental and
adjoint representation of this group are 7 and 14, respectively.

Looking at the static potential for G(2), figure 2.3, there is no difference between
the adjoint and the fundamental representation. In both cases the potential shows
the same behaviour as for SU(N) in adjoint representation: the potential flattens at
large distances [26]. Again, this corresponds to string breaking. The reason for this
is, that for G(2) gluons can screen quarks. More on this behaviour will follow below.

So why are we interested in this particular group?

The reason is that there is an important structural difference between SU(N) and
G(2). The group G(2) has a trivial center. The center of a group is the subgroup
of elements in the group that commute with all others. In case of G(2) this is just
the identity. For SU(N), the center is Z(N).

In SU(3) Yang-Mills theory confinement is often associated with the center [11].
At low temperatures the center symmetry is unbroken. Therefore, the static quarks
and anti-quarks are confined by a string. On the other hand, at high temperatures
the symmetry breaks spontaneously. This is called the deconfined phase.

Investigating the gauge group G(2), one can see the triviality of the center has
consequences on how confinement is realized. In G(2) Yang-Mills theory, strings
confining two G(2) ”quarks” can break via the creation of dynamical ”gluons”.
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2.3. The Static Potential

Thus, one static G(2) ”quark” can be screened by three G(2) ”gluons” [26]. This
is similar to QCD, where a string connecting a quark-antiquark pair can break due
to the creation of another quark-antiquark pair. It should be emphasized that like
QCD, G(2) Yang-Mills theory is expected to show colour confinement [26] [12].

The possible connection between center symmetry and confinement serves as a
motivation for this thesis. However, this issue will not be discussed further in this
context since it is not relevant for the technical details of the calculations. For more
detailed information the reader is referred to [11] and [27].

At this point, it should be reemphasized that the behaviour of the potential ex-
plained before is only true for the quenched case. To avoid confusion, the meaning
of ’quenched’ in this context is discussed further. In this work, the term ’quenched’
refers to the fact that contributions from the sea of particles will be ignored. Speak-
ing in terms of the Dyson-Schwinger equations below, all diagrams containing closed
scalar loops will be excluded in the quenched case.

There are no dynamical scalars available in this approximation, therefore, string
breaking via the creation of scalar particle-antiparticle pairs is not possible. This
leads to the linear rise of the SU(N) potential in fundamental representation. The
flattening of the SU(N) potential at large r in adjoint representation is due to the
screening of the matter field via dynamical gluons [11] [12]. The same mechanism
is responsible for the behaviour of the G(2) potential in both representations, only
the number of gluons needed to screen a G(2) matter field is different from the case
of SU(N), it is three [26].

Looking at the unquenched case, where contributions from the sea of (scalar)
particles are allowed, the potential for the groups mentioned before in both repre-
sentations exhibits a flattening at large distances. This is due to the fact that the
string breaks either via the screening of the matter field by a number of dynamical
gluons or via scalar particle-antiparticle pair creation.
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3. Methods

Over the years many methods and procedures have been developed to analyse the
strong interaction. For example, perturbation theory is and has been successfully
applied to QCD, however this only works assuming the coupling constant is small
at high ehergies. This is perfectly valid at small distances (i.e. at high momenta),
where the quarks are asymptotically free. On the other hand, in the low-momentum
range perturbation theory breaks down. Therefore, to gain insight in the infrared
behaviour of the theory we have to rely on other techniques. To name a few of them,
lattice calculations prove to be very useful [8] [28] as well as functional approaches
like renormalization group equations (RGE) [29] and Dyson-Schwinger equations
[30]. The latter are used in this thesis.

3.1. Dyson-Schwinger-Equations

Since we are dealing with a quantum field theory, our goal is to get information
about the Green functions. The Dyson-Schwinger equations (DSEs) are the quan-
tum equations of motion for Green functions. This formalism was first presented
by F.J. Dyson [31] and J.S. Schwinger [32], who developed the concept indepen-
dently. Dyson-Schwinger equations are a non-perturbative tool, hence one can cover
the whole momentum regime of QCD. In particular, one is able to investigate the
infrared behaviour of the theory [30].

The formalism is based on the idea that the integral over a total derivative of the
generating functional vanishes:∫

D[ψ]
d

dψi
e−S[ψ]+ψiJi = 0. (3.1)

For the sake of simplicity all Lorentz, colour and representation indices have been
absorbed into the index i. Ji is the source of an arbitrary field ψi. S[ψ] is the action
of the theory:

S =

∫
d4xL. (3.2)

This leads to the following equation:

− δS

δψi

∣∣∣∣
ψi=Ψi+∆J

ij
δ
δΨj

+
δΓ

δΨi

= 0 (3.3)

where Ψi denotes the averaged fields in the presence of the sources and ∆J
ij is a
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Figure 3.1.: Scalar propagator DSE: The full line represents a scalar field, the spring
line a gluon and a dashed line a ghost. Black dots stand for dressed
vertices and propagators. Note, that all internal propagators in the
diagrams are dressed but the black dots have been omitted for the sake
of visual clarity.

general propagator of the generic field ψ. At this point, also mixed propagators can
occur. In the theories investigated here, these will vanish when we set the external
sources to zero. From the latter equation one can derive the so-called generating
equations for particles via taking the functional derivative with respect to a ghost,
gluon or scalar.

In the next step we have to take functional derivatives again to get the equations
of motions for the Green functions. In principal this calculation can be done by
hand, but when going to higher Greens functions it gets very messy due to the
number of terms and fields involved. Therefore, all DSEs in this thesis were derived
with the Mathematica package DoDSE [33].

The Dyson-Schwinger equation of the scalar propagator in figure 3.1 serves as an
illustrative example. On the left hand side there is the dressed scalar propagator.
The bare propagator is the first diagram appearing on the right hand side, next
is a diagram with a gluon loop and the last two diagrams of the first row are a
gluon and a scalar tadpole diagram. The remaining diagrams are of 2-loop order.
All inner propagators are dressed propagators. The (truncated) DSEs of the other
propagators and vertices appearing in this thesis can be found in appendix A.

3.2. Powercounting Technique

In this section the infrared powercounting technique [34] [35] [36] [14] [15] will be
summarized. For a more detailed information I refer the reader to the PhD thesis
of M.Q. Huber [37] which does not only contain a thorough review of this tool but
also illustrative examples where the powercounting is applied to various cases.
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The infrared powercounting technique allows us to investigate the full system of
Dyson-Schwinger equations (or renormalization group equations) via inequalities of
so-called infrared exponents. Without applying any truncation we are able to con-
vert an infinitely large system of coupled integral equations to an infinite number
of inequalities between so-called infrared exponents. Many of these inequalities are
superfluous, so they can be ignored. The remaining ones form a rather small finite
set that contains supposedly all the information about the infrared behaviour of the
theory.

For a Landau-gauge Yang-Mills theory coupled to a scalar field two different kinds
of such solutions have been obtained with the help of DSEs: the scaling and the
decoupling solution. The first one is characterized by scaling relations between the
critical infrared exponents. The decoupling solution is characterized by a constant
gluon propagator at zero momentum and a tree-level like ghost propagator. Only
the scaling solution leads to IR enhanced n-point functions. A general bound on the
IREs necessary for quark confinement is satisfied in both types of solution [38]. We
stay with the scaling solution, since it is much simpler. Note that the selection of
the scaling or the decoupling solution is likely just a pure gauge choice [13] [39].

Since we are interested in the infrared behaviour of the Yang-Mills theory, we
have to investigate the full non-perturbative Green functions as stated in the pre-
vious section. For simplicity we start with looking at the 2-point functions. The
propagators can be parameterized as follows:

∆ij(p) = Pij
Z (p2)

p2
, (3.4)

wherein Z (p2) is a dressing function while Pij contains all the colour and Lorentz
structure of the specific Green function. In the infrared region for the dressing
function Z (p2) a power law ansatz is made:

ZIR
(
p2
)

= C ·
(
p2
)δ

for p2 → 0 (3.5)

where C is a constant factor and δ denotes the infrared exponent (IRE). If δ < 0 the
propagator is infrared enhanced. Propagators with more than one dressing function
can be treated as several propagators with one dressing function each. A general-
ization for vertices (that usually need many dressing functions due to their tensor
structure) is also possible [15].

When all momenta go to zero at the symmetric point, this is called the uniform
limit and only this case will be taken into consideration in this section.

Since all momenta in the integrals of the n-point functions turn then into external
momenta because of dimensional reasons, it is sufficient to work only on the level
of IREs. In order to have a scaling solution, we have to assume that none of the
important contributions vanish because of cancellations.
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Having stated the above conditions, we can proceed with the infrared power-
counting. We start with the formula for the infrared exponent of an arbitrary l-loop
diagram ν in d dimensions [16]:

δν =l
d

2
+
∑
i

nxi (δxi − 1) +
∑

vert.k≥3

n
xi1 ...xir
d

(
δxi1 ...xir + cxi1 ...xir

)
+

∑
vert.k≥3

n
xi1 ...xir
b cxi1 ...xir − cν . (3.6)

The fields are represented by a set {xr} , r = 1, ..., R where R denotes the number
of fields in the action. The factor nxi stands for the number of internal propagators
in the diagram, δxi for their infrared exponents. The vertices are denoted in a similar
fashion: n

xi1 ...xir
b and n

xi1 ...xir
d are the numbers of dressed and bare vertices of type

xi1 ...xir . The variable cxi1 ...xir stands for the canonical dimension of the vertices.

This formula can be rewritten in terms of the number of external legs mxi . This
replaces the dependence on internal propagators. The details of this calculation can
be found in the appendix of [16], here I will only present the result in d dimensions:

δν =

(
d

2
− 2

)(
1− 1

2

∑
i

mxi

)
− 1

2

∑
i

mxiδxi

+
∑

vert.r≥3

n
xi1 ...xir
d

((
d

4
− 1

)
(u− 2) + δxi1 ...xir +

1

2

∑
i

k
xi1 ...xir
xi δxi

)

+
∑

vert.r≥3

n
xi1 ...xir
b

((
d

4
− 1

)
(u− 2) +

1

2

∑
i

k
xi1 ...xir
xi δxi

)
(3.7)

where k
xi1 ...xir
xi represents the number of times a leg of the field xi occurs in the

vertex xi1 ...xir and u =
∑

i k
xi1 ...xir
xi .

Based on the fact that a diagram on the right-hand side cannot be more divergent
than the one on the left-hand side, one can derive inequalities for higher n-point
functions [16]:

δxi1 ...xir +
1

2

∑
i

k
xi1 ...xir
xi δxi + (u− 2)

(
d

4
− 1

)
≥ 0. (3.8)

The DSEs of primitively divergent n-point functions always contain the bare quan-
tity on the right-hand side of the equation. The coefficients of nd and nb are non-
negative. The relation nb 6= 0 holds only for primitively divergent vertex functions.
Therefore, a primitively divergent interaction xi1 ...xir obeys the inequality

1

2

∑
i

δxik
xi1 ...xir
xi + (u− 2)

(
d

4
− 1

)
≥ 0 (3.9)
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3.2. Powercounting Technique

These formulas are all we need to investigate the system that was described in
chapter 2.

We can now apply the infrared powercounting technique to our Landau gauge
Yang-Mills theory including charged scalar fields. The tree-level interactions ap-
pearing in the Lagrangian are the ghost-gluon vertex, the 3-gluon and the 4-gluon
vertex, the scalar-gluon vertex, the 2-scalar-2-gluon vertex and the 4-scalar vertex.
If we use equation (3.9) on every one of them we end up with a set of six inequalities
corresponding to the order of the vertices listed above:

1

2
δgl + δgh +

(
d

4
− 1

)
≥ 0 (3.10)

3

2
δgl +

(
d

4
− 1

)
≥ 0 (3.11)

1

2
δgl + δs +

(
d

4
− 1

)
≥ 0 (3.12)

δgl +

(
d

4
− 1

)
≥ 0 (3.13)

δgl + δs +

(
d

2
− 2

)
≥ 0 (3.14)

δs +

(
d

4
− 1

)
≥ 0. (3.15)

The infrared exponents of the gluon, ghost and scalar propagators are denoted by
δgl, δgh and δs, respectively.

From equation (3.11), (3.13) and (3.15) one can immediately see that δgl ≥ 0 and
δs ≥ 0. This renders all other equations superfluous, except one:

1

2
δgl + δgh +

(
d

4
− 1

)
≥ 0. (3.16)

Since we observed before that δgl ≥ 0, the ghost propagator is the only one left that
can have an IRE ≤ 0 and therefore be infrared enhanced. In the literature this is
usually denoted as

1

2
δgl = −δgh +

(
d

4
− 1

)
= κ+

(
d

4
− 1

)
. (3.17)

For the system in question here there are two qualitatively distinct phases [40] [8].
These are called the confining and the Higgs phase. The Dyson-Schwinger equations
for the two phases are topologically equivalent. In this work we take a closer look at
the confining phase, but the results obtained in section 4 and appendic C also hold
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IREs δs δg δgh δggh δsg δ3g δ4g

decoupling Ms 0 0 0 0 0 0
partial scaling Ms 2κ+ −κ+ 0 0 −3κ+ −4κ+

+d
4
− 1 +d

4
− 1 +d

4
− 1 +d

4
− 1

full scaling Ms 2κ+ −κ+ 0 −Ms − κ+ −3κ+ −4κ+
+d

4
− 1 +d

4
− 1 +d

4
− 1 +d

4
− 1 +d

4
− 1

Table 3.1.: Infrared exponents in the confining phase.

true in the Higgs phase.

In the following, the definition of a new quantity Ms

Ms =

{
0, for a massless scalar: m2 = 0
1, for a massive scalar: m2 > 0

(3.18)

turns out to be very helpful, since we can now treat the massless and the massive
confining phase simultaneously.

There are three mathematically possible solutions for this system. All of them
are listed in Table 3.1 and named according to their scaling properties. In case of
the full scaling solution, a scaling behaviour is seen in both the scalar and the pure
Yang-Mills sector.

On the other hand, the partial scaling solution also describes a scaling in the pure
gauge sector, but the scalar sector decouples.

The third solution stems from fact that the ghost propagator is dominated by
its tree-level term and then the ghost equation can be solved trivially. This case
corresponds to κ = 0 and is called the decoupling solution. Since the derivation of
(3.17) requires κ < 0, it can be seen that the decoupling solution is only realized, if
the scaling solution is excluded.

Returning to Table 3.1, it shows the values of the infrared exponents for the
confining phase. δggh, δsg, δ3g and δ4g stand for the infrared exponents of the ghost-
gluon, the scalar-gluon, the 3-gluon and the 4-gluon vertex respectively. The values
of IREs of the 2-scalar-2-gluon (δ2g2s) and the 4-scalar vertex (δ4s) cannot be de-
termined simultaneously for the massless and the massive case due to qualitative
differences. Since this has no influence on the analysis of the colour structure in the
next chapter, further details and results will be omitted here. For a discussion and
physical interpretation of this matter the reader is referred to [41] [42].

The infrared powercounting only needs the tree-level interactions given in the
Lagrangian. Yet this technique yields an analysis of the full system of DSEs of
the system without any truncation necessary. This makes it a powerful tool for
identifying the leading diagrams within a DSE or an RGE.
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3.2. Powercounting Technique

As mentioned before, the ghost propagator is infrared enhanced. In the scalar
propagator DSE the bare propagator is leading in the infrared. It was argued in [41]
that coupling a scalar field to a Landau gauge Yang-Mills theory does not change the
scaling behaviour of the Yang-Mills sector, or the fact that the ghost is dominating in
the infrared. Therefore, in all DSEs of pure Yang-Mills vertices the leading diagrams
are the ones containing ghost-loops or ghost-boxes.

As far as the 4-scalar vertex and the 2-scalar-2-gluon vertex are concerned, we
have to distinguish between massless and massive scalars again.

In the first case, the leading diagram of the 4-scalar vertex is the bare 4-scalar
vertex. For the 2-scalar-2-gluon vertex the ghost-triangle diagram as well as a higher
order diagram containing a 5-point function and a ghost loop can be identified as
the leading contributions [41].

The leading diagrams of the 2-scalar-2-gluon DSE for a massive scalar are the same
as in the massless case. In case of the 4-scalar vertex, the leading contributions can
again only be found when including 5-point functions.

More details on this distinction will follow in chapter 5.

At this point the results so far are summarized. In the first step, the Dyson-
Schwinger equations for both the adjoint and the fundamental system have been
derived. As expected, one arrives at the same set of equations for both cases.

In order to find a difference between the two representations, a powercounting
analysis was performed. The infrared exponents for both cases have been evaluated
and the possible solutions for the system in question have been discussed. Still,
the IREs of the adjoint and the fundamental system turn out to be identical and
lead to the same solutions and scaling behaviour because the DSEs are topologically
identical. Therefore, concerning this issue the infrared powercounting technique
does not bear any new results and a different approach is needed to gain insight on
that matter.

The only resolution possible at this point is that the different solutions may cor-
respond to different matter fields. However, the validity of this szenario can not be
decided on pure infrared analysis grounds.
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4. Analysis of the Colour Structure

4.1. Colour Structure of Diagrams

Since the fundamental and the adjoint system not only have the same Dyson -
Schwinger equations, but also the infrared powercounting analysis yields the same
IREs in both cases, we have to go further. We are looking for a structural difference,
so the next logical step is a thorough analysis of the colour structure.

Therefore, one has to go back to the DSEs. Since the DSEs are an infinite tower of
equations, a one-loop truncation is applied to keep the system simple. The appearing
non tree-level vertices like the 4-ghost vertex are replaced by the structures given at
the end of the section. Their explicit form is given at the end of this section. Every
diagram containing an n-point function of the order higher than four are ignored
and only DSEs up to order four are considered. The consequences can be seen by
comparing the truncated scalar propagator DSE in figure 4.1 with figure 3.1.

-1  = -1 - - -1
2

- +...

Figure 4.1.: Truncated scalar propagator DSE

All other truncated Dyson-Schwinger equations of the system can be found in
appendix A.

Having restricted the DSEs to one-loop diagrams, we can start our analysis of
the colour structure of every single diagram. For the tree-level vertices the colour
structure can be read off from the DSEs derived before. The example of the ghost-
gluon vertex is one of the simplest because both the ghost and the gluon field are
in adjoint representation.

∼ igfabcpµ
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4. Analysis of the Colour Structure

Again, the factor g stands for the gauge coupling, fabc are the generators of the
adjoint representation and pµ represents the momentum of the anti-ghost.

Vertices involving scalar fields require a little bit more of our attention. Depending
on whether we want to calculate the fundamental or the adjoint case, we have to
take into account different colour structures.

∼ ig(ta)ij(q − k)µ arbitrary representation
∼ igfabc(q − k)µ adjoint representation

We do not need to choose a specific representation yet, so at this point (ta)ij
stands for the generator of any arbitrary representation but the adjoint. A complete
list of colour structures for tree-level vertices for adjoint and arbitrary representa-
tions can be found in appendix B.

Knowing the colour structure of the tree-level vertices provides a starting point
for constructing every other diagram. To see how this works we choose the swordfish
diagram appearing in the DSE of the scalar-gluon vertex as an example.

At this point another remark about arbitratry representations are in order. In
chapter 2 it was stated that every representation but the adjoint is included. Now an
additional restriction is made. The theory requires a representation that is sensitive
to charge-anticharge particles. For SU(N) this means, only representations with
half-integer spin are allowed. Representation with integer spin do not distinguish
between this particluar types of particles.

Starting from now, the arbitrary representations are limited to the fundamental
representations only in this thesis.

fundamental representation:
∼ (δecδaf + δfeδac)×

(
tb
)
dg
× (δdeδfg)

adjoint representation:
∼ (δafδec + δaeδfc + δacδfe)×

(
f bdg

)
× (δdeδfg)

This specific diagram consists of a 4-scalar vertex, a scalar-gluon vertex and two
scalar propagators. Consulting appendix B we can see that the first factor stems
from the 4-scalar vertex and the second one from the scalar-gluon vertex. There
are two expressions for this diagram depending on the representation chosen for the
scalar. The third factor containing two Kronecker deltas corresponds to the two
inner scalar propagators forming the scalar loop in the diagram.

The colour diagonality of the propagators follows from [43] and has been confirmed
in lattice calculations [44] [45] [46].

The imaginary unit and the gauge coupling appearing in appendix B were left out
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4.2. Colour Structure in Terms of Group Invariants

as they factorize from the rest and we are only interested in the colour part of the
expression. The same is true for the momentum parts, except for the 4-gluon vertex
below.

Some diagrams in the Dyson-Schwinger equations include vertices that have no
tree-level contributions: the 4-ghost vertex, the 2-scalar-2-ghost vertex, and the 2-
gluon-2-ghost vertex. To obtain an expression for their colour structure, they are
approximated by the diagrams containing tree-level vertices given below:

~

∼ −g2f ebaf edc

~

∼ −g2f edaf ebc

~

fundamental representation:
∼ −g2f eab (te)ab

adjoint representation:
∼ −g2f eabf ecd

There are two possible tree-level diagrams for calculating the colour structure of
the 2-gluon-2-ghost vertex. Both are taken into account in this work and will be
denoted as L1 and L2.

~

L2 ∼ −g2faedf bce

~

L1 ∼ g2f ecdf eab

4.2. Colour Structure in Terms of Group Invariants

To keep the discussion more general, we now want to calculate the colour structure
of the diagrams constructed before in terms of group invariants. The generators of
the adjoint representation are antisymmetric:

fabc = −f bac = f bca = −f cba = f cab = −facb. (4.1)
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An expression containing two or three structure constants can be reduced to [25]

facdf bcd = CAδ
ab, (4.2)

facdf bcef caf =
1

2
CAf

def . (4.3)

For arbitrary representations there exist similar rules [25]:

(ta)ij (ta)jk = δikCR, (4.4)

(ta)ij
(
tb
)
ji

= Tr{tatb} = δabTR, (4.5)

(ta)ij
(
tb
)
jk

(ta)kl =

(
CR −

1

2
CA

)(
tb
)
li
, (4.6)

ifabc
(
tb
)
ij

(tc)jk =
1

2
CA (ta)ki , (4.7)

(ta)ij
(
tb
)
jk

(tc)ki = dabc +
i

2
fabcTR. (4.8)

As mentioned in chapter 2, CA and CR are the Casimir operators of the adjoint
and an arbitrary representation, respectively. TR is an index constant, which is fixed
by the normalization.

With the help of these relations each diagram in the Dyson-Schwinger equations
for the 3-point vertices can be calculated by hand in reasonable time. This is due
to the fact that we restricted the system to one-loop diagrams and the highest n-
point functions appearing in these diagrams are of order 4. Therefore there is no
expression containing a product of more than three tensor fabc and (ta)ij and the
rules (4.2) - (4.8) can be applied.

Going back to the example of the swordfish diagram we had before, we see that
there is indeed a difference in the colour structure depending on which representation
for the scalar field we use: in the fundamental case the whole diagram is proportional
to the generator of the representation while for the adjoint case the diagram is
proportional to zero. This is due to a cancellation because of the antisymmetry of
the structure constants.

fundamental representation:
∼ (δecδaf + δfeδac) ×

(
tb
)
dg
× (δdeδfg) =(

tb
)
ac

adjoint representation:
∼ (δafδec + δaeδfc + δacδfe)×

(
f bdg

)
×

(δdeδfg) =
(
f bca − f bca

)
= 0

The diagrams appearing in the DSEs of the 4-point functions are more com-
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plicated. According to [43], a 4-point function in adjoint representation can be
decomposed into a sum of ten different tree-level diagrams that correspond to in-
variant tensor structures. Fortunately, not all of them are independent. Using the
Jacobi identity and some other relations only six independent tree level diagrams
are left. The same decomposition can be done for a 4-point function in fundamental
representation and for a 4-point function that has two adjoint and two fundamental
legs. This leads to a basis of four and five components, respectively.

These tensor structures form a basis that is not orthogonal. In this thesis an
orthogonal basis was constructed from these tensors for convenience. The only con-
dition imposed was that the first component is the tree-level colour structure of the
vertex in question. This is due to the fact that the tree-level contribution is leading
in the ultraviolet regime and the same is assumed for the infrared. An investigation
to which extent this applies can be found in [47]. The other components consist
of linear combinations of the tensor structures mentioned before. Since there are
different possibilities to realize that, the basis used in this work is given below.

4-legs-adjoint basis:

1st component:
(
f eacf ebd + f eadf ebc

)
2nd component:

(
f eacf ebd − f eadf ebc

)
3rd component: (δabδcd + δadδbc + δacδbd)
4th component:

(
f eacf ebd − f eadf ebc + CA(NA − 1)δacδbd + CA(1−NA)δadδbc

)
5th component:

(
f eacf ebd + f eadf ebc − 2

3
CA(NA + 1)δabδcd + 1

3
CA(NA + 1)δadδbc+

+1
3
CA(NA + 1)δacδbd

)
6th component:

(
δabδcd + δadδbc + δacδbd + 24(NA+2)

TR(CA−6CR)
dabcd

)
After comparing these expressions to appendix B, it can be seen that the first

component of the adjoint basis is the tree-level colour structure of the 2-scalar-2-
gluon vertex. The third component corresponds to the adjoint 4-scalar vertex.

Still, the first and the third components of the this basis were switched for the
calculation of the adjoint 4-scalar vertex. This was done because in every table in
appendix C the first expression should correspond to the tree-level contribution for
convenience.

As far as the 4-gluon vertex is concerned, the order of the 4-legs-adjoint basis is
the same as for the 2-scalar-2-gluon vertex.

Similarly, the first components of the 2-legs-adjoint-2-legs-fundamental basis and
the 4-legs-fundamental basis can be identified with the tree-level colour structures
of the 2-scalar-2-gluon and the fundamental 4-scalar vertex, respectively.

2-legs-adjoint-2-legs-fundamental basis:

1st component:
(

(ta)†ik
(
tb
)
kj

+
(
tb
)†
ik

(ta)kj

)
2st component:

(
(ta)†ik

(
tb
)
kj
−
(
tb
)†
ik

(ta)kj

)
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3rd component:
(

(ta)†ik
(
tb
)
kj

+
(
tb
)†
ik

(ta)kj − TR(1 +NA)δabδcd

)
4th component:

(
CA (ta)†ik

(
tb
)
kj
− CA

(
tb
)†
ik

(ta)kj − 2iTR(NA − 1)fabc (tc)ij

)
5th component:

(
(ta)†ik

(
tb
)
kj

+
(
tb
)†
ik

(ta)kj −
TRNA(−CA+4CR+TR(1+NA)(−4+NR+NANR))

2NRd33(1+NA)
×

×dabc (tc)ij −
CA−4CR−4TR(NA+1)

NR(NA+1)
δabδcd

)
4-legs-fundamental basis:

1st component: (δabδcd + δadδbc)
2nd component: (δabδcd − δadδbc)
3rd component:

(
−NATRδabδcd −NATRδadδbc +NR(NR + 1) (ta)ji (t

a)lk +

+NR(NR + 1)
(
tb
)
jk

(
tb
)
li

)
4th component:

(
−NATRδabδcd +NATRδadδbc −NR(NR − 1) (ta)ji (t

a)lk +

+NR(NR − 1)
(
tb
)
jk

(
tb
)
li

)
The full results for every diagram for all DSEs including the ones for the non

tree-level vertices can be found in appendix C.

All the results were calculated and checked with the help of the symbolic manipu-
lation system FORM developed by J. A. M. Vermaseren [48]. There is a very useful
FORM package named ’color’ written by T. van Ritbergen, A.N. Schellekens and
J.A.M. Vermaseren [25], which is able to calculate the colour structure of diagrams
containing up to 16 vertices. The package is also sensitive to different representa-
tions and calculates the colour factor in terms of the group invariants NA, NR, CA,
CR and TR. More details can be found in the paper associated with the FORM
package ’color’ [25].
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5. Results

In the previous chapters the colour structure analysis was motivated, the necessary
tools were developed and an example was given in terms of group invariants to
illustrate the procedure.

In this chapter the leading diagrams of each DSE according to power counting
will be presented and their colour structure will be evaluated for both the adjoint
and the fundamental representation. In addition the results will be applied to the
gauge groups SU(2), SU(3) and G(2).

A distinction between the massive and the massless scalar case will be made as
well as the quenched and the unquenched system. Differences are pointed out and
possible implications and consequences will be discussed.

A short note on the difference between the chosen gauge groups and in non-leading
diagrams will close this chapter.

5.1. Propagator DSEs

Up to now every colour factor was calculated in terms of group invariants. Their
values for the groups of most interest here are given in Table 5.1. As mentioned
before the value for TR is 1

2
. At this point, we insert specific values of the former

invariants into the results to see whether we find differences concerning the gauge
groups.

We start by looking at the Dyson-Schwinger equations of the propagators, i.e.
2-point functions. The powercounting analysis required that the ghost propaga-
tor is infrared enhanced. Furthermore, the leading diagrams of the gluon and the
scalar propagator DSE were identified as the ghost-loop diagram and the bare scalar

group invariant SU(2) SU(3) G(2)
NA 3 8 14
NR 2 3 7
CA 2 3 2
CR

3
4

4
3

1

d33 0 10
3

0

d44 5
1024

5
192

7
384

d444 55
294912

5
3456

77
110592

Table 5.1.: Values for group invariants for SU(2), SU(3) and G(2).
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propagator, respectively.

Their colour factors are given in the figures below. There is no difference between
the different representations since the ghost and the gluon are both in the adjoint
representation and the propagator is always proportional to δab.

group invariant SU(2) SU(3) G(2)
adjoint CAδ

ab 2δab 3δab 2δab

-1
group invariant SU(2) SU(3) G(2)

adj.& fund. δab δab δab δab

5.2. 3-point Function DSEs in quenched
Approximation

Continuing the analysis from before the results for the 3-point functions in quenched
approximation are given. There are three tree-level vertices containing three external
legs: the ghost-gluon, the scalar-gluon and the 3-gluon vertex. First, the leading
diagrams of the ghost-gluon vertex are presented as well as the results for their
colour structure:

group invariant SU(2) SU(3) G(2)
adjoint CAf

abc 2fabc 3fabc 2fabc

group invariant SU(2) SU(3) G(2)

adjoint −1
2
CAf

abc −fabc −3
2
fabc −fabc

However, no dependence on the gauge group can be observed in this case. Both
diagrams are proportional to a product of the adjoint quadratic Casimir CA and a
generator of the adjoint representation fabc modulo a prefactor. This is valid for the
three groups in question and no qualitative difference can be seen.

Next, the leading contributions of the 3-gluon vertex DSE is given. There are two
results presented for the diagram with the ghost-loop. As mentioned in the previous
chapter, this is due to the fact that there are two possibilities for replacing the non
tree-level 2-ghost-2-gluon vertex with tree-level diagrams.
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5.3. 4-point Function DSE in the Yang-Mills Sector

group invariant SU(2) SU(3) G(2)
adjoint 1

2
CAf

abc fabc 3
2
fabc fabc

group invariant SU(2) SU(3) G(2)
L1 1

2
CAf

abc fabc 3
2
fabc fabc

L2 −CAfabc −2fabc −3fabc −2fabc

Still, no difference concerning the representations can be seen because, so far,
there are no leading diagrams involving scalars. Additionally, no structural differ-
ence regarding the different gauge groups can be found.

We conclude this section with the result for the leading diagram in the scalar-gluon
DSE given below.

group invariant SU(2) SU(3) G(2)
adjoint −CAfabc −2fabc −3fabc −2fabc

fund. 1
4
CA (ta)bc

1
2

(ta)bc
3
4

(ta)bc
1
2

(ta)bc

Here too, no structural difference between the fundamental and the adjoint case
can be observed.

5.3. 4-point Function DSE in the Yang-Mills Sector

As mentioned before, the 4-point functions are projected on bases including their
own tree-level colour structure according to chapter 4. Again, the quenched case is
considered.

The only tree-level 4-point function in the pure gauge sector is the 4-gluon ver-
tex. Since the 4-gluon vertex is a pure Yang-Mills vertex, the leading diagrams are
identified as those with a ghost loop or a ghost box and are given below. Again,
there are two expressions for one of the diagrams stemming from the two tree-level
possibilities of the 2-gluon-2-ghost vertex.
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adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A −6 −54 −28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th − (1)
12
NAC

3
A(−2NA + 1) −10 −270 −252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

adj. group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A −12 −108 −56

2nd 0 0 0 0
3rd 5

2
NAC

2
A 30 180 140

4th 0 0 0 0

5th (1)
6
NAC

3
A(2NA − 1) 20 540 504

6th 1
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
1435

8
1113

8

×(CA − 6CR)+
+12 d44(2 +NA))

L1 group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(−2NA + 1) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
1435

8
1113

8

×(CA − 6CR)+
+12 d44(2 +NA))

L2 group invariant SU(2) SU(3) G(2)
1st −3

4
NAC

3
A -18 -162 -84

2nd 1
4
NAC

3
A 6 54 28

3rd 0 0 0 0
4th 1

4
NAC

3
A(−2NA + 3) -18 -702 -700

5th 1
4
NAC

3
A(2NA − 1) 30 810 756

6th 0 0 0 0

For these three diagrams no qualitative difference can be observed as far as the
different gauge groups are concerend.
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5.4. 4-point Function DSEs including Scalars

5.4. 4-point Function DSEs including Scalars

Since the two remaining tree-level vertices involve scalar fields, again a distinction
between a massless and a massive scalar has to be made. In addition, differences re-
garding the adjoint and the fundamental representation are most likely to be found
here.

Looking for the leading contributions, the 2-scalar-2-gluon vertex DSE is insen-
sitive to whether the scalar carries a mass or not. In both cases the same two
diagrams are the leading ones: the ghost-triangle diagram and one higher order
graph containing a 5-point function and a ghost loop.

The results of the ghost triangle diagram are given here.

adj. group invariant SU(2) SU(3) G(2)
1st 0 0 0 0
2nd −1

2
NAC

3
A -12 -108 -56

3rd 0 0 0 0
4th 1

2
NAC

3
A(2NA − 3) 36 1404 1400

5th 0 0 0 0
6th 0 0 0 0

fund. group invariant SU(2) SU(3) G(2)
1st −1

8
NATR (3C2

A − 10CACR+ − 9
32

−11
18

0
+8C2

R)
2nd 0 0 0 0
3rd 1

8
NATR (−3C2

A + 10CACR+ 27
32

205
18

105
4

+4CR(−2CR + TR + TRNA))
4th 0 0 0 0
5th 1

8
NATR (−3C2

A + 10CACR+ 27
32

205
18

105
4

+4CR(−2CR + TR + TRNA))

This is the first evidence for the differences we have been looking for. First of all,
there is a structural difference in the tree-level component of this specific diagram.
In the adjoint case the colour structure is zero, even when calculated in group
invariants. On the other hand, the fundamental colour structure is proportional to
a finite value.

Looking at all components, another detail can be observed. If the 6th component of
the adjoint case is excluded, the zero-components of the adjoint and the fundamental
representation seem to be switched. Those components that have a finite value for
the adjoint representation are zero for the fundamental case and vice versa. However,
this fact should not be overemphasized because the order of components of the basis
is an arbitrary choice. Still, an underlying structure can be seen.

The third difference that can be found in this diagram concerns the gauge groups.
Going back to the tree-level component of the fundamental case, it should be noted
that the explicit values for SU(2) and SU(3) are finite, while it is zero for G(2).
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Since it was stated in chapter 2 that there is a structural difference between SU(N)
and G(2), one is looking for details that might be important for an underlying mech-
anism. This indicates that there is one.

The second leading contribution in the 2-scalar-2-gluon DSE is an higher-order
diagram containing a 5-point function. As it was shown in [41], a skeleton expan-
sion can be applied to get rid of the 5-point function. This results in two diagrams
of two-loop order that are given below. It should be emphasized once more that
these diagrams are the leading contributions of the 2-scalar-2-gluon DSE for both
the massless and the massive case.

In the first of the diagrams steming from the skeleton expansion, no structural
difference between the adjoint and the fundamental representation can be seen. The
switching of the components like in the last diagram is also not repeated here. How-
ever, the tree-level component deserves some attention in the fundamental case.
Again, the value for G2 is zero whereas those for SU(2) and SU(3) are finite.

adj. group invariant SU(2) SU(3) G(2)
1st −1

8
NAC

4
A -6 -81 -28

2nd −1
8
NAC

4
A -6 -81 -28

3rd −5
4
NAC

3
A -30 -270 -140

4th 1
8
NAC

4
A(2NA − 3) 18 1053 700

5th 1
24
NAC

4
A(−1 + 2NA) 10 405 252

6th − CA
4TR(CA−6CR)

(5NATRC
2
A× −3825

128
−4305

16
−1113

8

×(CA − 6CR)+
+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

4
iNATRC

2
A(CA − 2CR) −3i

4
−3i 0

2nd 0 0 0 0
3rd 1

4
iNATRC

2
A (−CA + 2CR+ 9i

4
−75i

2
−105i

2

+TR + TRNA)
4th 0 0 0 0

5th
iNATRC

2
A

4NR(1+NA)
(−CA (−1 +NR+ 9i

16
20i
9

28i
15

+NANR) + 2(2TR(1 +NA))+
+CR(−2 +NR +NANR))

Next, the second diagram resulting from the skeleton expansion is given. Here,
neither a qualitative difference regarding the representations can be observed, nor
between SU(N) and G(2). Nevertheless, it should be noted, that the 4th component
for fundamental representation bears a difference within the SU(N). While there is
a finite value in case of SU(3), it reduces to zero for SU(2).
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5.4. 4-point Function DSEs including Scalars

adj. group invariant SU(2) SU(3) G(2)
1st −1

8
NAC

4
A -6 -81 -28

2nd 1
8
NAC

4
A 6 81 28

3rd −5
4
NAC

3
A -30 -270 -140

4th 1
8
NAC

4
A(−2NA + 3) -18 -1053 -700

5th 1
24
NAC

4
A(−1 + 2NA) 10 405 252

6th − CA
4TR(CA−6CR)

(5NATRC
2
A× −3825

128
−4305

16
−1113

8

×(CA − 6CR)+
+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

8
NATRC

3
A

3
2

27
2

7

2nd 1
8
NATRC

3
A

3
2

27
2

7

3rd 1
8
NATRC

2
A(CA − 4TR(1 +NA)) −9

2
−135

2
-98

4th −1
8
NATRC

3
A (CA − 2TR× 0 54 77

×(−1 +NA))

5th
NATRC

2
A

8NR(1+NA)
(8CR + CA× −45

16
−290

9
−1021

30

×(−2 +NR +NRNA)+
−2TR (N2

ANR + 4 +NR+
+2NA(1 +NR)))

Continuing with the 4-scalar vertex DSE, the distinction between a massless and
a massive scalar has to be taken into account.

In the first case, where the scalar does not carry a mass, the leading diagram can
be identified as the bare 4-scalar vertex. The colour structure of this diagram can
be read off from appendix B, since the same colour structure for bare and dressed
vertices is assumed.

∼ (δabδcd + δacδbd + δadδbc) adjoint

∼ (δabδcd + δadδbc) fundamental

If the scalar is massive, the leading contribution contains a 5-point function. This
diagram can again be skeleton expanded. The resulting graph is of 3-loop order and
its colour structure is given below.
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adj. group invariant SU(2) SU(3) G(2)
1st 1

24
(48 d44 + 25NAC

4
A) 25605

512
64805

96
44807
192

2nd 1
144
CA (−96 d44 + 13NAC

4
A) 2217

256
16893

96
11641
288

3rd − 1
144
CA (96 d44 + 5NAC

4
A) −855

256
−6485

96
−4487

288

4th 1
144
CA (−48 d44(3NA − 1)+ 12585

64
2708525

192
3485153

576

5NAC
4
A(30NA − 31))

5th 1
144
CA (−48 d44(3NA + 1)+ 28155

256
920105

192
1044617

576

NAC
4
A(38NA − 51))

6th 1
24TR(CA−6CR)

(48 d44CATR+ 204555
4096

48545
72

178829
768

+NATRC
4
A(25CA − 150CR)+

+20C2
A d44(2 +NA)

144 (−2CRTR d44+
+ d444(2 +NA)))

fund. group invariant SU(2) SU(3) G(2)
1st 1

12
(12 d44 +NATRC

2
A(CA + 12TR)) 4101

1024
27 56

3

2nd 1
12

(12 d44 +NATRC
2
A(CA − 12TR)) −2043

1024
-9 −28

3

3rd 1
48

(−48 d44 (TRNA + (CA − CR)× −11565
1024

−1265
8

−37779
128

×NR(1 +NR)) +
+C2

A (−4C2
ATRNANR(1 +NR)) +

+12 (T 3
RN

2
A + d33NR(1 +NR)+)

CATRNA (4CRNR(1 +NR)+
+TR(−4NA + 3NR(1 +NR))))

4th 1
48

(−48 d44 (TRNA − (CA − CR)× 6405
1024

6125
32

128821
384

×NR(−1 +NR))) +
+C2

A (−4C2
ATRNANR(−1 +NR)) +

+12 (T 3
RN

2
A + d33NR(−1 +NR)+)

CATRNA (−4CRNR(−1 +NR)+
+TR(−4NA + 3NR(−1 +NR))))

5.5. quenched vs unquenched

In the next part of this chapter the difference between the quenched and the un-
quenched system is examined. As mentioned in chapter 2 the meaning of quenched
in this context means that no contributions from sea particles are allowed. There-
fore, all diagrams containing a closed scalar loops are ignored in this case.

Starting with the Dyson-Schwinger equations of the 3-point functions, the dia-
grams containing closed scalar loops are shown, along with their respective colour
structure. Only one such diagram is found in each 3-point DSE.
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group invariant SU(2) SU(3) G(2)
adjoint −CAfabc −2fabc −3fabc −2fabc

fundamental TRf
abc 1

2
fabc 1

2
fabc 1

2
fabc

In case of the ghost-gluon vertex, it should be noted that in the adjoint represen-
tation the colour structure is proportional to the adjoint Casimir operator. On the
other hand, in fundamental representation it is proprotional to the index constant
TR that is fixed by the normalization and has the same value for every group.

However, no qualitative difference can be seen if this diagram is excluded.

Next, the corresponding diagram of the 3-gluon vertex DSE is given. A difference
can indeed be seen here. The colour structure of this swordfish diagram is zero
for the adjoint and proportional to dabc for the fundamental representation. The
quantity dabc is non-vanishing for SU(3), but zero for SU(2) and G(2).

group invariant SU(2) SU(3) G(2)
adjoint 0 0 0 0
fundamental 1

2
dacb 0 1

2
dacb 0

The results so far support the assumption that the pure Yang-Mills sector is ba-
sically not affected whether one considers the quenched or the unquenched case.

The remaining 3-point function DSE is the one of the scalar-gluon vertex. The
diagram corresponding to this equation is shown below. Here, we also see a difference
between the two representations: the colour structure is proportional to a generator
in the fundamental case, but cancels for the adjoint.

group invariant SU(2) SU(3) G(2)
adjoint 0 0 0 0
fundamental 1

6
(ta)bc

1
6

(ta)bc
1
6

(ta)bc
1
6

(ta)bc

This is again the kind of difference we have been looking for. As stated in the in-
troduction, the aim of this thesis was to see whether these representation-dependent
differences can be seen on the level of correlation functions. Knowing that there has
to be a distiction between the two representations, these results provide a starting
point for a deeper analysis.

However, the diagrams are subleading in the infrared. This requires that cancel-
lations occur if this should be relevant.

Proceeding with the 4-point DSEs, their diagrams containing scalar loops do not
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show a similar difference regarding the representation. This is expected for the 4-
gluon DSE since it belongs to the pure Yang-Mills sector and therefore, should be
unaffected by this. The diagrams of interest are the first, the seventh and last two
graphs in appendix C.7.

Likewise, the corresponding diagrams of the 4-scalar and the 2-scalar-2-gluon DSE
do not exhibit a qualitative difference concerning their colour structure. Regarding
the 4-scalar vertex, the only quenched diagram is the second graph in appendix C.9.
In case of the 2-scalar-2-gluon vertex there are two quenched diagrams which are the
first two listed in appendix C.8. This seems to hint that the main contribution to
this behaviour stems from the 3-point functions, more precisely from the scalar-gluon
DSE.

5.6. SU(N) vs G(2)

A few more words on the differences between different gauge groups are in order.

As explained in chapter 2, the main reason for being interested in the group G(2)
in this context is the fact that there is a structural difference between SU(N) and
G(2). In contrast to the group SU(N), G(2) has a trivial center. This has conse-
quences on how confinement is realized in these groups.

Starting to look at the tree-level component of the colour structure of the various
diagrams from this point of view, it can be seen that there are several diagrams
whose colour structures have finite values for SU(N) but are zero for G(2). This
was already pointed out in the previous section, where the leading diagrams were
presented. It should be emphasized that this kind of difference is not obeserved in
the diagrams steming from the Dyson-Schwinger equations of the pure Yang-Mills
sector. Furthermore, this behaviour occurs only in the fundamental representation.

Concerning the scalar-gluon DSE, the diagrams of interest are the third and the
fifth in appendix C.6. In the 2-scalar-2-gluon DSE we find four diagrams exhibiting
this behaviour (diagrams 6, 7, 11, 12 in appendix C.8) additional to the leading
ones discussed in section 5.4. This kind of difference is not found in the tree-level
components of any diagram in the 4-scalar vertex DSE. However, it can be seen in
the second component of both the first and the third diagram in appendix C.9.

Indeed, there seems to be a pattern behind this, and one can speculate, that
contributions showing this behaviour might be important to the building of the
string tension.

5.7. Non-leading Differences

To close this chapter, a few other differences in non-leading and unquenched dia-
grams are pointed out.
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5.7. Non-leading Differences

Starting with the difference between the two representations, there is one diagram
(diagram 8 in appendix C.8) from the 2-scalar-2-gluon DSE that deserves attention.
In this case, the colour structure of the adjoint representation is proportional to a
product of group invariants while it is zero for fundamental representation. This is
somehow inverse to the cases discussed in the previous sections, where it is always
the adjoint case that reduces to zero.

There is another diagram (fifth diagram in appendix C.8) belonging to the 2-
scalar-2-gluon vertex DSE that shows the same behaviour, although only in case of
SU(2).

Next, there are two diagrams of the 3-gluon DSE that are proportional to dabc:
the quenched diagram dicussed in a previous section and the scalar-triangle graph
(diagram 5 in appendix C.5). Since dabc is zero for SU(2) and G(2), there is a dif-
ference between those two groups and SU(3).

The last peculiar detail in this section concerns a diagram of the 2-gluon-2-ghost
veretx DSE. As mentioned before there are two possibilities to replace the non-tree
level 2-gluon-2-ghost vertex, denoted by L1 and L2. This makes a difference for the
third graph in appendix C.11, where the colour structure has a finite value when
using L1 but cancels in case of L2.
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6. Summary

In this last part of this thesis the results will be summarized.
In this thesis a charged scalar field coupled to a Landau-gauge Yang-Mills theory

has been investigated. Among others, the confinement problem serves as a motiva-
tion. The strong interaction force can be described by an attractive potential. This
potential depends on the gauge group as well as on the representation chosen for the
scalar. In this case, the adjoint and the fundamental representation are considered.
The aim of this thesis was to examine whether these differences can be seen on the
level of correlation functions.

To this end, the Dyson-Schwinger equations for both systems were derived first.
As expected, they turn out to be topologically equivalent and no difference can be
seen.

Next, an infrared powercounting analysis was performed on the adjoint and the
fundamental case. The leading diagrams of each DSE were identified and their in-
frared exponents were evaluated. In addition, the possible phases of the system were
discussed, along with the mathematically possible solutions. However, the IREs of
both systems are identical and lead to the same solutions in both cases.

To gain further insight, the colour structure of the diagrams appearing in the
DSEs was analysed. Since the Dyson-Schwinger equations are an infinite tower
of equations, a one-loop truncation was applied. Only DSEs to the order of four
were taken into account and all diagrams involving a n-point function where n = 5
or higher were ignored. The tree-level vertices were left bare and the appearing
non tree-level vertices were approximated by diagrams containing tree-level vertices.
The colour structures of the remaining diagrams were calculated in terms of group
invariants and later the values for the groups SU(2), SU(3) and G(2) were inserted.
To get results for the DSEs of the 4-point functions, a basis orthogonal to the
respective tree-level colour factor was developped.

In the following, the results for the leading diagrams identified with the help of
the powercounting analysis before are presented. No qualitative differences can be
seen in the pure Yang-Mills sector. The same is true for the leading diagram of the
scalar-gluon DSE.

However, when considering the leading triangle graph of the 2-scalar-2-gluon DSE,
a difference concerning the representation is found. The tree-level component of
this specific diagram is zero in the adjoint and is proportional to a product of
group invariants in the fundamental case. Additionally, the fundamnetal tree-level
component exhibits another difference regarding the gauge groups of interest. It has
a finite value for SU(2) and SU(3) but is zero for G(2).
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The other leading diagrams do not show this difference concerning the represen-
tation, but the discrepancy between SU(N) and G(2) can be observed in a number
of other leading as well as subleading diagrams of the 2-scalar-2-gluon DSE. One
might speculate that these contributions are important for the building of the string
tension.

Next, the quenched and the unquenched system are considered. In this context,
the term ’quenched’ refers to the fact that all diagrams containing a closed scalar
loop are excluded. As expected, there is no qualitative difference for the ghost-gluon
DSE. On the other hand, the corresponding diagrams of the scalar-gluon DSE and
the 3-gluon DSE reveal a distinction. The colour factor is proportional to a fixed
value in the fundamental case, but cancels for the adjoint. This behaviour is not
seen in the DSEs of the 4-point functions which backs the conjecture that the 4-
point functions might not be important for this mechanism.

At the end, the differences occuring in non-leading contributions are discussed.
There is one subleading diagram of the 2-scalar-2-gluon DSE that shows a structural
difference between the adjoint and the fundamental representation. A second one
exhibits this difference only in case of SU(2).

In addition the colour structure of a diagram steming from the 2-gluon-2-ghost
vertex turns out to be qualitatively different, depending on which possibility to re-
place the non tree-level 2-gluon-2-ghost vertex is chosen.

By identifying the contributions that are sensitive to different gauge groups one
provides the basis to identify the mechanism by more sophisticated treatments, in
particular self-consistent extensions. In particular, this gives reason to believe that
the qualitatively different behaviour of the string tension could be embodied in
(low-n) correlation functions.
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A. Dyson-Schwinger Equations

This appendix consists of a graphic representation of the truncated Dyson-Schwinger
equations of the propagators and the tree-level and non-tree-level vertices. All DSEs
were derived with the help of the Mathematica package DoDSE [33]. For the sake
of brevity only the truncated versions employed here are shown.

A.1. Propagator Equations

A.1.1. Ghost Propagator DSE

-1  = -1 -

A.1.2. Gluon Propagator DSE

-1  = -1 - -
1

2
- - -

1

2
-

- +

A.1.3. Scalar Propagator DSE

-1  = -1 - - -1
2

- +...
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A. Dyson-Schwinger Equations

A.2. tree-level Vertex Equations

A.2.1. Ghost-gluon Vertex DSE

= + + + -1
2

+

+ +  -1
2

A.2.2. 3-gluon Vertex DSE

= + - +  -1
2

+

+ +

A.2.3. Scalar-gluon Vertex DSE

= + + + -1
2

+

+ + +
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A.2. tree-level Vertex Equations

A.2.4. 4-gluon Vertex DSE

= + -1
2

+ + +

+ + + -

+ +
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A. Dyson-Schwinger Equations

A.2.5. 2-scalar-2-gluon Vertex DSE

= + -1
2

+ + +

+ + + + +

+ + + + +

+ + +

A.2.6. 4-scalar Vertex DSE

= + -1
2

+ + +

+
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A.3. non tree-level Vertex Equations

A.3. non tree-level Vertex Equations

For the sake of completeness the Dyson-Schwinger equations of the three appearing
non tree-level vertices are given below.

A.3.1. 4-ghost Vertex DSE

= + + +

A.3.2. 2-ghost-2-gluon Vertex DSE

= + ++ +

+ + + +

A.3.3. 2-scalar-2-ghost Vertex DSE

= + ++
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A. Dyson-Schwinger Equations
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B. Colour structure of Feynman Diagrams

B.1. Vertex Conventions

In this chapter the expressions of the colour structures of the tree-level vertices are
summarized. These factors can be read off from the Dyson-Schwinger equations
calculated before. Greek letters refer to Lorentz and latin letters to colour indices.

i imaginary unit
g coupling constant of the gauge sector
h coupling constant between scalars
fabc structure constants
(taij) generators of fundamental representation

pµ, qν , kσ momentum tensors

B.1.1. pure Yang-Mills vertices

ghost-gluon vertex:

∼ igfabcpµ

3-gluon vertex:

∼ −igfabc ((q − k)µδνρ + (k − p)νδµρ + (p− q)ρδµν)

4-gluon vertex:

∼ g2(f eabf ecd(δµσδνρ−δµρδνσ)+f eacf ebd(δµνδσρ−δµρδνσ)

+f eadf ebc(δµνδσρ − δµσδνρ))

= g2(f eabf ecdA+ f eacf ebdB

+f eadf ebcC)
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B. Colour structure of Feynman Diagrams

B.1.2. vertices involving adjoint scalar fields

scalar-gluon vertex:

∼ igfabc(q − k)µ

2-scalar-2-gluon vertex:

∼ g2
(
f eacf ebd + f eadf ebc

)
δµν

4-scalar vertex:

∼ 2h (δabδcd + δacδbd + δadδbc)

B.1.3. vertices involving fundamental scalar fields

scalar-gluon vertex:

∼ ig(ta)ijqµ

2-scalar-2-gluon vertex:

∼ g2

[(
ta

2

)†
ik

(
tb

2

)
kj

+
(
tb

2

)†
ik

(
ta

2

)
kj

]
δµν

4-scalar vertex:

∼ − h
3!

(δabδcd + δadδbc)
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C. Results for colour structure of DSE diagrams

In this part the results of the colour contribution for all the diagrams are shown. In
case of the DSEs of the 4-point function the results are projected on the basis given
below. The structure of this chapter is as follows: The diagrams are classified by the
DSEs they appear in. The colour structure of the tree-level diagrams can be found
in appendix B. The remaining higher order diagrams are shown in the left column.
The upper table of the right column contains the results for SU(2), SU(3) and G(2)
for the adjoint representation while the lower one corresponds to the fundamental
representation.

The results of some diagrams contain factors A, B, ... F. They stem from the
4-gluon vertex whose tree-level colour structure does not factor from the Lorentz
tensor structure. See appendix B.1.1 for details.

The 4-point functions are projected one the following basis:

• 4-legs-adjoint basis:

1st component:
(
f eacf ebd + f eadf ebc

)
2nd component:

(
f eacf ebd − f eadf ebc

)
3rd component: (δabδcd + δadδbc + δacδbd)
4th component:

(
f eacf ebd − f eadf ebc + CA(NA − 1)δacδbd + CA(1−NA)δadδbc

)
5th component:

(
f eacf ebd + f eadf ebc − 2

3
CA(NA + 1)δabδcd + 1

3
CA(NA + 1)δadδbc+

+1
3
CA(NA + 1)δacδbd

)
6th component:

(
δabδcd + δadδbc + δacδbd + 24(NA+2)

TR(CA−6CR)
dabcd

)
Note that for appendix C.9 the first and the third component of the 4-legs-adjoint

basis are interchanged.

• 2-legs-adjoint-2-legs fundamental basis:

1st component:
(

(ta)†ik
(
tb
)
kj

+
(
tb
)†
ik

(ta)kj

)
2st component:

(
(ta)†ik

(
tb
)
kj
−
(
tb
)†
ik

(ta)kj

)
3rd component:

(
(ta)†ik

(
tb
)
kj

+
(
tb
)†
ik

(ta)kj − TR(1 +NA)δabδcd

)
4th component:

(
CA (ta)†ik

(
tb
)
kj
− CA

(
tb
)†
ik

(ta)kj − 2iTR(NA − 1)fabc (tc)ij

)
5th component:

(
(ta)†ik

(
tb
)
kj

+
(
tb
)†
ik

(ta)kj −
TRNA(−CA+4CR+TR(1+NA)(−4+NR+NANR))

2NRd33(1+NA)
×

57



C. Results for colour structure of DSE diagrams

×dabc (tc)ij −
CA−4CR−4TR(NA+1)

NR(NA+1)
δabδcd

)

• 4-legs-fundamental basis:

1st component: (δabδcd + δadδbc)
2nd component: (δabδcd − δadδbc)
3rd component:

(
−NATRδabδcd −NATRδadδbc +NR(NR + 1) (ta)ji (t

a)lk +

+NR(NR + 1)
(
tb
)
jk

(
tb
)
li

)
4th component:

(
−NATRδabδcd +NATRδadδbc −NR(NR − 1) (ta)ji (t

a)lk +

+NR(NR − 1)
(
tb
)
jk

(
tb
)
li

)

C.1. ghost propagator DSE

group invariant SU(2) SU(3) G(2)
adjoint CAδ

ab 2δab 3δab 2δab

C.2. gluon propagator DSE

group invariant SU(2) SU(3) G(2)
adjoint 2CAδ

ab 4δab 6δab 4δab

group invariant SU(2) SU(3) G(2)
adjoint 2CAδ

ab 4δab 6δab 4δab

fundamental TRδ
ab 1

2
δab 1

2
δab 1

2
δab

group invariant SU(2) SU(3) G(2)
adjoint CAδ

ab 2δab 3δab 2δab

group invariant SU(2) SU(3) G(2)
adjoint CAδ

ab 2δab 3δab 2δab

group invariant SU(2) SU(3) G(2)
adjoint CAδ

ab 2δab 3δab 2δab

fundamental −TRδab −1
2
δab −1

2
δab −1

2
δab

C.3. scalar propagator DSE

group invariant SU(2) SU(3) G(2)
adjoint 2CAδ

ab 4δab 6δab 4δab

fundamental 1
2
CRδ

ab 3
8
δab 4

6
δab 1

2
δab
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C.4. ghost-gluon Vertex DSE

group invariant SU(2) SU(3) G(2)
adjoint 2 (NA + 2) δab 10δab 20δab 32δab

fundamental (NR + 1)δab 3δab 4δab 8δab

group invariant SU(2) SU(3) G(2)
adjoint CAδ

ab 2δab 3δab 2δab

fundamental −CRδab −3
4
δab −4

3
δab −δab

C.4. ghost-gluon Vertex DSE

group invariant SU(2) SU(3) G(2)
L1 −1

2
CAf

abc −fabc 3
2
fabc −fabc

L2 CAf
abc 2fabc 3fabc 2fabc

group invariant SU(2) SU(3) G(2)
adjoint CAf

abc 2fabc 3fabc 2fabc

group invariant SU(2) SU(3) G(2)
adjoint −1

2
CAf

abc −fabc 3
2
fabc −fabc

group invariant SU(2) SU(3) G(2)
adjoint −1

2
CAf

abc −fabc −3
2
fabc −fabc

group invariant SU(2) SU(3) G(2)
adjoint −CAfabc −2fabc −3fabc −2fabc

fundamental TRf
abc 1

2
fabc 1

2
fabc 1

2
fabc
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C. Results for colour structure of DSE diagrams

C.5. 3-gluon vertex DSE

group invariant SU(2) SU(3) G(2)
1
2
CAf

abc fabc 3
2
fabc fabc

group invariant SU(2) SU(3) G(2)
adjoint 0 0 0 0
fundamental 1

2
dacb 0 1

2
dacb 0

group invariant SU(2) SU(3) G(2)
D
2
CAf

abc× fabcD× 3
2
Dfabc× fabcD×

× (A−B+ × (A−B+ × (A−B+ × (A−B+
−2C) −2C) −2C) −2C)

group invariant SU(2) SU(3) G(2)
L1 1

2
CAf

abc fabc 3
2
fabc fabc

L2 −CAfabc −2fabc −3fabc −2fabc

group invariant SU(2) SU(3) G(2)
adjoint 1

2
CAf

abc fabc 3
2
fabc fabc

fundamental −dabc+ +1
4
fabc −dabc+ +1

4
fabc

+1
2
fabcTR +1

4
fabc

group invariant SU(2) SU(3) G(2)
−1

2
CAf

abc −fabc −3
2
fabc −fabc

C.6. scalar-gluon DSE

group invariant SU(2) SU(3) G(2)
adjoint 0 0 0 0
fundamental 0 0 0 0
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C.6. scalar-gluon DSE

group invariant SU(2) SU(3) G(2)
adjoint 0 0 0 0
fundamental 1

6
(ta)bc

1
6

(ta)bc
1
6

(ta)bc
1
6

(ta)bc

group invariant SU(2) SU(3) G(2)
adjoint 3

2
CAf

abc 3fabc 9
2
fabc 3fabc

fund. 1
2

(
CR − 1

2
CA
)

−1
8

− 1
12

0

group invariant SU(2) SU(3) G(2)
adjoint −1

2
CAf

abc −fabc −3
2
fabc −fabc

fund. −1
8
CA −1

4
−3

8
−1

4

group invariant SU(2) SU(3) G(2)
adjoint 1

2
CAf

abc fabc 3
2
fabc fabc

fund. CR − 1
2
CA −1

4
−1

6
0

group invariant SU(2) SU(3) G(2)
adjoint −CAfabc −2fabc −3fabc −2fabc

fund. 1
4
CA (ta)bc

1
2

(ta)bc
3
4

(ta)bc
1
2

(ta)bc
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C. Results for colour structure of DSE diagrams

C.7. 4-gluon vertex DSE

adj. group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A -12 -108 -56

2nd −1
2
NAC

3
A -12 -108 -56

3rd 10NAC
2
A 120 720 560

4th 1
2
NAC

3
A(2NA − 3) 36 1404 1400

5th 1
6
NAC

3
A(2NA − 1) 20 540 504

6th 2
TR(CA−6CR)

(5NATRC
2
A× 3825

32
1435

2
1113

2

×(CA − 6CR) + 12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st − 1

16
NATRC

2
A −3

8
−9

4
−7

4

2nd − 1
16
NATRC

2
A −3

8
−9

4
−7

4

3rd −1
4
NATR(CA − 6CR) 15

16
5 7

4th 1
16
NATRC

2
A(2NA − 3) 9

8
117
4

175
4

5th 1
48
NATRC

2
A(2NA − 1) 5

8
45
4

63
4

6th 1
192TR(CA−6CR)

(48 d44(2 +NA)+ 2235
1024

3425
576

−455
192

+NATR (−59C3
A(2 +NA)+

+576C2
R (−3TR + CR(2 +NA))

−72CACR (−8TR + 9CR(2 +NA)) +
+6C2

A(−8TR + 51CR(2 +NA))))
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C.7. 4-gluon vertex DSE

adj. group invariant SU(2)

1st
NAC

3
A

4
(A(D − 3F − 3G)+ 6 (A(D − 3F − 3G)+

+3C(−D + 2F +G)+ +3C(−D + 2F +G)+
+B(−2D + 3F +G)) +B(−2D + 3F +G))

2nd −1
2
NAC

3
A (A(D − F )+ −6 (A(D − F )+

+B(G+ F )+ +B(G+ F )+
+C(−D +G+ 2F )) +C(−D +G+ 2F ))

3rd 5
2
NAC

2
A(A+B)(D +G) 30(A+B)(D +G)

4th 1
4
NAC

3
A(2NA − 3) (A(D − F )+ 18 (A(D − F ) +B(G+ F )+

+B(G+ F ) + C(−D +G+ 2F )) +C(−D +G+ 2F ))

5th − 1
12
NAC

3
A(2NA − 1)× −10 (A(D − 2G− 3F )+

×(A(D − 2G− 3F )+ +3C(−D +G+ 2F )+
+3C(−D +G+ 2F )+ +B(−2D +G+ 3F ))
+B(−2D +G+ 3F ))

6th (A+B)(D+G)
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
(A+B)(D +G)

×(CA − 6CR) + 12 d44(2 +NA))

SU(3) G(2)
1st 54 (A(D − 3F − 3G)+ 28 (A(D − 3F − 3G)+

+3C(−D + 2F +G)+ +3C(−D + 2F +G)+
+B(−2D + 3F +G)) +B(−2D + 3F +G))

2nd −54 (A(D − F )+ −28 (A(D − F )+
+B(G+ F )+ +B(G+ F )+
+C(−D +G+ 2F )) +C(−D +G+ 2F ))

3rd 180(A+B)(D +G) 140(A+B)(D +G)

4th 702 (A(D − F ) +B(G+ F )+ 700 (A(D − F ) +B(G+ F )+
+C(−D +G+ 2F )) +C(−D +G+ 2F ))

5th −270 (A(D − 2G− 3F )+ −252 (A(D − 2G− 3F )+
+3C(−D +G+ 2F )+ +3C(−D +G+ 2F )+
+B(−2D +G+ 3F )) +B(−2D +G+ 3F ))

6th 1435
8

(A+B)(D +G) 1113
8

(A+B)(D +G)

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A −6 −54 −28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th − (1)
12
NAC

3
A(−2NA + 1) −10 −270 −252

6th 1
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
1435

8
1113

8

×(CA − 6CR) + 12 d44(2 +NA))
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C. Results for colour structure of DSE diagrams

L1 group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(−2NA + 1) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
1435

8
1113

8

×(CA − 6CR)+
+12 d44(2 +NA))

L2 group invariant SU(2) SU(3) G(2)
1st −3

4
NAC

3
A -18 -162 -84

2nd 1
4
NAC

3
A 6 54 28

3rd 0 0 0 0
4th 1

4
NAC

3
A(−2NA + 3) -18 -702 -700

5th 1
4
NAC

3
A(2NA − 1) 30 810 756

6th 0 0 0 0

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A −6 −54 −28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th − 1
12
NAC

3
A(−2NA + 1) −10 −270 −252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

adj. group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A −12 −108 −56

2nd 0 0 0 0
3rd 5

2
NAC

2
A 30 180 140

4th 0 0 0 0
5th 1

6
NAC

3
A(2NA − 1) 20 540 504

6th 1
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
1435

8
1113

8

×(CA − 6CR)+
+12 d44(2 +NA))
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C
.7.

4-glu
on

vertex
D

S
E

adj. group invariant SU(2) SU(3) G(2)
1st −1

4
NAC

3
A -6 -54 -28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5NAC
2
A 60 360 280

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(2NA − 1) 10 270 252

6th 1
TR(CA−6CR)

(5NATRC
2
A× 3825

64
1435

4
1113

4

×(CA − 6CR) + 12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

16
NATRC

2
A

3
8

9
4

7
4

2nd 1
16
NATRC

2
A

3
8

9
4

7
4

3rd 1
4
NATR(CA − 6CR) −15

16
-5 -7

4th 1
16
NATRC

2
A(−2NA + 3) −9

8
−117

4
−175

4

5th 1
48
NATRC

2
A(−2NA + 1) −5

8
−45

4
−63

4

6th 1
96TR(CA−6CR)

(−24 d44(2 +NA) +NATR× −2139
1024

−3089
576

455
192

(31C3
A(2 +NA)− 288C2

R (−3TR + CR(2 +NA)) +
+48CACR (−6TR + 7CR(2 +NA)) +
−6C2

A(−4TR + 27CR(2 +NA))))
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C
.
R

esu
lts

for
colou

r
stru

ctu
re

of
D

S
E

d
iagram

s
adj. group invariant SU(2) SU(3) G(2)

1st (A−2B−3C)
4

NAC
3
A 6 (A− 2B+ 54 (A− 2B+ 28 (A− 2B+

−3C) −3C) −3C)

2nd (C−A)
4

NAC
3
A 6(C − A) 54(C − A) 28(C − A)

3rd 5
2
NAC

2
A(A+B) 30(A+B) 180(A+B) 140(A+B)

4th (A−C)
4

NAC
3
A(2NA − 3) 18(A− C) 702(A− C) 700(A− C)

5th − (A−2B−3C)
12

NAC
3
A× −10 (A+ −270 (A+ −252 (A+

×(2NA − 1) −2B − 3C) −2B − 3C) −2B − 3C)

6th (A+B)
2TR(CA−6CR)

× 3825
128

(A+B) 1435
8

(A+B) 1113
8

(A+B)

× (5NATRC
2
A

×(CA − 6CR)+
+12 d44(2 +NA))
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C
.7.

4-glu
on

vertex
D

S
E

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A −6 −54 −28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th − 1
12
NAC

3
A(−2NA + 1) −10 −270 −252

6th 1
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
1435

8
1113

8

×(CA − 6CR) + 12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

4
NATRC

2
A

3
2

9 7

2nd −1
4
NATRC

2
A −3

2
-9 -7

3rd −1
2
NATR(CA − 6CR) 15

8
10 14

4th 1
4
NATRC

2
A(2NA − 3) 9

2
117 175

5th 1
12
NATRC

2
A(−2NA + 1) −5

2
-45 -63

6th 1
12TR(CA−6CR)

(12 d44(2 +NA) +NATR× 9675
256

−39505
144

12313
48

(−35C3
A(2 +NA) + 72C2

R (−3TR + CR(2 +NA)) +
+18CACR (−4TR + 9CR(2 +NA)) +
+6C2

A(−TR + 20CR(2 +NA))))
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C
.
R

esu
lts

for
colou

r
stru

ctu
re

of
D

S
E

d
iagram

s
adj. group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A −12 −108 −56

2nd 0 0 0 0
3rd 5

2
NAC

2
A 30 180 140

4th 0 0 0 0
5th 1

6
NAC

3
A(2NA − 1) 20 540 504

6th 1
2TR(CA−6CR)

(5NATRC
2
A× 3825

128
1435

8
1113

8

×(CA − 6CR) + 12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

2
NATRC

2
A -3 -18 -14

2nd 0 0 0 0
3rd −1

2
NATR(CA − 6CR) 15

8
10 14

4th 0 0 0 0
5th 1

6
NATRC

2
A(2NA − 1) 5 90 126

6th 1
2TR(CA−6CR)

(12 d44(2 +NA) +NATR× 225
128

−75
8

105
8

(−35C3
A(2 +NA) + 72C2

R (−3TR + CR(2 +NA)) +
+18CACR (−4TR + 9CR(2 +NA)) +
+6C2

A(−TR + 20CR(2 +NA))))
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C.8. 2-scalar-2-gluon vertex DSE

C.8. 2-scalar-2-gluon vertex DSE

adj. group invariant SU(2) SU(3) G(2)
1st 20NAC

2
A 240 1440 1120

2nd 0 0 0 0
3rd 4NACA(NA + 2) 120 960 1792
4th 0 0 0 0
5th −4

3
NAC

2
A(2N2

A + 6NA − 11) -400 -15840 -34720
6th 0 0 0 0

fund. group invariant SU(2) SU(3) G(2)
1st 1

24
NATR(CA − 4(CR + TR)) − 3

16
−13

18
−7

6

2nd 0 0 0 0
3rd 1

24
NATR (CA + 2 (−2CR+ 9

16
95
18

203
6

+TR(NA +NR +NANR − 1)))
4th 0 0 0 0
5th 1

24(1+NA)
NATR ((3 +NA)× 9

32
110
81

1547
360

×(CA + 2(−2CR + TR + TRNA)))

adj. group invariant SU(2) SU(3) G(2)
1st 10NAC

2
A 120 720 560

2nd 0 0 0 0
3rd 2NACA(NA + 2) 60 480 896
4th 0 0 0 0
5th −2

3
NAC

2
A(2N2

A + 6NA − 11) -200 -7920 -17360
6th 0 0 0 0

fund. group invariant SU(2) SU(3) G(2)
1st 1

12
NATR(−CA + 4(CR + TR)) 3

8
13
9

7
3

2nd 1
12
NATRCA

1
4

1 7
6

3rd − 1
12
NATR (CA + 2(−2CR+ −9

8
−95

9
−203

3

+TR(NA +NR +NANR − 1)))

4th − 1
12
NATRCA(CA − 2TR(NA − 1)) 0 4 77

6

5th − 3+NA
12(1+NA)

NATR (CA + 2(−2CR+ − 9
16

−220
81

−1547
180

+TR + TRNA))
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C. Results for colour structure of DSE diagrams

adj. group invariant SU(2) SU(3) G(2)
1st 0 0 0 0
2nd −1

2
NAC

3
A -12 -108 -56

3rd 0 0 0 0
4th 1

2
NAC

3
A(2NA − 3) 36 1404 1400

5th 0 0 0 0
6th 0 0 0 0

fund. group invariant SU(2) SU(3) G(2)
1st −1

8
NATR (3C2

A − 10CACR+ − 9
32

−11
18

0
+8C2

R)
2nd 0 0 0 0
3rd 1

8
NATR (−3C2

A + 10CACR+ 27
32

205
18

105
4

+4CR(−2CR + TR + TRNA))
4th 0 0 0 0
5th 1

8
NATR (−3C2

A + 10CACR+ 27
32

205
18

105
4

+4CR(−2CR + TR + TRNA))

adj. group invariant SU(2) SU(3) G(2)
1st 1

2
NAC

3
A 12 108 56

2nd 0 0 0 0
3rd 5NAC

2
A 60 360 280

4th 1
6
NAC

3
A(1− 2NA) -20 -540 -504

5th 0 0 0 0
6th 1

TR(CA−6CR)
(5NATRC

2
A× 3825

64
1435

4
1113

4

×(CA − 6CR)+
+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

4
NATRC

2
A −3

2
−9 −7

2nd −1
4
NATRC

2
A −3

2
−9 −7

3rd −1
4
NATRCA (CA+ 9

2
45 98

−4TR(1 +NA))

4th 1
4
NATRC

3
A 3 27 14

5th − NATRCA
4NR(1+NA)

(16 (CR+ 9
8

−55
27

−49
15

−TR(1 +NA)) +
+CA(NR +NANR − 4))

70



C.8. 2-scalar-2-gluon vertex DSE

adj. group invariant SU(2) SU(3) G(2)
1st −5

4
NAC

3
A -30 -270 -140

2nd 1
4
NAC

3
A 6 54 28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(3− 2NA) -18 -702 -700

5th 5
12
NAC

3
A(2NA − 1) 50 1350 1260

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

16
iNATRCA(3CA − 8CR) 0 −5i

4
−7i

4

2nd − 1
16
iNATRC

2
A −3i

8
−9i

4
−7i

4

3rd 1
16
iNATRCA(3CA − 8CR) 0 −5i

4
−7i

4

4th 1
16
iNATRCA (C2

A+ 3i
2

125i
4

49i
−4CATR(NA − 1)+
+16CRTR(NA − 1))

5th 1
16
iNATRCA(3CA − 8CR) 0 −5i

4
−7i

4

adj. group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A -12 -108 -56

2nd 0 0 0 0
3rd −5NAC

2
A -60 -360 -280

4th 0 0 0 0
5th 1

6
NAC

3
A(2NA − 1) 20 540 504

6th − 1
TR(CA−6CR)

(5NATRC
2
A× −3825

64
−1435

4
−1113

4

×(CA − 6CR)+
+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

2
iNATRCA(CA − 2CR) −3i

4
−2i 0

2nd 0 0 0 0
3rd −1

2
iNATRCA (CA − 2CR − TR+ 9i

4
25i 105i

2

−TRNA)
4th −2iNAT

2
RCACR(NA − 1) −9i

2
−112i −182i

5th − NATRCA
2NR(1+NA)

(CA(NR +NANR − 1)+ 9i
16

40i
27

28i
15

−4TR(1 +NA)+
+2CR(NR +NANR − 2))

71



C. Results for colour structure of DSE diagrams

adj. group invariant SU(2) SU(3) G(2)
1st −1

4
NAC

3
A -6 -54 -28

2nd 1
4
NAC

3
A 6 54 28

3rd −5
2
NAC

2
A -30 -180 -140

4th 1
4
NAC

3
A(3− 2NA) -18 -702 -700

5th 1
12
NAC

3
A(2NA − 1) 10 270 252

6th − 1
2TR(CA−6CR)

(5NATR× −3825
128

−1435
8

−1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

4
NATR(3C2

A − 10CACR + 8C2
R) 9

16
11
9

0

2nd −1
4
NATRCA(CA − 2CR) −3

8
−1 0

3rd −1
4
NATR (−3C2

A + 10CACR+ −27
16

−205
9

−105
2

+4CR(−2CR + TR + TRNA))
4th 1

4
NATRCA (C2

A − 2CACR+ 3 59 91
+4CRTR(NA − 1))

5th −NATR
4

(−3C2
A + 10CACR+ −27

16
−205

9
−105

2

+4CR(−2CR + TR + TRNA))

adj. group invariant SU(2) SU(3) G(2)
1st 1

2
NAC

3
A 12 108 56

2nd 0 0 0 0
3rd −5

2
NAC

2
A -30 -180 -140

4th 0 0 0 0
5th 1

6
NAC

3
A(1− 2NA) -20 -540 -504

6th − 1
2TR(CA−6CR)

(5NATR× −3825
128

−1435
8

−1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 0 0 0 0
2nd 1

2
iNATRC

2
A 3i 18i 14i

3rd 0 0 0 0
4th −1

1
iNATRC

2
A (CA+ 12i 954i 2520i

−2TRNA(NA − 1))
5th 0 0 0 0
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C.8. 2-scalar-2-gluon vertex DSE

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

8
NATRC

2
A

3
4

9
2

7
2

2nd 0 0 0 0
3rd 1

8
NATRCA(CA − 4TR(1 +NA)) −9

4
−45

2
−49

4th 0 0 0 0
5th NATRCA

8NR(1+NA)
(16 (CR+ − 9

16
55
54

49
30

−TR(1 +NA)) +
+CA(NR +NANR − 4))

adj. group invariant SU(2) SU(3) G(2)
1st 13

4
NAC

3
A 78 702 364

2nd −5
4
NAC

3
A -30 270 -140

3rd 5
2
NAC

2
A 30 180 140

4th 5
4
NAC

3
A(2NA − 3) 90 3510 3500

5th 13
12
NAC

3
A(1− 2NA) -130 -3510 -3276

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

32
NATR(5C2

A − 24CACR + 32C2
R) 3

32
53
72

7
8

2nd 1
32
NATRCA(8CR − 3CA) 0 5

8
7
8

3rd 1
32
NATR (5C2

A+ − 9
32

−325
72

−49
4

+4CA(TR + TRNA − 6CR)+
+16CR(2CR − TR(1 +NA)))

4th 1
32
NATRC

2
A(−8CR + 3CA) 0 −15

8
−7

4

5th 1
32(1+NA)NR

NATR× −45
64

−2245
216

−2989
120

× (−16CR(1 +NA)×
× (−2CR + TR + TRNA) +
+C2

A(4 + 5NR(1 +NA))+
−8CA (−2TR(1 +NA)+
+CR(2 + 3NR(1 +NA))))
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C. Results for colour structure of DSE diagrams

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd 1
4
NAC

3
A 6 54 28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(−2NA + 3) -18 -702 -700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

4
NATR(3C2

A − 10CACR + 8C2
R) 9

16
11
9

0

2nd 1
4
NATRCA(CA − 2CR) 3

8
1 0

3rd −1
4
NATR (−3C2

A + 10CACR+ −27
16

−205
9

−105
2

+4C2
R(−2CR + TR + TRNA))

4th −1
4
NATRCA (C2

A − 2CACR+ -3 -59 -91
+4CRTR(NA − 1))

5th NATRCA
8NR(1+NA)

(16(CR − TR(1 +NA))+ −27
16

−205
9

−105
2

−1
4
NATR (−3C2

A + 10CACR+
+4C2

R(−2CR + TR + TRNA))

adj. group invariant SU(2) SU(3) G(2)
1st −NAC

3
A -24 -216 -112

2nd 1
2
NAC

3
A 12 108 56

3rd −5
2
NAC

2
A -30 -180 -140

4th 1
2
NAC

3
A(3− 2NA) -36 -1404 -1400

5th 1
3
NAC

3
A(2NA − 1) 40 1080 1008

6th − 1
2TR(CA−6CR)

(5NATR× −3825
128

−1435
8

−1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

4
NATR(CA − 2CR)2 − 3

32
−1

9
0

2nd 1
8
NATRCA(CA − 2CR) 3

16
1
2

0

3rd −1
8
NATR (2C2

A+ 9
32

185
36

105
8

+CA(−8CR + TR + TRNA)+
+4CR(2CR − TR(1 +NA)))

4th −1
8
NATRC

2
A(CA − 2CR) −3

8
−3

2
0

5th − TRNA
8NR(1+NA)

(4CRNR(1 +NA)× 45
64

595
54

1547
60

× (−2CR + TR + TRNA) +
−C2

A (1 + 2(1 +NA)NR) +
+4CA(−TR(1 +NA)+
+CR(1 + 2NR(1 +NA))))
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C
.8.

2-scalar-2-glu
on

vertex
D

S
E

adj. group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A(C +B) 12(C +B) 108(C +B) 56(C +B)

2nd 0 0 0 0
3rd 5NAC

2
A(C +B) 60(C +B) 360(C +B) 280(C +B)

4th 0 0 0 0
5th −1

6
NAC

3
A(2NA − 1)(B + C) −20(C+B) −540(C+B) −504(C+B)

6th (C+B)
TR(CA−6CR)

(5NATRC
2
A× 3825

64
(C+B) 1435

4
(C +B) 1113

4
(C +B)

×(CA − 6CR) + 12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

8
NATRC

2
A(A+B) −3

4
(A+B) −9

2
(A+B) −7

2
(A+B)

2nd 0 0 0 0
3rd −1

8
NATRCA(CA − 4TR(1 +NA)) 9

4
(A+B) 45

2
(A+B) 49(A+B)

(A+B)

4th 1
2
NAT

2
RC

2
A(NA − 1)C 3C 63C 91C

5th − A+B
8NR(1+NA)

NATRCA× 9
16

(A+B) −55
54

(A+B) −49
30

(A+B)

× (16(CR − TR(1 +NA))+
+CA(NR +NRNA − 4))
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C
.
R

esu
lts

for
colou

r
stru

ctu
re

of
D

S
E

d
iagram

s
adj. group invariant SU(2) SU(3) G(2)
1st −1

4
NAC

3
A(A+B) -6(A+B) -54(A+B) -28(A+B)

2nd 1
4
NAC

3
A(A−B − 2C) 6(A-B-2C) 54(A-B-2C) 28(A-B-2C)

3rd −5
2
NAC

2
A(A+B) -30(A+B) -180(A+B) -140(A+B)

4th −1
4
NAC

3
A(2NA−3)(A−B−2C) 18(A-B-2C) -702(A-B-2C) -700(A-B-

2C)

5th 1
12
NAC

3
A(2NA − 1)(A+B) 10(A+B) 270(A+B) 252(A+B)

6th − (A+B)
2TR(CA−6CR)

(5NATRC
2
A× −3825

128
(A+B) −1435

8
(A+B) −1113

8
(A+B)

×(CA − 6CR) + 12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

4
NATRC

2
A(A+B) 3

2
(A+B) 9(A+B) 7(A+B)

2nd 1
4
NATRC

2
A(A−B − 2C) 3

2
(A−B − 2C) 9(A−B − 2C) 7(A−B − 2C)

3rd 1
4
NATRCA (CA+ −9

2
(A+B) −45(A+B) −98(A+B)

−4TR(1 +NA)) (A+B)

4th 1
4
NATRC

3
A(B − A+ 2C) 3(B − A+ 2C) 27(−A+B + 2C) 14(−A+B + 2C)

5th TRNACA
4NR(1+NA)

× −9
8
(A+B) 55

27
(A+B) 49

15
(A+B)

×(16 (CR − TR(1 +NA))+
+CA(−4 +NR +NRNA))
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C
.8.

2-scalar-2-glu
on

vertex
D

S
E

adj. group invariant SU(2) SU(3) G(2)
1st 1

24
(NAC

4
A + 48 d44) 1029

512
2597
96

1799
192

2nd −1
8
NAC

4
A -6 -81 -28

3rd 5
4
NAC

3
A 30 270 140

4th 1
8
NAC

4
A(2NA − 3) 18 1053 700

5th 1
24

(NAC
4
A(13 + 14NA) + 48 d44) −56315

512
−323995

96
−374521

192

6th CA
4TR(CA−6CR)

(5NATRC
2
A(CA − 6CR)+ 3825

128
4305
16

1113
8

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st − 1

24
(NATRC

3
A + 48 d44) −261

512
−437

96
−455

192

2nd −1
8
NATRC

3
A −3

2
27
2

-7

3rd − 1
24

(NATRC
2
A (CA − 24TR(1 +NA))+ 5883

512
15115

96
39865
192

+48 d44)

4th 1
8
NATRC

3
A(CA − 4TR(NA − 1)) -3 −297

2
-168

5th 1
24NR(1+NA)

(−48 d44NR(1 +NA)−NATRC
3
A(NR+ 3291

512
4955
96

53501
960

+NANR − 18) + 6C2
ANATR(−12CR + TR(1 +NA)×

×(12 +NR +NANR)))
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C
.
R

esu
lts

for
colou

r
stru

ctu
re

of
D

S
E

d
iagram

s
adj. group invariant SU(2) SU(3) G(2)
1st −1

8
NAC

4
A -6 -81 -28

2nd −1
8
NAC

4
A -6 -81 -28

3rd −5
4
NAC

3
A -30 -270 -140

4th 1
8
NAC

4
A(2NA − 3) 18 1053 700

5th 1
24
NAC

4
A(−1 + 2NA) 10 405 252

6th − CA
4TR(CA−6CR)

(5NATRC
2
A(CA − 6CR)+ −3825

128
−4305

16
−1113

8

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

4
iNATRC

2
A(CA − 2CR) −3i

4
−3i 0

2nd 0 0 0 0
3rd 1

4
iNATRC

2
A(−CA + 2CR + TR + TRNA) 9i

4
−75i

2
−105i

2

4th 0 0 0 0

5th
iNATRC

2
A

4NR(1+NA)
(−CA(−1 +NR +NANR)+ 9i

16
20i
9

28i
15

+2(2TR(1 +NA)) + CR(−2 +NR +NANR)))
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C
.8.

2-scalar-2-glu
on

vertex
D

S
E

adj. group invariant SU(2) SU(3) G(2)
1st −1

8
NAC

4
A -6 -81 -28

2nd 1
8
NAC

4
A 6 81 28

3rd −5
4
NAC

3
A -30 -270 -140

4th 1
8
NAC

4
A(−2NA + 3) -18 -1053 -700

5th 1
24
NAC

4
A(−1 + 2NA) 10 405 252

6th − CA
4TR(CA−6CR)

(5NATRC
2
A(CA − 6CR)+ −3825

128
−4305

16
−1113

8

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

8
NATRC

3
A

3
2

27
2

7

2nd 1
8
NATRC

3
A

3
2

27
2

7

3rd 1
8
NATRC

2
A(CA − 4TR(1 +NA)) −9

2
−135

2
-98

4th −1
8
NATRC

3
A(CA − 2TR(−1 +NA)) 0 54 77

5th
NATRC

2
A

8NR(1+NA)
(8CR + CA(−2 +NR +NRNA)+ −45

16
−290

9
−1021

30

−2TR(N2
ANR + 4 +NR + 2NA(1 +NR)))
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C. Results for colour structure of DSE diagrams

C.9. 4-scalar vertex

adj. group invariant SU(2) SU(3) G(2)
1st 10NAC

2
A 120 720 560

2nd −1
2
NAC

3
A -12 -108 -56

3rd −1
2
NAC

3
A -12 -108 -56

4th −1
2
NAC

3
A(2NA − 3) 36 1404 1400

5th 1
6
NAC

3
A(2NA − 1) 20 540 504

6th 2
TR(CA−6CR)

(5NATR× 3825
32

1435
2

1113
2

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

8
NATR(−CA + 4(CR + TR)) 9

16
13
6

7
2

2nd −1
8
NATR(−CA − 4(CR − TR)) − 3

16
1
6

0

3rd −1
8
NATR (4CRTRNA + 4T 2

RNA+ 0 10 147
2

−4C2
RNR(1 +NR)+

+CA(−TRNA + CRNR(1 +NR)))
4th 1

8
NATR (−4CRTRNA + 4T 2

RNA+ 0 -10 −147
2

−4C2
RNR(−1 +NR)+

+CA(TRNA + CRNR(−1 +NR)))

adj. group invariant SU(2) SU(3) G(2)
1st 4NA(16 + 10NA +N2

A) 660 5120 19712
2nd −4NACA(2 +NA) -120 -960 -1792
3rd −4NACA(2 +NA) -120 -960 -1792
4th −4N2

ACA(−4 +N2
A) 360 46080 301056

5th 4
3
NACA(−2 +NA)(2 +NA)2 200 19200 114688

6th 0 0 0 0

fund. group invariant SU(2) SU(3) G(2)
1st 1

36
NR(3 + 4NR +N2

R) 5
6

2 140
9

2nd − 1
36
NR(−1 +N2

R) −1
6

−2
3

−28
3

3rd 0 0 0 0
4th 0 0 0 0
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C.9. 4-scalar vertex

adj. group invariant SU(2) SU(3) G(2)
1st 5NAC

2
A 60 360 280

2nd −1
4
NAC

3
A -6 -54 -28

3rd −1
4
NAC

3
A -6 -54 -28

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(2NA − 1) 10 270 252

6th 1
TR(CA−6CR)

(5NATR× 3825
64

1435
4

1113
4

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

8
NATR(CA − 4(CR + TR)) − 9

16
−13

6
−7

2

2nd 1
8
NATR(CA − 4(CR − TR)) 3

16
−1

6
0

3rd − 1
16

(3NATRNRC
2
A(1 +NR)+ 0 -15 0

+2NATRCA (NATR+
−5NRCR(1 +NR)) +
+8 (−N2

AT
2
RCR −N2

AT
3
R+

+ d33NR(1 +NR)+
+NATRNRC

2
R(1 +NR)))

4th 1
16

(3NATRNRC
2
A(−1 +NR)+ 0 −15

2
0

−2NATRCA (NATR+
+5NRCR(−1 +NR)) +
+8 (−N2

AT
2
RCR −N2

AT
3
R+

− d33NR(−1 +NR)+
+NATRNRC

2
R(−1 +NR)))

adj. group invariant SU(2) SU(3) G(2)
1st 2NACA(2 +NA) 60 480 896
2nd −5NAC

2
A -60 -360 -280

3rd −5NAC
2
A -6 -360 -280

4th NAC
2
A(2N2

A + 2NA − 9) 180 9720 23016
5th 1

3
NAC

2
A(2N2

A + 6NA − 11) 100 3960 8680
6th 0 0 0 0

fund. group invariant SU(2) SU(3) G(2)
1st −1

6
NATR(2 +NR) -1 −10

3
−21

2

2nd 1
6
NATRNR

1
2

2 49
6

3rd 1
12
NATR(NR (CA − 4CR)× −3

2
-28 −2695

6

×(1 +NR)+
−2NATR(−2 +N2

R))
4th 1

12
NATR (2NATR(−2 +NR)+ 1

2
14 2009

6

+CA(−1 +NR))
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C. Results for colour structure of DSE diagrams

adj. group invariant SU(2) SU(3) G(2)
1st 5

2
NAC

2
A 30 180 140

2nd 1
4
NAC

3
A 6 54 28

3rd −1
4
NAC

3
A -6 -54 -28

4th −1
4
NAC

3
A(2NA − 3) 18 702 700

5th − 1
12
NAC

3
A(1−NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st NATR(CR + TR) 15

8
22
3

21
2

2nd NATR(−CR + TR) −3
8

−10
3

−7
2

3rd −1
2
NATR (2T 2

RNA+ −9
2

-40 −147
2

−2C2
RNR(1 +NR)+

+CR(2TRNA + CANR(1 +NR)))

4th −1
2
NATR (2T 2

RNA+ 0 8 49
2

−2C2
RNR(−1 +NR)+

+CR(−2TRNA+
+CANR(−1 +NR)))
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C.9. 4-scalar vertex

adj. group invariant SU(2) SU(3) G(2)
1st 1

24
(48 d44 + 25NAC

4
A) 25605

512
64805

96
44807
192

2nd 1
144
CA (−96 d44 + 13NAC

4
A) 2217

256
16893

96
11641
288

3rd − 1
144
CA (96 d44 + 5NAC

4
A) −855

256
−6485

96
−4487

288

4th 1
144
CA (−48 d44(3NA − 1)+ 12585

64
2708525

192
3485153

576

5NAC
4
A(30NA − 31))

5th 1
144
CA (−48 d44(3NA + 1)+ 28155

256
920105

192
1044617

576

NAC
4
A(38NA − 51))

6th 1
24TR(CA−6CR)

(48 d44CATR+ 204555
4096

48545
72

178829
768

+NATRC
4
A(25CA − 150CR)+

+20C2
A d44(2 +NA)

144 (−2CRTR d44+
+ d444(2 +NA)))

fund. group invariant SU(2) SU(3) G(2)
1st 1

12
(12 d44 +NATRC

2
A(CA + 12TR)) 4101

1024
27 56

3

2nd 1
12

(12 d44 +NATRC
2
A(CA − 12TR)) −2043

1024
-9 −28

3

3rd 1
48

(−48 d44 (TRNA + (CA − CR)× −11565
1024

−1265
8

−37779
128

×NR(1 +NR)) +
+C2

A (−4C2
ATRNANR(1 +NR)) +

+12 (T 3
RN

2
A + d33NR(1 +NR)+)

CATRNA (4CRNR(1 +NR)+
+TR(−4NA + 3NR(1 +NR))))

4th 1
48

(−48 d44 (TRNA − (CA − CR)× 6405
1024

6125
32

128821
384

×NR(−1 +NR))) +
+C2

A (−4C2
ATRNANR(−1 +NR)) +

+12 (T 3
RN

2
A + d33NR(−1 +NR)+)

CATRNA (−4CRNR(−1 +NR)+
+TR(−4NA + 3NR(−1 +NR))))
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C. Results for colour structure of DSE diagrams

C.10. 4-ghost vertex DSE

L1 group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

L2 group invariant SU(2) SU(3) G(2)
1st −3

4
NAC

3
A -18 -162 -84

2nd 1
4
NAC

3
A 6 54 28

3rd 0 0 0 0
4th 1

4
NAC

3
A(−2NA + 3) -18 -702 -700

5th 1
4
NAC

3
A(−1 + 2NA) 30 810 756

6th 0 0 0 0

adj. group invariant SU(2) SU(3) G(2)
1st 3

4
NAC

3
A 18 162 84

2nd −1
4
NAC

3
A -6 -54 -28

3rd 0 0 0 0
4th 1

4
NAC

3
A(2NA − 3) 18 702 700

5th 1
4
NAC

3
A(1− 2NA) -30 -810 -756

6th 0 0 0 0

adj. group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A -12 -108 -56

2nd 0 0 0 0
3rd 5

2
NAC

2
A 30 180 140

4th 0 0 0 0
5th 1

6
NAC

3
A(−1 + 2NA) 20 540 504

6th 1
2TR(CA−6CR)

(5NATRC
2
A(CA − 6CR)+ 3825

128
1435

8
1113

8

+12 d44(2 +NA))
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C.11. 2-gluon-2-ghost vertex DSE

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATRC
2
A(CA − 6CR)+ 3825

128
1435

8
1113

8

+12 d44(2 +NA))

C.11. 2-gluon-2-ghost vertex DSE

L1 group invariant SU(2) SU(3) G(2)
1st 3

4
NAC

3
A 18 162 84

2nd −1
4
NAC

3
A -6 -54 -28

3rd 0 0 0 0
4th 1

4
NAC

3
A(2NA − 3) 18 702 700

5th 1
4
NAC

3
A(1− 2NA) -30 -810 -756

6th 0 0 0 0

L2 group invariant SU(2) SU(3) G(2)
1st −1

2
NAC

3
A -12 -108 -56

2nd 0 0 0 0
3rd 5

2
NAC

2
A 30 180 140

4th 0 0 0 0
5th 1

6
NAC

3
A(1− 2NA) 20 540 504

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

C2
A(CA − 6CR)+

+12 d44(2 +NA))
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C. Results for colour structure of DSE diagrams

L1 group invariant SU(2) SU(3) G(2)
1st 3

4
NAC

3
A 18 162 84

2nd −1
4
NAC

3
A -6 -54 -28

3rd 0 0 0 0
4th 1

4
NAC

3
A(2NA − 3) 18 702 700

5th 1
4
NAC

3
A(1− 2NA) -30 -810 -756

6th 0 0 0 0

L2 group invariant SU(2) SU(3) G(2)
1st −1

4
NAC

3
A -6 -54 -28

2nd −5
2
NAC

2
A -30 -180 -140

3rd 1
4
NAC

3
A 6 54 28

4th 1
4
NAC

3
A(−2NA + 3) -18 -702 -700

5th 1
12
NAC

3
A(−1 + 2NA) 10 270 252

6th − 1
2TR(CA−6CR)

(5NATR× −3825
128

−1435
8

−1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

L1 group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

L2 group invariant SU(2) SU(3) G(2)
1st 0 0 0 0
2nd 1

2
NAC

3
A 12 108 56

3rd 0 0 0 0
4th 1

2
NAC

3
A(−2NA + 3) -36 -1404 -1400

5th 0 0 0 0
6th 0 0 0 0
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C.11. 2-gluon-2-ghost vertex DSE

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd 1
4
NAC

3
A 6 54 28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(−2NA + 3) -18 -702 -700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

adj. group invariant SU(2) SU(3) G(2)
1st 1

2
NAC

3
A 12 108 56

2nd 0 0 0 0
3rd −5

2
NAC

2
A -30 -180 -140

4th 0 0 0 0
5th 1

6
NAC

3
A(1− 2NA) -20 -540 -504

6th − 1
2TR(CA−6CR)

(5NATR× −3825
128

−1435
8

−1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))
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C
.
R

esu
lts

for
colou

r
stru

ctu
re

of
D

S
E

d
iagram

s
adj. group invariant SU(2) SU(3) G(2)
1st B+C

4
NAC

3
A 6(B + C) 54(B + C) 28(B + C)

2nd 2A+B−C
4

NAC
3
A 6 (2A+ −54 (2A+ 28 (2A+

+B − C) +B − C) +B − C)

3rd 5(B+C)
2

NAC
2
A 30(B + C) 180(B + C) 140(B + C)

4th −2A+B−C
4

NAC
3
A× −18 (2A+ −702 (2A+ −700 (2A+

×(2NA − 3) +B − C) +B − C) +B − C)

5th B+C
12

NAC
3
A(1− 2NA) −10(B + C) −270(B + C) −252(B + C)

6th B+C
2TR(CA−6CR)

(5NA× 3825
128

(B + C) 1435
8

(B + C) 1113
8

(B + C)

×TRC2
A(CA − 6CR)+

+12 d44(2 +NA))
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C.12. 2-scalar-2ghost vertex DSE

C.12. 2-scalar-2ghost vertex DSE

adj. group invariant SU(2) SU(3) G(2)
1st 0 0 0 0
2nd −1

2
NAC

3
A -12 -108 -56

3rd 0 0 0 0
4th 1

2
NAC

3
A(2NA − 3) 36 1404 1400

5th 0 0 0 0
6th 0 0 0 0

fund. group invariant SU(2) SU(3) G(2)
1st 0 0 0 0
2nd 1

2
iNATRC

2
A 3i 18i 14i

3rd 0 0 0 0
4th 1

2
iNATRC

2
A(CA + 2TR(NA − 1)) 12i 180i 210i

5th 0 0 0 0

adj. group invariant SU(2) SU(3) G(2)
1st 1

2
NAC

3
A 12 108 56

2nd 0 0 0 0
3rd 5NAC

2
A 60 360 280

4th 0 0 0 0
5th 1

6
NAC

3
A(1− 2NA) -20 -540 -504

6th 1
TR(CA−6CR)

(5NATR× 3825
64

1435
4

1113
4

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

2
NATRC

2
A -3 -18 -14

2nd 0 0 0 0
3rd −1

2
NATRCA (CA+ 9 90 196

−4TR(NA + 1))
4th 0 0 0 0
5th − NATRCA

2NR(1+NA)
(8CR+ 45

8
1160
27

1421
15

+CA(−2 +NR +NANR)+
−2TR(1 +NA)×
×(4 +NR +NANR))
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C. Results for colour structure of DSE diagrams

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st 1

4
NATRC

2
A

3
2

9 7
2nd −1

4
NATRC

2
A −3

2
-9 -7

3rd 1
4
NATRCA(CA − 4TR(NA + 1)) −9

2
-45 -98

4th −1
4
NATRC

2
A(CA + 2TR(NA − 1)) -6 -90 -105

5th NATRCA
4NR(1+NA)

(8CR+ −45
16

−580
27

−1421
30

+CA(−2 +NR +NANR)+
−2TR(1 +NA)×
×(4 +NR +NANR))

adj. group invariant SU(2) SU(3) G(2)
1st 1

4
NAC

3
A 6 54 28

2nd −1
4
NAC

3
A -6 -54 -28

3rd 5
2
NAC

2
A 30 180 140

4th 1
4
NAC

3
A(2NA − 3) 18 702 700

5th 1
12
NAC

3
A(1− 2NA) -10 -270 -252

6th 1
2TR(CA−6CR)

(5NATR× 3825
128

1435
8

1113
8

×C2
A(CA − 6CR)+

+12 d44(2 +NA))

fund. group invariant SU(2) SU(3) G(2)
1st −1

4
NATRC

2
A −3

2
-9 -7

2nd 1
4
NATRC

2
A

3
2

9 7

3rd −1
4
NATRCA(CA − 4TR(NA + 1)) 9

2
45 98

4th 1
4
NATRC

2
A(CA + 2TR(NA − 1)) 6 90 105

5th − NATRCA
4NR(1+NA)

(8CR+ 45
16

580
27

1421
30

+CA(−2 +NR +NANR)+
−2TR(1 +NA)×
×(4 +NR +NANR))

90
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