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Chapter 1

Introduction

General relativity is often considered to be quite enigmatic, due to its separation from

quantum physics. It is also often mystified due to it being linked to everyday experience

like time, as it changes these. The aim of this lecture is to provide a link between

quantum theories and general relativity, and at the same time demystify it.

For that purpose, the first part of this lecture will provide a more in-depth intro-

duction to classical general relativity. Especially, it will highlight how general relativity,

despite its appearance, is really a theory very similar to other gauge theories like Yang-

Mills theories. What makes it look apart is that we are very much caught in a very

special solution, and have not the possibility to play around with initial conditions, as

in electrodynamics. To this end, special solutions, like black holes and the universe, will

be discussed in some detail, to highlight what are physical concepts and what are just

auxiliary constructions.

The other challenging question is how to quantize gravity. If one prefers to stick

with the idea that quantum field theory is essentially the correct approach to nature,

this becomes inevitable. This will be assumed here. What makes this an assumption,

and quantum gravity somewhat more shaky than quantum field theory, are two aspects.

The one is the total lack of experimental insights about what could be the nature of

quantum gravity. This is not a problem of principle, but rather a consequence of the

smallness of the parameters of classical general relativity. While it is unclear when this

technical barrier can be surpassed, one of the currently best guesses are gravitational

waves. They will therefore serve an an intermediary.

The other problem is that, while formally insufficient, standard perturbative quan-

tization of even the simplest quantum gravity theory fails. The reason is the lack of
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perturbative renormalizability. Furthermore, many decisive concepts of quantum field

theory, like four-momentum, requires a very different approach. This made quantization

a challenge, as it either requires to perform some kind of non-perturbative quantization

or switch to a different approach to quantization. Only within the last few decades,

non-perturbative approaches started to yield convincing results. On the other hand,

other approaches like loop quantum gravity and string theory, made also progress. But

again, without any experimental insight and the classical limit being fairly generally

reproducible, no decision is yet possible. Therefore, this lecture aims at giving a brief

overview of the various possibilities.

As a consequence, there is a vast amount of literature available on the subject. As

usual, the suitability is highly personal. For the sake of completeness, the following

books and articles have been used in the preparation of this lecture:

• Ambjorn et al., “Nonperturbative Quantum Gravity”, Phys. Rept. 519 p127 (2012)

• A. Asthekar et al., “Loop quantum cosmology: A status report”, Class. Quant.

Grav. 28 p213001 (2011)

• Freedman et al., “Supergravity”, Cambridge

• Hehl et al., “General relativity with spin and torsion”, Rev. Mod. Phys. 48, p393

(1976)

• Misner et al., “Gravitation”, Freeman

• J. Polchinski, “String Theory”, Cambridge

• Straumann, “General relativity”, Springer



Chapter 2

General relativity

2.1 Kinematics

2.1.1 Manifold structure

As every theory, also general relativity can be split into a kinematical part, how the

physical system is described, and a dynamical part, how things happen. The main

difference is that the kinematical part is not embedded in an arena, e. g. the space-time

of quantum field theory, but exists without any embedding. This is also one of the major

conceptual challenges in understanding general relativity. There is nothing left to stand

on and prepare the system. But this is not entirely true, as will be seen. However, what

remains true is that general relativity does not allow for the notion of an outside of the

system.

The kinematic structure of general relativity is a topological pseudo-Riemannian

manifold M. As a manifold, any element of the manifold m is in one-to-one correspon-

dence to an element x of (a patch of) Rd, m(x) = x−1(m) and x(m) = m−1(x) both

exist and are well defined. The dimension d is the minimum required to allow for such

a one-to-one correspondence. These elements and also their identifiers x will be both

called events in this lecture. Moreover, the manifold structure requires that there exists

a local isomorphism between the manifold and the Rd in the sense that overlapping

subsets in the manifold are mapped to overlapping subsets in Rd, where the overlap is

identical, i. e. contains the same sets of m and x such that m(x) holds for all elements

in the overlap. This allows to make a statement about neighborhood relations, though

there is not yet any notion of distance. An example of the concept is the surface of a
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4 2.1. Kinematics

sphere, where points on the surface are the elements of the manifold, and the angular

coordinates θ and φ form a patch in R2 on which overlapping subsets are mapped. Note

that due to the south pole and the north pole this is not a square patch, but sometimes

single points are added along a line.

It is useful to introduce coordinates X(m) = X(m(x)) = X(x) on a manifold. In

particular, they can be chosen, e. g., to realize the open set structure in a coordinate

language. E. g., for the sphere, coordinates could be chosen to be latitude and longitude.

In section 2.2 it will be required that the manifold always allows to at least locally

introduce a coordinate system, which is the same as that of Minkowski space-time, i. e.

the manifold being locally Lorentzian.

Because only the overlapping set relation needs to be maintained, and the structure of

the patch in Rd can be involved, it is in general not possible to express the coordinates on

a manifold globally. To cover it, rather multiple coordinate systems are required, which

overlap in both the manifold and the underlying Rd. They are then related by transfer

functions, which map the coordinates into each other, i. e. X2(X1) = X2(X−1
1 (x)) =

X2(x).

In the sphere case, this can e. g. take the following form. Latitude and longitude

are ill-defined at either pole. So, a second coordinate system is needed. Labelling the

elements of the manifold set by their coordinates in three dimensions, and the underlying

R2 path by the angle φ ∈ [0, 2π) and θ ∈ [−π/5, 4π/5), the coordinate systems are given

by

~r =

cosφ1 sin θ1

sinφ1 sin θ1

cos θ1


~t =

 cos(θ + 2π/5)

sin(φ) sin(θ + 2π/5)

cos(φ) sin(θ + 2π/5)

 .

where the first coordinate system lives in the θ strip [π/5, 4π/5), and the second one

in [−π/5, 2π/5). The overlap exist for the strip (π/5, 2π/5). In this case, the transfer

function is

~t(~r) =


cos
(
cos−1(r3) + 2π

5

)
sin
(

tan−1 r1
r2

)
sin
(
cos−1(r3) + 2π

5

)
cos sin

(
tan−1 r1

r2

)
sin
(
cos−1(r3) + 2π

5

)
 . (2.1)
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In the relevant strip both the cosine and the tangens are single-valued. This transfer

function between ~r2 and ~r1 is thus invertible and differentiable in the overlap. Thus,

it is also possible to express ~r2 as a function of ~r1, and likewise, both φ and θ can be

uniquely extracted, if so desired.

The minimal set of coordinate system to cover the whole manifold is called an atlas.

Note that a coordinate system also offers a reparametrization, e. g. by a rotation. This

freedom is independent and applies to each coordinate system separately. Finally, for

the example the manifold has been embedded1 in a higher-dimensional space. This made

it easier to express the difference between the coordinates ri and the underlying Rd. In

fact, in such an embedding a three-dimensional coordinate system could be introduced,

x, y, and z, which would cover the whole sphere. However, it can be proven that this

not possible in general. Hence, it is necessary to stick with transfer functions.

If the transfer functions are, as in the example, differentiable as a function of the

parameters, the manifold is called differentiable. In general relativity the manifold will

always be required to be differentiable.

The manifold is assumed to be topological, i. e., there exists as distance mea-

sure d(m1,m2) = d(m1(x1),m(x2)) → R, which allows to determine a coordinate-

independent distance between two elements of the manifold, and thus two events. This

is called usually the invariant length element ds, and can be calculated in terms of co-

ordinates, ds = d(X(x), Y (y)). It is not assumed that the distance measure is positive-

definite, i. e. ds can have either signs. It may also be zero even for any pairings of events.

However, it is required that d(m,m) = 0. Such a manifold is called pseudo-Riemannian.

If d ≥ 0 would be satisfied, it is called Riemannian.

What will be required axiomatically for general relativity, however, is that the dis-

tance measure is locally Minkowski, implying the local existence of a metric. This

restricts the possible topological manifolds, as this requires the distance measure to be

locally a linear form. This implies that for any pair of events x and y, there exists a δ

1A two-dimensional coordinate system would be, e. g., latitude and longitude on the some broad

ring, and then shift the meridian for the other broad ring, such that in neither case the north-pole

and south-pole of the respective meridian would be part of the covered sphere. However, to avoid

confusing both angular systems, it is more useful for now to use the embedding, such that already the

dimensionality distinguishes the underlying R2 and the coordinate system.
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such that if |x− y| < δ in the Euclidean norm2 then

d(X(x), Y (y)) = (Xµ − Yµ)ηµν(Xν − Yν) (2.2)

X = x

Y = y

where the coordinates are locally introduced trivially and ηµν is the usually Minkowski

metric of special relativity. Thus, for any fixed coordinate system, this generalizes to

the existence of a metric gµν(X)

d(X, Y ) = (Xµ − Yµ)gµν(X)(Xν − Yν),

but d(X, Y ) independent of the choice of coordinate system. It is required here that

gµν(X) = gµν(Y ). Thus distances are the same no matter from where it is started to

measure. As will be seen in section (2.1.3), this further restricts the possible manifolds.

Such a metric is called compatible. The distances d(X, Y ) are called invariant dis-

tances. In addition, for the present lecture, it will be defined that d(X, Y ) < 0 is called

space-like, d(X, Y ) > 0 is called time-like, and d(X − Y ) = 0 is called light-like. That

requires η = diag(1,−1,−1,−1). The local isomorphism always allows to select a patch

to introduce a coordinate system without transfer functions in (2.2). This is no longer

true if the distance is not infinitesimal. This will be discussed in section 2.1.3.

To give an example, consider again the sphere. Because the sphere is not a pseudo-

Riemannian manifold but a Riemannian manifold, the local metric will be the Euclidean

metric δµν instead. The distance measure will be chosen such that the distance between

two elements of the manifold will be the line distance on the sphere. Thus, going the

sphere around once on a grand circle, which will only be looked at in section 2.1.5, will

yield a distance of 2π. This requires the usual length element

ds2 = dθ2 + sin2 θdφ2. (2.3)

Consider first the first coordinate system. Because of the embedding, the necessary

metric is

gr(θ, φ) =
1

cos2 θ

1 0 0

0 1 0

0 0 − sin4 θ
sin2 φ

 (2.4)

2By construction, there is always a sufficiently small patch in which the elements of the manifolds

are isomorphic to the patch in the underlying Euclidean space.
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which can be expressed in terms of the coordinates as

gr(~r) =
r2

3

r2
1 + r2

2 + r2
3

1 0 0

0 1 0

0 0 − (1−r2
3)2(r2

1+r2
2)

r2
2(r2

1+r2
2+r2

3)2

 ,

showing that the singularity is located along the 2-axis. Likewise, using the coordinate

system ~t a metric is obtained where the angle θ would be shifted. Since in the line

element (2.3) must remain the same in terms of the underlying R2, this yields

gt11 = gt22 =
sin2 φ− cos2 θ sin2 θ tan2

(
θ − π

10

)
sin2

(
θ − π

10

)
cos2 φ− cos2(2φ)

gt33 =
− cot2 φ+ sin2 θ

(
csc2 φ+ tan2

(
θ − π

10

))
sin2

(
θ − π

10

)
− cos2 φ sin2

(
θ − π

10

)
tan2

(
θ − π

10

)
(cot4 φ− 1)

,

and all other entries vanishing. This can again be expressed in terms of the coordinates,

yielding an entirely coordinate-dependent expression. In particular, in terms of coordi-

nates the invariant distance measure (2.3) differ, but always yield the same result. E. g.

in the coordinate system r, the line element take the form

ds2 = r2
3(dr2

1 + dr2
2)− (r2

1 + r2
2)r2

3(r2
3 − 1)2

r2
2(r2

1 + r2
2 + r2

3)
dr2

3 (2.5)

and can be calculated now entirely in terms of the coordinates.

In a general manifold, (2.2) will only be possible in an infinitesimally small neigh-

borhood. To extent the concept of distance requires the introduction of paths.

2.1.2 Parallel transport

An important concept is that of a path. A path is a continous sequence of events

labeled by a real number τ , m(τ) or equivalently x(τ). This creates a path in the

manifold X(x(τ)) = X(τ). It may be necessary to switch the coordinate system along

any finite path. However, for any path there will be a patch around τ = τ0 in which a

single coordinate system is sufficient. This allows to introduce the derivative of the path

in the manifold as ∂τX(τ), as here the difference of coordinates make sense. This defines

a direction, and consequently can be used to attach locally a vector space with vectors

Xµ, which is spanned by dimension linearly independent paths, a tangent space. If the

number of dimensions of the tangent space is not everywhere the same and equal to the
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number of dimensions of the manifolds, this is called the a degeneracy or singularity of

the manifold. Only at events like black holes such things may occur in general relativity.

Such tangent vectors will change under the change of the coordinate system by a

transformation Λ to ΛX. Vectors which change in this way will be called covariant

vectors and labeled by an upper index. Quantities, which change by the inverse Λ−1 will

be called contravariant vectors, and labeled by a lower index.

However, the vectors are now defined in terms of a differential at a single point. Two

vectors defined in the tangent space at different events will not be comparable, as they

formally belong to different space. To compare vectors V at two different events requires

to parallel transport them, taking into account the change of tangent space. While

mathematically this remains a space of fixed dimensionality, the base vectors change by

the parallel transport along a path, due to the change of directional differentials. Thus,

they will only remain the same if these derivatives do not change. This is not the same

as an arbitrary base transformation, as it depends on the path taken. Thus, what is

necessary is to track how the base vectors change along the path.

Moving an infinitesimal distance, this can at most be an infinitesimal, and thus linear

change, in the vector. The most general possibility is quantified by the affine connection

Γ,

dV µ = Γµνρ(X)V νdXρ. (2.6)

To yield full sense, this equation needs to be divided by dτ , and thus describes how a

vector changes, when transported along the path X(τ). If the boundary of a coordinate

system is traversed, this needs to be taken into account. However, it is always possible

to first switch to a coordinate system, which covers both infinitesimally separate points.

Thus, when traversing some distances which requires a change of coordinate system,

the best choice is to move in one coordinate system until entering the overlap region,

then stop and switch to the new coordinate system, and then move on in the second

coordinate system. This avoids the need to express differentials across boundaries of

coordinate systems, and is always possible due to the required overlap.

The affine connection Γ is a feature of the manifold. The path and coordinate system

only enters in terms of dXµ, dτ , and dV µ is determined by the application. Thus (2.6)

cleanly separates the manifold, the coordinate system, and the object. Of course, as

tensors of higher rank can be introduced into the tangent space, (2.6) can be generalized

to tensors of arbitrary rank. This is done using the corresponding tensor product rules.

Note that the affine connection is, currently, independent from the topology, and
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thus not related to the metric. It is a measure of how the manifold bends along a path.

The antisymmetric part of Γ

Sµνρ =
1

2

(
Γµνρ − Γµρν

)
(2.7)

is Cartan’s torsion tensor. Whether S is zero or not has far-reaching consequences, and

is a property of the manifold in question. In general relativity proper, it is required to

be zero. As

SµνρV
νdXρ =

1

2

(
dV µ − ΓµρνV

νdXρ
)

this shows that it describes the vorticity or torsion, of the manifold. This expression

vanishes, if for the change dV µ it does not matter whether a left-screw or a right-screw

change is made.

Since (2.6) allows to quantify the change of a vector in a given direction, is thus

allows to define a covariant derivative on vectors

DµVν =
(
∂µδ

λ
ν − Γλµν

)
Vλ, (2.8)

For a scalar quantity, this reduces to

Dµφ = ∂µφ,

as only the argument needs to be transported, but scalars have no directional properties,

and are thus not affected. More general tensors, which are constructed by a tensor

product Xµν = VµWν , this yields

DµXνρ = VνD
µWρ + (DµVν)Wρ = ∂µXνρ − VνΓλµρWλ − ΓλµνVλWρ

= ∂µXνρ − ΓλµρXνλ − ΓλµνXλρ.

and likewise for higher tensors. This defines the action of Dµ on tensors of arbitrary

rank.

It is not necessary that when moving a vector along a closed path, it remains un-

changed. This information is encoded in whether covariant derivatives can be exchanged

for a differentiable function. On a flat manifold, i. e. one on which Γ = 0, any twice

differentiable function will behave as (DµDν − DνDµ)V = 0. This is encoded in the

Riemann curvature tensor defined as

[Dµ, Dν ]V
λ = Rλ

ρµνV
ρ

Rλ
ρµν = ∂µΓλνρ − ∂νΓλνρ + ΓλµσΓσνρ − ΓλνρΓ

σ
µρ. (2.9)



10 2.1. Kinematics

It therefore characterizes the manifold. As the Riemann tensor is given entirely in terms

of the affine connection, it does not create another independent characterization of the

manifold, but it is a combination often useful.

It should be noted that at this point, these are general statements. As the manifold is

not specified, it is not yet possible to calculate any of these quantities. Before switching

to examples, it is, however, useful to first consider another concept, distances.

2.1.3 Distances

Distances were already introduced as a local concept within an infinitesimal ball. Com-

bining them with parallel transport, it is possible to extend the concept. Given (2.6),

an infinitesimal distance can be defined as

ds2 = gµν(X)dXµdXν , (2.10)

where dXµ are the infinitesimal distances between X and a neighboring element of the

manifold in direction µ. The transformation properties under coordinate changes implies

that there exist an inverse metric, based on the contravariant vectors, satisfying

gµν(X)gνρ(X) = δµρ , (2.11)

locally. The condition (2.2) implies that there exists always a coordinate transformation

that at some specified point X gµν(X) = ηµν and gµν(X) = ηµν . However, in general at

other points X ′ 6= X the metric will not be Minkowski. Because coordinate transforma-

tions are required to be invertible, the sign of the determinant is coordinate-independent.

This implies that sgn det g = sgn det η. However, a general coordinate transformation

can include a rescaling, and thus det g is not invariant.

Due to the necessity of the metric to transform under coordinate transformations

appropriately to maintain (2.11) invariant, this implies that the metric can be used to

raise and lower indices as

gµνV
ν = Vµ

gµνVν = V µ.

This holds true for any quantity defined using (2.6), including the affine connection and

the Riemann curvature tensor.

For a general manifold, the covariant derivative of the metric will not be zero,

Qµνρ = Dµgνρ.
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Classical general relativity requires this tensor of non-metricity Q to vanish. The metric

is then covariantly constant. If this would not be the case, measuring distances would

depend on the point of reference from where to measure. General relativity is based

on the experimental result that this is not the case, and thus requires the tensor of

non-metricity to vanish as an empirical requirement. This restricts the class of possible

manifolds. Thus, the direction of traversing a path will not change the invariant distance.

Now, consider finite distances. There is no a-priori reason why a finite distance will

in general not be dependent of the path taken. The total distance traversed can be

obtained by moving from point to point along a path X(τ), this yields that the total

distance traveled along the path is given by

s =

∫
ds =

τ1∫
τ0

ds(τ)

dτ
dτ =

τ1∫
τ0

dτ

√
gµν(X(τ))

dXµ(τ)

dτ

dXν(τ)

dτ
, (2.12)

which generalizes the eigentime. It is invariant under reparametrizations of the param-

eter τ . To show this invariance, take an arbitrary (but invertible) reparametrization

τ ′ = τ ′(τ). This implies

τ̇ ′ =
dτ ′

dτ

dτ =
dτ ′

τ̇ ′
,

yielding the transformation property of the integral measure. For the derivatives follows

then

Ẋµ′ (τ ′) = Ẋµ (τ)
dτ

dτ ′
= Ẋµ 1

τ̇ ′

Hence the scalar product changes as

Ẋµ′Ẋµ′ =
1

τ̇ ′2
ẊµẊµ.

One power of τ̇ ′ is removed by the square root, and the remaining one is then com-

pensated by the integral measure. This implies that without the square root the result

would not be independent. As usual, this requires that also the integral limits τ0,1 are

transformed.

The expression (2.12) is a path-dependent distance. To better understand the impli-

cation of this, consider the case of Minkowski metric, and various paths. Start with the

path

r = (τ, 0, 0, 0)T
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and always τ0 = 0 and τ1 = 1. This path is a time-like vector for every value of τ . This

yields s = 1. If instead the path

r = (τ 2, 0, 0, 0)T

is chosen, but with the same τi and thus not being a reparametrization, the result is

3/4. Because the path is traversed at a different rate, the total elapsed eigentime, and

thus time-like distance, changes3.

Consider a path, which is light-like at every value of τ ,

r = (τ, 0, 0, τ)T .

The distance is zero, as the integrand is zero. The distance along a light-like path always

vanishes. Again, this can be understood as a light-like vector can never be transformed

into a rest frame, and thus no (eigen)time elapses for an object traveling along a light-like

trajectory.

Something odd happens for a space-like path,

r = (0, 0, 0, τ)T .

Formally the expression (2.12) becomes imaginary. The reason is that when taking the

root an assumption was made on the sign of the invariant distance. A meaningful result

is obtained by using

s = −
τ1∫
τ0

dτ

√
−gµν

dXµ(τ)

dτ

dXν(τ)

dτ
,

taking instead. This yields the expected space-like distance -1 for the path.

What happens if a mixed path is chosen, which is partially time-like and partial

space-like (or light-like)? In that case the argument of the root changes sign, leading

to a seemingly complex distance. That can be partially avoided by stitching the total

distance together from piece-wise definite behavior. While this formally possible, this

is actually a conceptually quite non-trivial issue. A pure time-like path is physically

sensible, as it determines the causal evolution along a world-line. A purely space-like

path answers the question of distance of an observer at fixed eigenzeit. A stitched path

will first move along a space-like direction and then hitch onto a worldline, and that

possibly multiple times. There is therefore rarely a physics reason to consider this issue.

3This is also the resolution to the so-called twin paradox.
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Switching back to the general case, this implies that the character of the distance is

not only influenced by the path, but also how the metric changes along the line. However,

the character of the distance can also be fixed when choosing locally coordinates such

that the metric becomes the Minkowski metric. It does not appears sensible to change

the nature of the distance, time-like, space-like or light-like, because of this. This leads

to the concept of diffeomorphism symmetry.

2.1.4 Diffeomorphism symmetry

It is worthwhile to understand better what is actually meant when talking about coor-

dinate transformations in the present case. Coordinate transformations on the manifold

can be arbitrary, X ′(x) = X ′(X(x)), but needs to be invertible, X(x) = X(X ′(x)). Since

the manifold is differentiable, these transformations need to be differentiable themselves,

though they may become involved due to the need for transfer functions. Distances, and

thus the topological manifold structure, are required to remain invariant. This symmetry

is hence called a diffeomorphism symmetry.

Now, any such transformation can necessarily be written as

X ′(x) = X ′(X(x)) = X(x) + ε(X(x)), (2.13)

and all changes are encoded in the event-dependent function ε. Likewise, the inverse

transformation is then given by −ε(x). This also implies

∂X ′

∂X
= 1 +

∂ε

∂X
,

and thus the derivatives of ε define the deviation from no transformation.

The important insight is, however, that (2.13) is a local translation. Thus, general

coordinate transformation is really a gauging of the global translation symmetry. It

appears as if the Lorentz symmetry of the Poincaré group has simply vanished. This

appears very strange, especially as the Lorentz group plays an important role for the

spin of particles. The latter issue will be postponed until section 2.4.

As for the other, it should be noted that ε(X) can be arbitrarily split as

εµ(X) = Λµν(X)Xν + δ(X). (2.14)

Thus, any local translation can always be decomposed into a local rotation and a local

translation, but not uniquely. However, this implies that the global Poincaré group is a

subgroup of the local coordinate transformations.
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However, the idea should not be that special relativity emerges as the limit of (2.14).

As general relativity is a classical theory, the structure of the manifold is fixed as function

of the initial conditions, in a certain sense, see section 3.1. Thus, special relativity should

rather be interpreted as the case where the manifold determined by the initial conditions

has a trivial atlas and has invariant distances such that g = η can be introduced glob-

ally4. Because the Minkowski metric is invariant under Poincaré transformations, this

symmetry emerges then as a symmetry of the obtained manifold. Thus, the structure of

special relativity is a consequence of the dynamics to be introduced in section 2.2. This

makes the situation quite different from the classical mechanics limit of special relativity,

which is purely kinematical and not affected by the dynamics.

It that sense, diffeomorphism symmetry can be considered to be the gauge symmetry

of translations. The gauge-invariant observables, analogues to the electric field and

magnetic field of classical electrodynamics, are then the invariant distances, i. e. the

topology of the manifold. As will be seen when introducing the dynamics, the metric

can be given the role of the gauge field, though it is a rank two tensor now, rather than

a rank one tensor in electrodynamics.

Note that this implies that the metric cannot be invariant under a diffeomorphism

symmetry. In fact, since distances need (2.10) need to be invariant, it follows that

ds2 = gµνdX
µdXν !

= g′µνdX
µ′dXν′ .

The coordinate differentials transform as

dX
′µ = Λµ

νdX
ν =

∂Xµ

∂Xν
dXν =

(
δµν +

∂εµ

∂Xν

)
dXν

requiring

g′µν = (Λ−1)αµ(Λ−1)βνgαβ (2.15)

and likewise its inverse. This is reminiscent of the situation in special relativity. The

only difference is that Λ is not a Lorentz transformation, but a diffeomorphism, and that

this is a local statement. It is, however, often more convenient to let g transform as Λ

and dXµ with Λ−1, which is a mere shift of definition of Λ.

This resolves also the observation from the end of section 2.1.3. The character of

the invariant distances traversed by a path remains invariant under a diffeomorphism

symmetry. It is thus always possible to attribute to a path, or at least to parts of path,

uniquely whether it is time-like or space-like. It is thus a feature of the path, not the

4Of course, in reality this will only be approximately true.
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metric, just like in special relativity. The metric, in turn, is dictated by the manifold,

and describes how ’fast’ paths can be traversed, and thus how much eigentime expires,

e. g., when moving from one place to another.

2.1.5 Geodesic distances

So far, distances have been introduced as a path-dependent concept. In fact, the non-

vanishing Riemann tensor (2.9) shows that the concept of distance can no longer be

path independent on an arbitrary manifold. Thus, the distance between two-events, no

matter when it is time-like or space-like, is no longer uniquely defined. In particular,

the (absolute) value can often be made arbitrarily large. E. g., on a sphere dense full

orbits can be performed on a path between two elements, and therefore the distance can

be made arbitrarily large.

It is, however, possible to pose a different question for purely time-like paths and

purely space-like paths: What is the path yielding the shortest time-like (space-like)

distances between two events and is it a space-like path or a time-like path? The same

question does not make sense for purely light-like paths, as their distance is always the

same, identically zero. Such shortest path are called geodesics. Again, they do not need

to be unique, and their may situations arise, in which it is possible to make the path

arbitrarily short or that simply no path between two events exist, or no path of a given

characteristic.

Thus, this is a two-step process. The first question is, whether a purely time-like

(space-like) path can be found between two events. The second is, what path creates

the shortest distance. Both questions will depend, in general, on the manifold and the

events in questions. Assume for the moment that a time-like path exists. The question

is then which path minimizes the distance (2.12)? The structure is the same as of

extremalization of a classical Lagrangian, and thus can be solved using the variational

principle. Due to the square root, this is cumbersome. Doing so yields the Euler-

Lagrange equations

0 =
1

d(τ)
dτ
gσν

dXν

dτ

d(τ)
− 1

2d(τ)2

∂gµν
∂Xσ

dXµ

dτ

dXν

dτ

d(τ) = −gαβ
dXα

dτ

dXβ

dτ
.

This equation can be recast as

d2
τX

β +
gβσ

2
(∂µgσν + ∂νgσµ − ∂σgµν) dτXµdτX

ν = 0.
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This gives a conditional equation for a fixed metric. I. e., for a fixed metric, a path

between two fixed events need to satisfy this condition to minimize the time-like distance.

For g space-time independent, this yields the straight lines of special relativity.

This result can be brought into connection with the parallel transport (2.6). If the

vector to be parallel transported is dXµ itself, this yields

d2Xµ + ΓµνρdX
ρdXµ = 0. (2.16)

But this implies that if a vector should be transported along a geodesic then necessarily

Γβµν =
gβσ

2
(∂µgσν + ∂νgσµ − ∂σgµν) = 0 (2.17)

needs to hold. But because the transport cannot depend on the path, this implies that

the Christoffel symbols need to be indeed always of this form. There is one catch, though.

If (2.17) holds, then Cartan’s torsion tensor (2.7) identically vanishes. The reason is the

implicit assumption that the statement of transporting along the line of minimal length

is the same as parallel transporting. If Cartan’s torsion tensor does not vanish, then

both are not the same, and moving along a geodesic is not parallel transporting a vector,

and both differ by the fact that the right-hand side of (2.17) is not zero. This makes

torsion a bit less obvious, and it will be picked up in section 2.4. For the moment, assume

that Cartan’s torsion tensor vanishes. This is the assumption of general relativity, and

is experimentally consistent so far.

Intuitively, what happens is that when moving along a minimizing curve, this is

not sufficient to entirely fix the orientation of a vector in directions, suitably defined,

transverse to it. If the manifold has zero torsion, there is no preference. The relation

(2.17) can be used to restrict the changes to be as minimal as possible. In the presence

of torsion, this is not possible, as torsion will uniquely specify the necessary changes,

and then (2.17) does no longer hold.

2.2 Dynamics in pure gravity

This sets the stage for general relativity. General relativity is a theory defined on a

topological manifold. The topology is such that that it is locally the one of Minkowski

space-time, and the induced metric has vanishing torsion and vanishing non-metricity.

Thus, (2.17) holds and Dµg
µν = 0. The manifold is fully specified by giving d(x, y) for

all pairs of events.
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There is a continuously infinite number of such manifolds. To make it a predictive

theory requires to provide a dynamic which allows to connect a (sufficient number)

of measurements of the manifold at events with predictions of the manifold elsewhere.

This is provided by the Einstein equations. The Einstein equations can, in principle, be

formulated entirely in terms of the distances d(x, y). This will play an important role

later in section 4.4. This is the so-called Regge calculus. However, in practice, this is

often not convenient. It is better to formulate the dynamical principle in terms of the

metric.

Given the Riemann tensor (2.9), define the Ricci tensor and curvature scalar as

Rµν = Rα
µνα = gαβRβµνα (2.18)

R = Rµ
µ = gµνRµν , (2.19)

respectively. Furthermore, define the Einstein tensor as

Gµν = Rµν −
1

2
gµνR. (2.20)

The dynamical equation, known as Einstein equation, is then given by

G+ Λg = 0. (2.21)

Due to the symmetry of g, these are (in four dimensions) ten second-order partial dif-

ferential equations for g. The quantity Λ is called the cosmological constant. It should

be noted that at Λ = 0 the Minkowski metric g = η is a solution to this equation.

Moreover, the vanishing of non-metricity and torsion further are constraint equations,

which reduce the total number of independent degrees of freedom to only two in four

dimensions, and zero in less dimensions.

In principle, the only thing necessary is then to specify sufficiently many initial

conditions and then solve the partial differential equations. This turns out to be even

conceptually challenging. Thus, solving this equation will be postponed to chapter 3.

Of course, if need be, also transfer functions will be involved.

This is it. The entirety of general relativity without matter in encoded in (2.21).

It should be noted that, in the absence of matter, Newton’s constant does not enter

into (2.21). In particular, without cosmological constant, no dimensionful parameter

appears, and general relativity is scale-invariant. The cosmological constant breaks this

scale invariance and provides an intrinsic scale to the manifold.

It should be noted that the equation (2.21) is covariant constant. The second term

is by requirement of the non-metricity to vanish. The first term needs tedious explicit
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calculation, but finally DµG
µν = 0 is found, basically as a consequence of the vanishing

non-metricity of the metric. This actually also singles out the Einstein tensor. It is

the only second-rank, torsion-free and metric tensor linear in the Riemann tensor. This

singles out (2.21) as the unique covariant constant dynamical equation constant in the

Riemann tensor. In a sense, it is thus the simplest dynamical equation allowing to

determine a manifold itself by initial conditions. Empirically, it is indeed sufficient to

describe all phenomena observed so far in general relativity, and which could be uniquely

attributed to gravity.

However, it is possible to write down other covariantly constant equations, which

are consistent with all observations so far. These are, however, no longer linear in the

Riemann tensor, and usually also involve more than just one constant. Still, mathemat-

ically they serve the same purpose. Physically, this is an empirical choice. However, at

the quantum level, they differ in general, as will be discussed in section 4.2.

2.3 Dynamics in the presence of matter

Pure general relativity (2.21) is a non-trivial theory by itself, similar to Yang-Mills

theory. This will be investigated in more detail in chapter 3. However, as a theory of

nature, it should also provide coupling to matter.

Covariant constancy has an important implication. For a scalar quantity, it reduces

to an ordinary derivative. Thus, it implies that a scalar quantity is constant on the

whole manifold. Covariant constancy ensures that this statement also makes sense for

tensorial quantities. The physically same vector, i. e. suitable parallel transported, is

constant everywhere, if it is covariantly constant. This is well motivated empirical, as

no spontaneous generation from nothing is observed. Thus, it is necessary that matter

is coupled also in a covariantly constant way to (2.21).

This requires a symmetric rank two tensor, which on Minkowski manifold is conserved

in terms of the ordinary derivative. A suitable quantity is the energy-momentum tensor

Tµν . This leads to the dynamical principle for general relativity with matter,

G+ Λg = 8πκT (2.22)

where κ is an additional constant, related to Newton’s constant. It should be noted that

if distances are given in units of either the cosmological constant or Newton’s constant to

a suitable power, one of both could be eliminated from (2.22). This will not be done here,
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as it is useful to characterize non-trivial self-couplings5 of gravity by Λ and of gravity

to matter by κ. In particular, the limit κ→ 0 is the decoupling of matter from gravity,

the situation for matter acting non-gravitational on a fixed, but potentially non-trivial,

background manifold. This is the situation of, e. g., ordinary (quantum) field theory

when g = η. Choosing in such a setting g 6= η yields (quantum) field theory on curved

backgrounds.

As with the left-hand side, their is no general principle to choose T . Rather, any T

with the above mentioned properties will do. Eventually experiment allows to constraint

and then fix T . In addition, there may exist further equations, which relate the building

blocks of T with each other, e. g. Maxwell’s equations. While the metric will in generally

enter these equations, they are not uniquely fixed by (2.22). They again need to be

supplied externally. Some examples will be given in section 2.5, where also a Lagrangian

formulation for (2.22) will be given.

2.4 The vielbein formalism and torsion

At the moment, the Lorentz group is absent from the formulation. That appears partic-

ularly problematic when considering spin. It is necessary to define a notion of spin in a

suitable way before being able to add non-scalar matter. Again, there are more than one

possibility to do so. At the moment, and in contrast to (2.22), there is no sufficiently

convincing experimental evidence to favor any solution. The one presented here is hence

an example. But is one of least complexity and one which opens a straightforward way

for quantization.

The key to this is the tangent space. Consider at some point in the manifold m

linearly independent6 paths Xµ(m(τµ)). Build a coordinate system at this point, which

consists out of the vectors defined by the derivatives at this point given by a parameter

vector τ , Eµ = ∂τµXµ(m(τµ)). The Eµ form then a basis of a vector space at this point.

These are often denoted as ∂µ, as they are really directional derivatives. The set of

all such tangent spaces located at every element of the manifold is called the tangent

bundle.

5If either would be eliminated, the same information would be obtained from the relative sizes of

both fields.
6Note that in general it may happen that manifolds have degenerate points at which the dimension-

ality is lower than that of the manifold, if locally not enough independent directions exist. However,

with the additional restriction of the topology allowing for a non-degenerate metric, this is forbidden.
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It is possible to define a linear transformation by a matrix eµi such that ei = eµi Eµ

are a set of orthonormal basis vectors in the tangent space. This requires

eµi e
j
µ = δij

eµi e
i
ν = δµν

gµν = eµi η
ijeνj (2.23)

ηij = eµi gµνe
ν
j

eiej = eµi e
ν
jEµEν = eµi e

ν
j gµν = ηij.

that is the matrix e transforms the metric locally into the Minkowski metric η. The

inverse of eµi yield the basis vectors ēµ = eµi dx
i, which provide infinitesimal movements

tangential to the tangent space, yielding the cotangent space. The latter is again at-

tached at every point, and all of them together form the cotangent bundle.

The matrix e is known as the vierbein or tetrad. In dimensions different than four

it is also called the vielbein. Since e is by construction invertible this allows to express

any tensor either in terms of the coordinates Xµ and non-orthogonal basis vectors Eµ

and the metric gµν or using the orthonormal basis vectors ei and the tetrad eiµ or any

mixtures of it.

Because of (2.15) and (2.23) it follows that under a diffeomorphism transformation

eµ
′

i = Λµ
νe
ν
i .

Hence, the tetrad transforms like a vector, and especially forms a linear representation

of the diffeomorphism invariance. But (2.23) allows to additionally have locally

eµ
′

i = λjie
µ
j

as long as

λjiη
ikλlk = ηjl

holds locally. But then λ is a local Lorentz transformation. Thus, the introduction of

the tangent space added an additional local symmetry, a local Lorentz symmetry.

As long as no matter is present, this allows to recast (2.21) entirely in the tangent

space. As a consequence, diffeomorphism symmetry is eliminated entirely in favor of

local Lorentz symmetry in the tangent space. There is, at this level, no possibility to

eliminate both simultaneously locally. But it is possible to shift them. Eliminating them

entirely is in principle also possible, but this would turn (2.21) into an integro-differential

equation.
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That both can be exchanged can be traced back to the fact that the Christoffel

symbols Γ are given by (2.17), and can thus ultimately be expressed in terms of the

tetrads as well. This is no longer true if Cartan’s torsion tensor (2.7) does not vanish.

To understand this, introduce the spin connection

Γµij = eρi e
σ
j Γµρσ.

This quantity transforms nontrivial under both the local Lorentz group and the diffeo-

morphism group. Expressing Cartan’s torsion tensor by it yields

Sµρν =
1

2
Γµij
(
eiνe

j
ρ − eiρejν

)
.

Expressing the spin connection in terms of g using (2.17) yields

Γβij =
eµi e

ν
j g

βσ

2
(∂µgσν + ∂νgσµ − ∂σgµν) .

Because the torsion-free spin connection is symmetric in i and j and is contracted with

an antisymmetric object in i and j in the torsion tensor, this show that indeed torsion

will invalidate (2.17). But this implies that the spin connection transforms indepen-

dently from the diffeomorphism symmetry, as it needs now to be non-vanishing, showing

how both quantities decouple. In fact, the spin connection becomes an independent

object. However, because it is introduced in the tangent space, and Einstein’s equation

(2.21) are completely formulated in the manifold, it is actually not a dynamical entity.

It requires an alteration of these equations to make it dynamical. While this is possible

classically, all possibilities come usually with an additional power of Newton’s constant,

making them far beyond any possibility to measure at the current time. Thus, while

logically possible, space-time manifolds with non-trivial torsion are just one more possi-

ble extension of general relativity, which do not have experimental support. Thus, they

will be neglected for now.

There is, however, even in a torsion-free space-time a very useful application of the

spin connection, as it makes the concept of spin transparent. At the moment, only the

parallel transport of tensors has been addressed using the covariant derivative (2.8).

This restricts to objects which are associated with the translational symmetry. But

describing particles requires spin. Spin in flat space-time is identified by representations

of the Lorentz group, which has been absent so far. But this can now be addressed. Since

now the Lorentz group has been recovered, the assignment of spin can be performed as
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in particle physics, just that the spin of matter is associated with the tangent space,

rather than with the manifold.

Introducing the generators f of the Lorentz group, they can be arranged into an

antisymmetric matrices of boost and rotation operators. A quantity φ carrying a linear

representation indices r, e. g. Dirac indices, will then transform under an infinitesimal

Lorentz transformation as

(δrs + ωijf rsij )φs,

where ω are the space-time dependent transformation functions. This corresponds there-

fore to an infinitesimal Lorentz gauge transformation. Note that the contracted indices

of the generators and the parameters belong to the tangent space. The entire trans-

formation is defined there. As a consequence, there is also no way how the Lorentz

transformation properties, or even the fields, can be defined in the original coordinates.

The quantity φs, e. g. a Dirac spinor, makes only sense in the tangent space. To eliminate

again the tangent space and return to the manifold requires to build Lorentz-invariant

quantities, e. g. φ†sφ
s, which again are well-defined outside the tangent space. It should

be noted that the Lorentz indices r and s are not tangent space indices, and can therefore

not be translated using the vierbein.

A further consequence is that the covariant derivative now needs to take care of the

comparability of the local Lorentz group. Thus, the covariant derivative becomes

Dµ
rsφ

s =
(
δrs∂µ + Γµijf

ij
rs

)
φs. (2.24)

The so-created object is now a tensor, with one index from the coordinate space and

one from the tangent space. It should be noted that, despite that φs does not carry a

coordinate index µ, it does change under a diffeomorphism transformation, as it depends

on coordinates. In particular in infinitesimal form

Λφ = (1 + εµ(X)∂µ)φ(X)

where ε is the local translation of (2.13), generated by the derivative as the generator

of local translation. The affine connection does not appears because φ is scalar with

respect to the coordinate system on the manifold. Of course, mixed tensors would be

possible, but do not add further conceptual complications.

The usual spin of flat-space (quantum) field theory arises, because the metric g

becomes constant, g = η. As a consequence, so do the tetrads, eaµ = δaµ. Thus, both the

Lorentz transformation and the translations of (2.14) become global transformations.
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However, a global Lorentz boost in coordinates, Λµ, will alter the tetrads, Λµνeµ. To

maintain eaµ = δaµ, this requires also a compensating global Lorentz transformation in the

tangent space, (Λ−1)
ab
eb. Therefore, objects carrying a Lorentz index in local orthogonal

tangent space need to transform in the same way as those carrying a tensor index in

the coordinate space. After all, the tetrads arose from the introduction of an local

coordinate change, and this needs to be maintained once having only global rotations

alone. Thus, both groups are thereby reduced to a diagonal subgroup, thereby yielding

the single Poincaré group of special relativity.

2.5 Lagrangian formulation

For the purpose of a path integral formulation, as well as for manifest coordinate-

independent approaches to classical general relativity, it is useful to recast the tensorial

Einstein’s equation (2.21) in a Lagrangian form. Einstein’s equation will then reemerge

from a variational principle. It is thus very similar to the action of Maxwell theory,

though with the added complication of diffeomorphism symmetry.

The probably most important change is that ddX is not an invariant volume element.

Because diffeomorphism symmetry allows also for a rescaling of coordinates, volume can

get rescaled as well. This change needs to be offset. In fact, this can be compensated

by the covariant volume element ddX
√
− det g. This quantity transforms like an inverse

density. Thus, using a Lagrangian density L, the action takes the form

S =

∫
ddX

√
− det gL. (2.25)

A suitable Lagrangian density is given by

L =
1

2κ
(R + l)

where Newton’s constant is introduced as a rescaling for latter convenience. Thus,

the total action is the manifold-integral of the sum of curvature and the cosmological

constant. Note that in Minkowski space-time R = 0 and l = 0, and the action vanishes

identically. Thus, it is necessary to first perform the variational principle before making a

choice to obtain Einstein’s equation, as usual. This Lagrangian is known as the Einstein-

Hilbert Lagrangian. Furthermore, it should be noted that the Lagrangian is quartic in

the fields and contains derivatives up to order two. It is thus the equivalent of the field
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strength tensor squared of Yang-Mills theory, and demonstrates that even pure gravity

is self-interacting, and thus a non-trivial theory.

Since R is a curvature density, this implies that Einstein’s equation extremalizes total

curvature on the manifold. At l = 0, a possible extrema is zero, and thus Minkowski

space-time is a solution to this problem. Solutions at non-zero l will be discussed in

chapter 3.

Adding matter yields

L =
1

2κ
(R + l) + LM (2.26)

where LM is the minimally coupled matter Lagrangian. Similar to the flat space-time

gauge theories, this implies for a free, massless scalar field

1

2
∂µφ∂

µ → 1

2
gµνDµφDνφ = LM , (2.27)

where the covariant derivative is given by (2.8). Of course, for a scalar field this im-

mediately reduces back to the ordinary derivative. In general, a coordinate tensor field

will involved the affine connection. Moreover, if the field has spin, e. g. fermions, this

requires to further invoke a term (2.24), as required by the phenomenology.

This implies that even the simplest matter field automatically couples to gravity.

This happens due to two effects. One originates from the covariant volume element in

(2.25). The other appears from the contraction of the derivatives. Thus, it is impossible

for the metric not to interact with matter, even if the matter would be massless as in the

present case. Or, matter always interacts with the metric. It is this universal interaction

which is known as gravity, as will become evident in section 3.2. Gravity is really just

an ordinary gauge interaction, but which couples even to derivatives.

Note that because of dimension also, e. g., a term proportional to Rφ2 can be added

to the action. This would imply a direct coupling of the scalar to curvature, and would

constitute a mass-like term. Curvature acts like a (space-time-dependent) mass, on top

of any tree-level mass. However, any mass term already couples also to the metric by

the covariant volume element, and thus gravitates as well. This is the origin of the idea

that gravity acts upon mass, while it really couples even to self-interaction terms like

φ4, if they are present. Note that this coupling occurs by gauging the argument of the

fields, rather than the field itself, which makes it look so different than from ordinary

interactions. But since coordinate-dependency can be considered to be a representation

of translation symmetry, it is actually not that different, if one thinks of a gauge symme-

try with a continous index in an infinite-dimensional representation space rather than

the usual finite-dimensional ones.
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Having a Lagrangian like (2.26) yields two coupled equations of motion. In their

derivation, it is necessary to observe that the action is actually varied, not the Lagrangian

alone. As a consequence, the factor
√
− det g needs to be included in the Lagrangian

equations of motion. One equations following is then Einstein’s equation with matter

(2.22), where T now becomes

Tµν =
δ
√
− det gLM
δgµν

(2.27)
= − 2√

− det g

1

2
∂µφ∂νφ,

where it was used that

δg = −ggµνδgµν

holds. Thus, the energy momentum tensor stems from the variation of the matter

Lagrangian with respect to the metric. In the Minkowski case, this would be the energy-

momentum tensor. Of course, if the matter Lagrangian is not that of a scalar field,

the affine connection appears, which depends in general relativity on the metric, and its

derivatives. Then

Tµν = −∂ρ
δ
√
− det gLM
δ∂ρgµν

+
δ
√
− det gLM
δgµν

.

Likewise, the equation of motion for the matter field becomes

0 = ∂µ
δ
√
− det gLM
δ∂µφ

− δ
√
− det gLM
δφ

(2.27)
= ∂µ

(
gµν
√
− det g∂νφ

)
. (2.28)

At g = η, this yields the usual plane-wave equation ∂2φ = 0. However, if g varies, this

implies a term sourcing changes in the field as

∂2φ = −
(
∂µg

µν
√
− det g

)
∂νφ

which depends on the changes of the field itself. This equation also holds true if the

matter does not backcouple, i. e. Einstein’s equation is dropped. Hence, in a static

curved space-time even a massless particle will not follow straight lines, but rather move

along a line determined by this non-trivial term. Conversely, the presence of a matter

field sources a change in the metric, and thus alters the manifold.

Note that both (2.26) and (2.28) are field equations. The metric determines the

topology. The pure-gravity equation (2.21) is a self-consistency equation for the topology

of the manifold. The manifold itself is given by its set structure. This determines

which events have which neighboring relations. In particular, this determines the overall
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global structure, e. g. of a sphere or a torus7. The metric determines the topology,

i. e. what is the distance between neighboring events, and thus arbitrary (geodesic)

distances on the manifold. The overall manifold structure thus determines which events

are neighboring to each other, and given this input, Einstein’s equation (2.21) determines

the distances. Einstein’s equation cannot change which events are neighboring in terms

of the sets. However, it can create a topology where the values of the distances do

not reflect neighboring relations, i. e. events close by in terms of overlapping sets can

have, relative to other pairs of events, very large or very small distances. This is even

true for Riemannian manifolds, where the distances are positive semi-definite. The

characteristic feature of the neighboring relation is only that there exists always, at least,

an infinitesimal neighborhood, in which the distances reflect the neighboring relation, in

terms of a Minkowski metric8.

Once matter is added, at every event a value for the matter field is obtained. The

presence of the matter alters the topology, as distances change according to (2.26).

However, at the same time the field is affected by (2.28). Thus, the two coupled equations

will eventually settle for a self-consistent set of distances and field amplitudes. As both

are partial differential equation, this solution will depend on both an initial condition,

to be discussed in more detail in section 3.1, as well as the manifold structure in terms

of neighboring relations.

Note that the concept of a point particle has not been discussed. The problem is

that the distributional character of a point particle’s energy momentum tensor makes

very challenging to understand the back reaction of the particle on itself. E. g., a

massive particle will move, and thereby modify the metric. This changes may spread

at the speed of light. Thus, the point particle will eventually interact with this change.

That is very similar to the case of the back reaction of an electrically charged point

particle in electromagnetism. But the technical challenges involved amplifies in the

general relativistic case. Thus, point particles will in the following only be considered

as probe particles, i. e. without any (relevant) change on the metric. When using fields,

7Sometimes this is also called the topology of the manifold. To avoid confusion with the topology in

terms of distances this terminology is not used here. Furtheremore, many neighboring relations can be

deformed such that only the number of holes, the so-called genus, of an isomorphic surface is relevant.

This is e. g. the case for sphere and torus. A rotational ellipsoid will work the same as the sphere.

However, examples like the Klein bottle in three dimensions, which is also a valid manifold in terms of

neighboring relations, shows that this is not generally simple.
8It may appear at first sight that then the distances should globally be such. However, due to the

possibility for transfer functions, this can change quickly radically for finite distances.
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this problem does not arise, as the field are not distributions. These are just ordinary

coupled partial differential equations.

2.6 Energy, Fourier-space and physical observables

In the context of wave equations switching to Fourier space is often advantegous. As a

consequence, usage of momenta is quite common in physics. This is also true already

in special relativity, where four momentum conservation becomes a central tenet. This

compensates for the loss of individual meaning of energy and three-momentum.

The situation becomes more involved in general relativity. Switching to momentum

space is done by a Fourier transformation. However, the exponential factor exp(iηµνxµpν)

needs now to be replaced by exp(igµνXµPν) to ensure that the argument of the expo-

nential factor transforms like a scalar under coordinate transformation. In addition, the

volume has to be adapted, leading to

f(P ) =

∫
ddx
√
− det gf(X)eig

µνXµPν .

While this is formally possible, though in general will be technically involved due to the

space-time dependence of the metric, this has far-reaching conceptual problems. Because

exactly the requirement of being scalar requires that under a coordinate transformation

P → ΛP becomes an event-dependent transformation. Thus, the value of the four

momentum as whole, not only of its components, because malleable by diffeomorphism

transformations. Thus, just like the vector-potential in electromagnetism or the electric

field in Yang-Mills theory, it can no longer be a physical observable. Only the four-

momentum squared Pµg
µνPν remains invariant, just as distances are.

This is not entirely surprising, after all also coordinates lose their meaning as some-

thing, which is at least in principle can be made real. In a sense, in a manifestly covariant

description, this does not change too much. After all, already in special relativistic theo-

ries quantities should be only dependent on squared quantities. However, The problems

now appears when considering a quantity like the scalar product between two differ-

ent four-momenta. The space-time dependent transformation Λ will not transfer into a

momentum-dependent transformation in Fourier space. Likewise the metric needs to be

transformed.

What this means can already be seen in position space. Consider the invariant
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distance, but expand it as,

ds2 = (Xµ − Yµ)gµν(Xν − Yν) = X2 + Y 2 − 2Xµg
µνYν , (2.29)

where it was used that the covariant derivative of the metric vanishes. The full expression

is necessarily invariant under a coordinate transformation, by construction. However,

because the coordinate transformation is local, the difference X−Y is no longer invariant

itself, and the remainder is compensated by the change in metric. As a consequence,

an expression like X2 is not itself invariant, as here the metric changes. Only the

combination of all three terms in (2.29) yields the invariance. This especially implies

that the term XY is not invariant. Hence, scalar products, and thus angles, are not

necessarily an invariant under diffeomorphism transformation. Therefore, a dependency

on special Poincaré-invariant quantities is not, in itself, sufficient to be diffeomorphism

invariant.

As a consequence, only quantities depending on distances can be invariant. And

this makes geodesic distances even more special. They at least have a chance to define

path-independent observables, if the geodesic distances are unique.

This does not mean that Fourier space is useless. However, it needs to be considered

an auxiliary when calculating eventually diffeomorphism invariant quantities, very much

like the vector potential in classical electromagnetism. Of course, once approximations

are introduced, it becomes as challenging as in other theories to maintain this invariance.

These issues can, to some extent, be ameliorated in practical cases. This will be

discussed in section 3.7.
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Special solutions

Special solutions, like plane electromagnetic waves in classical electrodynamics, are both

useful, but also challenging. The main obstacle is again that there is no arena for the

special solutions to exist in. Electromagnetic plane waves can be studied, because they

are existing in an enclosure of space-time. Special solutions in general relativity do not

have such an enclosure. Therefore, in principle, always the whole space-time needs to

be considered.

As will be seen, in the absence of matter, solutions can become maximally symmetric,

see section 3.3. Some special solutions will address in some sense localized configura-

tions, like black holes in section 3.5. They allow to consider these configurations to be

embedded in a specific sense in the maximally symmetric cases without altering their

overall character too much. This is probably the closest analogue to the electrodynamics

case.

However, other special solutions cannot be considered such. Most prominent of them

are those which describe cosmology in section 3.4. Here, everything is, in a sense, special.

This makes it also hard to wrap one’s mind around their specialness.

In general, most special solutions which do not involve small curvature yield sub-

stantial deviations even from the logic of special relativity. This makes them very non-

intuitive and difficult to grasp.

3.1 The initial value problem

Einstein’s equation, without matter (2.21) or with matter (2.22), are partial differential

equations. They are supplemented by conditions of vanishing torsion and covariant

29
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constancy. They are thus subject to constraint equations. These reduce the independent

degrees of freedom from 16 (in four dimensions) down to 6. Still, in the end only two

are independent. This leads to a freedom in the choice of the components, similar to the

gauge freedom of classical electrodynamics. Imposing, e. g., the Haywood gauge1 ∂µgµν

introduces four more constraints, reducing it to the necessary two independent degrees

of freedom.

As if solving partial differential equations with constraints is not difficult enough a

task2, there is another severe problem. These differential equations involve expressions

like gµν∂µ∂νgρσ.

In flat space-time g = η this Laplace-Beltrami operator gµν∂µν∂ν has on non-constant

modes a positive definite spectrum. In a general metric, this is no longer necessarily true.

Likewise the various possible other second-order differential operator appearing are no

longer of this type. Since many uniqueness and existence proofs do, however, rely on

these properties, they are not applicable to the Einstein’s equation. As a consequence,

no complete theory of the solution manifold of the most general case of general relativity

with (ordinary) matter is available. As a consequence, it is not even clear, which kind

of initial values are needed to find a unique solution.

This problem can be largely remedied by restricting the possible initial data. How-

ever, the condition will only be possible to realize on certain manifolds, reducing the

possible manifolds.

The restriction is that the initial values for the metric g describe a space-like sub-

manifold of one dimension less. I. e., for a submanifold, which is given in terms of a

subspace of the underlying Rd, all invariant distances are of the same sign, space-like,

and for different elements non-zero. In a visual picture, it is possible that a space-like

slice through the universe is possible and specified. If this is the case, it can be shown

that the vacuum Einstein’s equation evolve such that the whole manifold is separated

into such space-like submanifolds, i. e., every element of the manifold belongs to precisely

one such space-like sub-manifold. Moreover, any distances between two sub-manifolds

are never space-like, and for every element on a given sub-manifold a time-like separated

element on a neighboring, in the manifold-sense, sub-manifold can be found. In a visual

1Viable gauge conditions, i. e. those for which for every diffeomorphism orbit at least one solution

is guaranteed to exist, are not necessarily simple to construct.
2An approach like in classical mechanics to incorporate the constraints by switching to generalized

coordinates is in general challenging due to the transfer functions. This will usually change the character

of the equations to integro-differential ones.
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picture, the universe is sliced into space-like slices, separated by time-like distances. This

is called a foliation. It is closest to the conventional idea of a universe. While there is no

local unique time, there is a global universe time, which essentially counts the slice of the

stack. Such initial conditions are therefore called physical, and the decomposition into

space-like submanifolds a foliation of the manifold. In a sense, this is also the simplest

decomposition into a Riemannian part and a non-Riemannian part of the manifold.

Of course, the space-like submanifolds are still Riemannian manifolds, and can be

very involved, and especially still require a non-trivial atlas. An example would be the

surface of a four-dimensional sphere, which satisfies these criteria. It is also possible

that the submanifold is not simple, and thus describe separate universes. Still, this

allows to guarantee a unique solution. If matter is added, this requires it to be ordinary

matter, e. g. having a positive energy density in terms of the energy-momentum tensor.

Otherwise, such a source term would spoil the evolution for the same reason as arbitrary

initial conditions would do.

As a submanifold, such space-like hypersurfaces can be in turned described as before,

just with one dimension less. Thus, there exist also a metric, which is called the induced

metric h. Of course, the induced metric is fully known in terms of the metric g of the

whole manifold. This observation allows a convenient description of the foliation. The

induced metric requires to obtain the full metric the difference between neighboring

points, in the sense of the full manifold, of two different space-like submanifolds. The

connecting quantity is called the lapse function or, when expressed correspondingly, the

lapse vector. It encodes locally the time-like separation of each space-like slice, and thus

the local passing of time in a suitable rest frame.

In practice, this implies for a curve X(τ) its tangent vector can be decomposed as

∂τX(τ) = αn+ β

where n is a future time-like vector of unit length in the tangent space. The function

α is then called the lapse function and β, being a vector in the tangent space, is called

the shift vector. It is therefore tangential to the space-like hypersurface. This therefore

decomposes a direction into one which connects neighboring space-like hypersurfaces,

nα, as well as a component which describes the shift inside the hypersurface when

changing from one to another. Especially, this implies that nα describes the direction

in which space-like coordinates can be found, which do not change. Physically, moving

along nα is thus the closest resemblance to a worldline in a rest frame.

This allows to locally decompose the invariant length between two point on neigh-
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boring hypersurfaces connected by this path as

ds2 = −(α2 − hrsβrβs)dx2
0 + 2hrsβrdxsdx0 + hrsdxrdxs

= −α2dx2
0 + hrs(dxr + βsdx0)(dxs + βsdx0),

where the (d− 1)× (d− 1) induced metric h in the spatial hypersurface appears as well

as r and s label the components with the space-like hypersurface. In particular, this

shows that along a pure time-like distance only the lapse function contributes, while

dxr +βrdx0 essentially provide the orthogonal, in the sense of this metric, displacement.

Switching to the orthonormal coordinates of a vielbein, this yields that e0 = n, i. e.

one of the vielbeins is just the time-like future direction between the two hypersurfaces.

The spatial ones decompose then the induced metric as eirδ
rsejs = hij, as the hypersurface

is a Riemannian submanifold.

This particular set of coordinates is well adapted to the foliation of space time. It

is therefore well suited to solve the initial value problem. However, choosing suitable

coordinates in the remainder space-like hypersurface may still be a non-trivial issue.

Also, transfer functions may still be needed.

Another concept, which is useful in the context of discussing the initial value prob-

lem, is the concept of Killing vectors and fields. Diffeomorphism symmetry and local

Lorentz symmetry are, in a sense, non-existing. They only arise as a consequence of

the introduction of coordinates and the tangent space. They are not necessary to de-

scribe the manifold. However, the manifold can have additional symmetries. Since the

manifold is entirely specified in terms of neighboring relations and distances, any such

symmetries can only exist in terms of these, and thus in terms of the distances. Thus,

they are also called isometries in this context.

An isometry is obtained if there are path in the manifold, which can be displaced

in the manifold, without altering the distances between neighboring points along the

curve. If there is a displacement prescription such that this can be achieved for the

whole manifold, this is an isometry. It basically expresses that a manifold looks the

same when one ’rotates’ it along a certain direction. Isometries therefore describe global

properties of the manifold. E. g. a torus or a sphere do have this property by rotating

around their symmetry axis. This operation does not change distances along curves.

Thus, these two manifolds have isometries. There can be multiple such isometries.

While isometries can be defined entirely in terms of the topology of the manifold, it

is usually more convenient to utilize coordinates. This is then achieved in terms of a

Killing field. An isometry is obtained if, in a fixed coordinate system, the metric will
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not change under a displacement. As a consequence, for an isometry, there exists always

a coordinate system such that the metric becomes independent of a suitably chosen

coordinate. In general, this will be a directional derivative

∂τX
µ∂µgαρ = 0. (3.1)

Of course, isometries of submanifolds are also possible. In the case of a foliation par-

ticularly interesting are isometries determined using the induced metric h. Thus, the

direction of an isometry is given in terms of the base vector obtained from ∂τXµ = ξµ.

The directional derivative ξµ∂
µ therefore creates a direction under which distances are

not changing. This can be immediately seen as the change is independent of the path

parametrization, and thus

ds2′ = (gµν + ξρ∂ρg
µν)

d(Xµ + ξµ)

dτ

d(Xν + ξν)

dτ
= ds2

by virtue of (3.1).

If ξ indeed determines an isometry and is thus a Killing vector can be tested using

the Killing equation,

Dνξµ +Dµξν = 0. (3.2)

This is a covariant statement. It is therefore admissible to choose a coordinate system, if

the calculation is performed exactly, and prove it in this system. Choosing a coordinate

system in which the Killing vector is constant, i. e. one of the coordinate axis is taken

to be identically to the direction of the Killing vector, yields

Dµξν = gµαΓανσξ
σ =

1

2

(
ξσ
∂gµσ
∂Xν

+ ξσ
∂gµν
∂Xσ

− ξσ ∂gνσ
∂Xµ

)
=
ξσ

2

(
∂gµσ
∂Xν

− ∂gνσ
∂Xµ

)
.

This is hence an antisymmetric quantity, thus implying Killing’s equation.

Killing vectors therefore provide a particularly suited to form a basis. Moreover,

they imply the existence of a conserved quantity. Given some curve X(λ), then

pξ = ξµdλXµ

is constant along the curve. This can be seen by taking a derivative with respect to λ,

dλpξ = dλξ
µdλXµ + ξµd2

λXµ = 0

Choosing a coordinate system with ξµ a basis vector and where the curve is linearly

dependent on λ, this expression vanishes. Thus, the component pξ is indeed conserved.
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Choosing the same system of coordinates to introduce a Fourier transformation allows

to identify this quantity as the momentum component along the direction of the Killing

vector, which is conserved.

Physically, this is not entirely surprising. After all, an isometry is really a generalized

global translation symmetry, which entails a conserved generalized momentum. More

surprising is probably that this is not a build-in symmetry, like in classically mechanics.

If the solution to the dynamical equations yield a manifold with Killing vectors, the

system has dynamically this symmetry.

It should be noted that the maximal number of Killing vectors is limited. Killing’s

equation (3.2) is a differential equation for the Killing vectors. Since D2ξ = 0 because

of the covariant constancy of the metric, this implies that the Killing vectors can be

obtained as solution to a second-order partial differential equation, which has to obey

antisymmetry of the first-order derivatives. For an n-component field, this yields at most

n components with at most (n2 − n)/2 = n(n − 1)/2 independent derivatives. Thus,

there can be at most n(n+ 1)/2 independent Killing vectors.

3.2 Identifying gravity

It has been mentioned several times that general relativity is basically the gravity from

Newtonian physics. As noted before, Newtonian physics, or even special relativity, need

to have flat space-time. It is therefore a requirement on the manifold structure. However,

in many cases it is not necessary to consider the case that the whole of space-time has

this feature, but often it is sufficient to consider only some small patch to be almost flat.

Of course, by construction, there always exists an infinitesimal neighborhood where this

is possible, but here a somewhat larger patch is needed.

Assume that in some patch, e. g. earth, the metric in a suitable coordinate system

can be written as

g = η + γ

where for units in which the metric is dimensionless |γµν | � 1 holds. Of course, h itself

is not a metric, while η is, as is η + h. Especially, lowering or raising of indices will not

work with γ.

Neglecting quadratic and higher power terms of γ simplifies the Riemann tensor (2.9)

as thus the Ricci tensor (2.18) which is needed to determine the Einstein tensor (2.20)
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and thus the equation of motions for matter. The Ricci tensor takes the form

Rµν = ∂λΓ
λ
µν − ∂νRλ

λµ +O(γ2). (3.3)

Considering further that the aim is to establish the relational to Newton’s law of gravity,

it is acceptable to neglect time variations of γ.

Newton’s law of gravity can be formulated as

∂2
i φ = 4πGNρ,

where φ is the gravitational potential, and ρ is the matter density. GN = κ/(8π) is then

Newton’s constant in its usual form. To make contact requires therefore to consider the

matter density. The matter density is T00 for a classical continuum mechanics system.

Thus

∂2
i φ = 4πGNT00. (3.4)

Setting γ00 = 2φ and combining (3.3) and (3.4) with (2.22) yields

∂2
i

γ00

2
= ∂2

i φ = 4πGNρ− Λ. (3.5)

Thus, indeed the metric yields the classical gravitational potential. Especially, if the

backreaction of the matter on the gravitational potential is neglected, which is justified

with γ being small, this is exactly Newton’s law of gravity, up to the appearance of the

cosmological constant. The latter acts like a constant matter (or energy) density. Only

measurement can decide its value. For a large value, it would change Newton’s law of

gravity. However, its value is measured to be so small, that it can safely be neglected in

this context. This also justifies the identification of κ with Newton’s constant.

This also shows that the metric is essentially the gravitational potential. There are,

however, two important observations to be concluded from this.

First, even at weak gravitational field the equation (3.5) should not be read as the

equation of motion for matter, i. e. the equivalent of Newton’s second law. This is

actually given by (2.28) as Lagrange’s second equation. Rather, equation (3.5) and

(2.28) are needed to be solved together. In fact, (3.5) can be recast, neglecting Λ, as

φ(~r′) ∼
∫
d3r

ρ

|r − r′|
, (3.6)

showing that the gravitational potential, or the metric, is determined by the mass density.

In turn, entering γ into (2.28) then shows how the matter density changes under the
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influence of gravity. The fact that (3.5) is usually given as Newton’s gravitational law

is that a probe particle, e. g. earth, is considered in the gravitational field of a much

larger body, e. g. the sun, who by virtue of (3.6) determines essentially the gravitational

potential, and then (3.5) is only considered close to the location of the probe particle.

Of course, self-consistently, this will coincide with the solution of (2.28) in this case.

Second, in the whole process never a mention of an inert mass and a gravitational

mass was made. This is not due to a tacit identification of both. Rather (2.22) and

(2.28) together originate as dynamical equations from a Lagrangian which does not

necessitates any such distinction, in fact does not even make it possible. Inertial mass

and gravitational mass can only be distinguished if equations (2.22) and (2.28) are not

solved simultaneously, and then the masses in either of them can be identified such.

Thus, the fact that they form a coupled equation derives from a single Lagrangian

establishes that there is not independent existence of either.

The approach here to leading order can be extended in a formal power series beyond

leading order. These are so-called post-Newtonian approximations. There are basically

perturbation theory in the deviation of the metric from the Minkowski metric. While

very important in many practical cases, this subject will not be detailed here for a lack

of space.

3.3 Maximally symmetric solutions

Given the usual logic of theoretical physics, the first example of solutions to the initial

value problem will be the pure general relativity case (2.21) with the aim to find maxi-

mally symmetric solutions. Thus, the aim is to maximize the number of Killing vectors.

This could be at most four, or in general the number of dimensions, corresponding to

the fact that each Killing vector describes a coordinate of which the metric becomes

independent.

As Einstein’s equation (2.21) stands, it allows for a rescaling of the cosmological con-

stant. In the absence of any other units, it is always possible to measure the coordinates

in suitable powers of it. Thus, Einstein’s equations can always be rescaled such that

the cosmological constant is either zero or ±1. Being larger or smaller than one then

implies that the distances are small or long compared to the appropriate power of the

cosmological constant, which gives the natural scale. But in absence of another scale,

this implies that the three cases cannot continuously be deformed into each other. There
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is always a scale above or below the characteristic one. Also, since Einstein’s equations

are second-order equation there is no possibility to scale out the sign of the cosmological

constant. Thus, it is necessary to treat the three cases independently.

The simplest case arises when the cosmological constant vanishes. There is no char-

acteristic scale in the system. Moreover, employing maximum symmetric requires the

metric to be constant, and scalelessness implies that all components have equal size.

This yields g = η as solution, as the Einstein tensor (2.20) vanishes at g = η, since the

Riemann tensor vanishes as it only depend on derivatives of the metric. Hence, there

is a Killing vector for every direction, yielding back momentum conservation of special

relativity. In addition, the six Lorentz generators complete the list of the possible ten

independent Killing vectors in four dimensions.

At non-vanishing cosmological constant the situation is more involved. Still, the aim

is to find a solution with the maximal number of Killing vectors. It is best to do so in a

suitable fixed basis. The aim is still to find a foliated space-time. Moreover, to achieve

maximal symmetry the spatial part needs to be likewise highly symmetric. In a suitable

coordinate system, the metric then takes the Friedmann-Lemaitre-Robertson-Walker

(FLRW) form

gµν = −dt2 + a(t)d3Σ. (3.7)

where d3Σ describes a homogeneous and isotropic spatial hypersurface. The only possi-

bilities in general relativity for such a structure is

d3Σ =
dr2

1− kr2
+ sk(r)

2d2Ω =
dr2

1− kr2
+ sk(r)

2(dθ2 + sin2 θd2φ),

where θ and φ are the usual polar and azimuthal angle. The quantity k determines the

curvature of the hypersurface, yielding

sk>0 =
1√
k

sin
(
r
√
k
)

sk=0 = r

sk<0 =
1√
k

sinh
(
r
√
−k
)
.

Thus, positive values determine a spherical hypersurface, zero is a flat hypersurface, and

a negative value is hyperbolically shaped. It is often customary to rescale r → rk−
1
2 , and

thus distances are measured in units of k−
1
2 . Then k becomes discrete with the three

options ±1 and 0. Note that throughout it will be assumed that the spatial hypersurface

has trivial topology, i. e. no complicated boundary conditions, is simply connected and
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has no holes. The choice of k is part of the initial conditions, as is the fact that the

spatial part has no non-trivial boundary structure.

Inserting this form into the definitions yield the curvature scalar (2.19)

R = 6

(
∂2
t a

a
+
∂ta

a2
+
k

a2

)
and thus the curvature is both time-dependent and depends on k. In fact, in a static

universe, a(t) = a0, k determines entirely the curvature. If the spatial hypersurface is a

point, a = 0, the curvature diverges.´
The factor a is determined by the solutions of Einstein’s equation (2.21), and thus

by the cosmological constant,
∂2
t a

a
=

Λ

3
(3.8)

which is solved by

a(t) = a+e
−
√

Λ
3
t + a−e

√
Λ
3
t

where the prefactors are again determined by the initial conditions. This implies that

a(t), which plays the role of a scale factor of the metric, is exponential for Λ > 0,

but periodic for Λ < 0. I. e. in the first case, called de-Sitter, the universe will have

distances changing exponentially with time t. In the second case, called anti-de Sitter,

the distances will change periodically. Note that in both cases the spatial structure can

be the same, and the prefactor only regulates the time-dependence of distances.

To quantify the behavior of the distances the Hubble parameter is introduced as

H(t) =
∂ta

a
, (3.9)

it measures the relative change of distances as a function of t. Since both cases describe

foliated space-time, the time coordinate is, in principle, eternal. Both solutions are

indeed maximal symmetric. This can be seen by the fact that both de Sitter space-time

and anti-de Sitter space-time can be described in terms of an embedding in a higher-

dimensional Minkowski space time as the surface of a hyperboloid, which differ only by

whether time is a closed line around the hyperboloid (anti-de Sitter) or along the open

direction of the hyperboloid (de Sitter), with space playing the opposite role. On such

a surface there are, of course, the one dimension less symmetry group, and thus giving

again a ten-dimensional group, giving ten Killing vectors. Although their interpretation

is now less forward than flat Minkowski space-time.
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Note that also flat Minkowski space-time fits into this structure, yielding in fact also

the two solutions a(t) = a0t+ a1, rather than just a(t) = 1. However, since this is only

a time-dependent rescaling, this does not alter the result. Note that the curvature is in

general no longer time-independent, but will depend on the interplay and relative size

of the different constants.

3.4 Big-bang solutions

The solutions in 3.3 give pure gravity solutions. The natural question is what happens

once matter is introduced into the system by the set of coupled equations (2.22) and

(2.28). The relevant quantity is then the energy-momentum tensor in (2.22). Assuming

for the moment that matter interactions as described by (2.28) are such that they quickly

establish local equilibrium, the coupling between both equations will be small, and the

energy momentum tensor will have the same isotropy and homogeneity as space-time

itself. In a suitable coordinate system the energy-momentum tensor will be of the form

Tµν = diag(ρ, p, p, p), where ρ(t) is the matter density and p(t) is the pressure. Both will

be spatially constant on the homogeneous space-like hypersurfaces. The vast difference

in coupling strengths between Newton’s constant and the typical couplings of the other

interactions justify this approximation. In a universe with different values, this would

probably not be justified.

The matter density and the pressure are not independent, but related by the equation

of state of the matter derived from (2.28). This yields the two coupled equations

∂tρ = −3
∂ta

a
(ρ+ p2) (3.10)

∂2
t a

a
= −4πGN

3
(ρ+ 3p) +

Λ

3
(3.11)

where (3.11) is derived from (2.22), and is the version with matter of equation (3.8).

Note that replacing

ρ → ρ+
Λ

8πGN

p → p− Λ

8πG

in (3.10-3.11) would eliminate the cosmological constant. This is equivalent to say that

in this setting the cosmological constant behaves like matter satisfying the equation of
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state

ρΛ = −pΛ (3.12)

i. e. like a positive matter density which exerts a negative pressure for a positive cos-

mological constant, and negative matter density which exerts a positive pressure for a

negative cosmological constant. Thus, the cosmological constant tends to blow up the

universe in case of the observed positive value.

It follows that the Hubble parameter (3.9) is a convenient quantity for the following

it. It takes the form

H2 =
8πG

3
ρ− k

a
.

This can be used to define a critical density

ρc =
3H2

8πG

which implies that the quantity

Ω =
ρ

ρc

is, for k/a2 negligible, a measure for the fate of the universe. If it is larger than 1,

the normalized change of rate yields that the universe will eventually collapse. If it is

equal one, it will reach an asymptotic size. And if it is smaller than one, the universe

will expand forever. Current measurements for our universe strongly suggest k ≈ 0 and

Ω . 1, and thus that the universe will expand forever.

What is finally needed to solve the system is the equation of state. Approximating

the matter in the universe by a perfect fluid, the equation of state becomes

p = wρ.

This implies that the cosmological constant behaves like a perfect fluid with w = −1. In

particular, it exerts a negative pressure. For matter with thermal energy substantially

below the rest energy w is zero, while for ultrarelativistic matter, or massless particles,

w = 1/3. Inserting these into the coupled system of equations (3.10-3.11) yields at

t�
√
GN the qualitative behavior

aΛ(t) ∼ et (3.13)

aMatter(t) ∼ t
2
3 (3.14)

aRadiation(t) ∼ t
1
2 . (3.15)

at late times.
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There are three initial conditions required to solve (3.10-3.11). The results (3.13-

3.15) all are adjusted such as to yield an expanding universe. These initial conditions

are, of course, entirely based on empirical evidence. Inserting values measured ’now’,

they yield the existence of a big bang3, i. e. a(0) = 0. In that case, the universe had zero

extension at t = 0 and also ρ(t → 0) → ∞ for the case of matter. Hence, this metric

has a singularity at t = 0, as the metric degenerates at that time. This is, of course, in

conflict with the assumptions about the metric laid out for general relativity. Thus, this

is seen as an indication that under these conditions the equations (2.22) and (2.28) cease

to be valid (alone). Possibly, this can be resolved in quantum gravity, but this is not yet

established beyond doubt. At the very least, this implies that within the framework of

general relativity, it doe snot make any sense to even consider some t < 0, as at t = 0

the system leaves its regime of validity. Of course, this can also be artifact of the highly

idealized situation treated, as well as the absence of knowledge of the structure of the

universe beyond the visible horizon4. Changes to the initial conditions or relaxation of

assumption can change this.

To unify result, it is possible to combine different types of matter. This yields in

terms of the fraction of the total density of each type in units of the critical density at

a fixed time t0
H2

H2
0

=
ΩRadiation

a4
+

ΩMatter

a3
+

Ωk

a2
+ ΩΛ (3.16)

where Ωk is a suitable normalized version of k and H0 is the value of H measured at the

same fixed time t0, H0 = H(t0), usually today. This equation is, in principle, exactly

solvable, given a very lengthy expression in terms of elliptic functions.

However, here just the important properties will be quoted for the observed values

of the various Ωi. These values are determined empirically. The values are Ωk ≈ 0,

ΩMatter ≈ 0.25, ΩRadiation ≈ 0.01, and ΩΛ ≈ 0.74, where dark matter is included in

matter. These values are the ones measured today. This modelling of the universe is

also known as the cold-dark matter scenario with cosmological constant, briefly ΛCDM.

Cold, because the dark matter is non-relativistic.

With this information, the universe started extremely hot, and was thus radiation

3With a too small time interval of about 12 billion years since, compared to the age of the oldest stars

of 13.3 billion years. This is corrected by the inflation scenario, yielding a time interval of 13.8 billion

years. However, this will not be subject of this lecture. See, e. g., the lectures on beyond-the-standard

model physics or astroparticle physics.
4Due to the aforementioned inflation scenario, this visible horizon is of order 100 billion light years,

rather than 13.8 billion lightyears.
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dominated it, yielding an expansion like (3.15). With the matter becoming more and

more diluted, the temperature eventually dropped, and the equation became that of

matter, slowing down the expansion to (3.14). However, eventually the cosmological

constant will take over, yielding an exponentially accelerated expansion of the universe

like (3.13). This happens roughly around now. Thus, the ultimate fate of the universe

is to become infinitely large, provided that nothing yet unknown kicks in.

3.5 Schwarzschild black hole and Kruskal coordi-

nates

Of course, it is not always reasonable to ask for a complete solution of all of space-time

when only a small disturbance is of interest. Similarly as when investigating a water

molecule one does not want to investigate the whole ocean. This is also possible in

general relativity. To this end, the idea is introduced to consider solutions, which have

asymptotically a specific space-time structure. Asymptotic here means at the distances

large compared to any other scale of the problem. Since the equations (2.22) and (2.28)

are local equations, this should usually be possible. The results will then asymptotically

approach one of the maximally symmetric solutions of section 3.3, provide no boundary

conditions are imposed. The idea is, of course, that a system of multiple objects can then

be patch together from multiple translated copies, just like the vapor can be patched

together from individual, non-interacting, water molecules to a very good accuracy.

Obviously, this eventually breaks down when the separation is not large enough, as the

ocean shows. Mathematically, this can be put into a more precise form, which will

depend on the initial conditions, as well as the precise form of the matter Lagrangian.

A paradigmatic example of this approach is the Schwarzschild black hole. It will now

also be used to exemplify this process. For this, the cosmological constant will be set to

zero, and asymptotically therefore space-time should approach Minkowski space-time,

given suitable initial conditions. Furthermore, the situation should be static, i. e. there

should exist a Killing vector in the time-like direction. This implies that the formation

of the black hole cannot be captured in this way. Finally, only the pure gravity case will

be considered, (2.21). This has the nice advantage that it will show that pure gravity

alone has already non-trivial solutions.

The foliation implies that the metric will have the form

g = −e2a(xi)dt2 + hijdx
idxj (3.17)



Chapter 3. Special solutions 43

The Killing field makes the metric independent of t. For simplicity, assume furthermore

that h will have further space-like isometries, creating an SO(3) invariance. Hence, the

spatial submanifold will have spherical symmetry. This is consistent with asymptotically

being Minkowski space-time. A suitable ansatz respecting this is

h = e2b(r)dr2 + r2(dθ2 + sin2 θdφ2)

where factors 2 here and in (3.17) are chosen for later convenience. In particular, the

tetrad can now be read off immediately. This also implies a(xi) = a(r). To obtain

asymptotically Minkowski space-time then really just requires a(r →∞) = b(r →∞) =

0.

Constructing the Riemann tensor, the Ricci tensor, the curvature scalar and the

Einstein tensor is now only a matter of algebra, albeit tedious. Eventually, the Einstein

tensor is given by

G0
0 = − 1

r2
+ e−2b

(
1

r2
− 2drb

r

)
G1

1 = − 1

r2
+ e−2b

(
1

r2
+

2dra

r

)
G2

2 = G3
3 = e−2b

(
(dra)2 − dradrb+ d2

ra+
dra− drb

r

)
.

and all other components vanish identically. In the vacuum, these need to equal zero.

Because so need to do all sums, this implies that dr(a+ b) = 0 by adding G00 and G11.

Given the asymptotic conditions on a and b, this implies a = −b. This allows to consider

only G00 without need to tackle the second-order differential equations posed by G2
2 and

G3
3. For r > 0, G0

0 = 0 can be cast as

dr
(
re−2n

)
= 1

which is solved by

e−2b = 1− 2m

r
,

where m is an integration constant. This yields the solution

g = −
(

1− 2m

r

)
dt2 +

dr2

1− 2m
r

+ r2(dθ2 + sin2 θdφ2), (3.18)

the Schwarzschild solution, describing a Schwarzschild black hole.
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This solution has a number of interesting consequences. First, consider the situation

at distances r ≥ m. Using (3.5), this yields a gravitational potential of a mass 8πm/κ.

Thus, up to a constant, m acts like the mass of a point particle at sufficiently large

distance. In this sense, it is possible to think of 8πm/κ as the mass of the black hole.

However, this is an effective mass. Neither it is a mass in a particle sense, where

this would appear in the Lagrangian, nor is it an intrinsic feature, because it is an

integration constant. Given the initial conditions, it describes merely a gravitational

field configuration at long distances as if there would be such a mass. But is very

different from the concept of mass of particles. In particular, this is a solution to the

pure gravity case (2.21). The Schwarzschild solution does not involve matter, and would

not, e. g., correspond to the situation of a collapsing star.

It should also be noted hat therefore the gravitational field of a Schwarzschild black

hole at long distances cannot be distinguished from that of, say the earth or the sun.

That is like in electrodynamics, where a point charge and an extended static charge both

have the same long-distance field, and both cannot be distinguished. This allows also

the description of how the stars in a galaxy move around their central black hole by, up

to dark matter effects, Newtonian dynamics.

The second feature of (3.18) is the spherical singularity on the surface given by

r = 2m. This is called the event horizon and 2m the Schwarzschild radius. It also

appears as if the extensions in time directions vanish at the event horizon, as g00 = 0.

Moreover, this singularity is eternal, due to the time-like Killing vector. But this is,

actually, illusionary. The metric is only a diffeomorphism-dependent quantity. It is best

to consider a -invariant quantity. These are necessarily scalar quantities.

Curvature is described by contractions of the Riemann tensor, as it contains all

possible information. There are 14 linearly independent, different possibilities in four

dimensions. There can be obtained from contractions of products of the Ricci tensor,

including the curvature scalar, as well as

K = R2

I1 =
1√
− det g

ελµρσR
ρσνκRλµνκ

I2 = RλµνκR
νκρσRλµ

ρσ

I3 =
1√
− det g

RλµνκR
νκρσετξρσR

λµ
τξ .

All other possible contractions can be written as sums of these. Inserting (3.18) into the

Riemann tensor and performing the algebra yields a vanishing Ricci tensor, and likewise
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I2 and I3 vanish. The only non-zero results are the Kretschmann tensor K = 48m2/r6

and I3 = −96m3/r6. This shows that any invariant quantities do not show a singular

behavior on the event horizon, but only at the center of the black hole. Thus, a black

hole is a curvature singularity, not dissimilar to a point charge. This is where the real

singularity structure of a (Schwarzschild) black hole arises from.

But what does the event horizon then signifies? Of course, the singularity shows the

loss of validity of the coordinate system, and thus requires a transfer function. But is

there a physical consequence?

The answers can be given best by introducing a new coordinate system, which is

valid inside the event horizon. A suitable choice are Kruskal coordinates. Obviously,

the problem does reside in the r and t coordinates, so θ and φ can be left untouched.

Introduce new coordinates

u =

√
r

2m
− 1e

r
4m cosh

(
t

4m

)
(3.19)

v =

√
r

2m
− 1e

r
4m sinh

(
t

4m

)
. (3.20)

This yields a new metric

ds2 = −32m3

r
e−

r
2m (dv2 − du2) + r2(dθ2 + sin2 θdφ2) (3.21)

in which r has to be expressed using (3.19-3.20), which can, however, not be explicitly

solved. What holds is

u2 − v2 =
( r

2m
− 1
)
e

r
2m (3.22)

u

v
= tanh

t

4m
. (3.23)

Thus, r = 2 is defining a hyperbola in u and v, where the singular parts cancel thereby

in the metric. Thus, the coordinates across the horizon are in this way regular.

While the Kruskal coordinates are well-defined inside the event horizon, it is worth-

while to transform, using a second set of transfer functions, back to the Schwarzschild

coordinates (3.18), which area again a viable solution of the Einstein equations. How-

ever, in this case r < 2m, and thus the value of the prefactors of r and t change sign, and

thus r and t switch role. This now gives a possible physical interpretation. The event

horizon is the location where this switch occurs. However, since the metric needs to be

non-degenerate, this is not continuously possible, leading to the coordinate singularity.
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Distances, using the transfer functions, are now well-defined across the event hori-

zon. Especially, a path of finite length is possible between the inside of the event horizon

and the outside. Thus, the distance can be traversed in finite eigentime. However, at-

tempting to calculate the coordinate time elapsed, it is found that the amount of time

diverges when moving towards the horizon. That can be obtained from determining the

coordinates of (2.16) for a path connecting the inside and outside, X0(τ = event horizon

is infinite. Thus, there is no purely time-like (or space-like) curve connecting points

on opposite sides of the event horizon. Hence, local light cones are squashed at event

horizon. However, inside and outside the event horizon casual connections are possible,

but appear space-like on the opposite side. In particular, all time-like trajectories inside

and the horizon originate in the singularity, while all outside move asymptotically to

the event horizon, as do those inside. Such a situation is called geodesically incom-

plete, where two (arbitrary) points on the manifold cannot be connected with a unique

geodesic. Thus, the inside of an event horizon forms a causal complete universe, as does

the outside, but without any possibility to connect causally both.

An interesting implication of this is that the Killing vector, which was time-like on

the outside, and thus signifies a static situation, is space-like on the inside. Thus, the

inside is not static, but there is effectively one spatial dimension less, as one space-like

direction is now static.

There is another interesting feature. As can be seen from (3.22-3.23), the transfor-

mation only requires u > 0 and v > 0. Thus, to cover the manifold only the positive

quadrant would be necessary. But the manifold can, but does not need, to be extended,

by including also the u < 0 and v < 0 part. This extends and enlarges the manifold.

Likewise, these coordinates will also yield another overlap with another event horizon.

However, because of the switch of sign, the behavior is actually reversed around the

event horizon. Especially, this shows that the trajectories point outward, rather than

inward. This is called a withe hole. There is a transition region between both region

between the original manifold, and the extension of it. At v = 0, there is a finite tran-

sition region from u > 0 to u < 0, allowing the passing of trajectories. This is called

an Einstein-Rosen bridge, or, alternatively, a Schwarzschild throat or a wormhole. It

basically states that, if the manifold is extended, something across the event horizon

in a suitable trajectory, it will reemerge at a different place through the white hole (or

wormhole) at a different place on the extended part of the manifold. However, the situ-

ation is very special. Extending it beyond the static case turns out to make this passage

unstable or yield other obstacles.
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3.6 Kerr black hole

The Schwarzschild solution was static outside the event horizon. It was also spherically

symmetric. It can be shown that all static, i. e. having a time-like Killing vector,

spherically symmetric vacuum solutions are exhausted by the Schwarzschild solution.

Moreover, it can be shown that all black hole solutions, i. e. solutions with a ’point-

like’ curvature singularity in general relativity without matter can be parametrized by

two quantities, one being the mass parameter m of the Schwarzschild black hole, the

other being a likewise analogue of the angular momentum. This is known as the no-hair

theorem5, as no further properties are possible. The second set of solutions are the

so-called Kerr-Newman solutions.

As usual, angular momentum requires a specific axis. Therefore, the solutions can

be expected to be at most axisymmetric. The aim is therefore to search for static,

axisymmetric solutions. The actual derivation, which follows similar lines as for the

Schwarzschild solution, turns out to be quite involved, and will be skipped here. In the

end, a result is found, which has, as expected, two parameters, m and a. A suitable

choice of coordinates are two real-valued parameters r and t, and two angular coordinates

θ and φ. While it is tempting two think of this as bicylindrical coordinates, they are,

of course, much more involved. In particular, even in these Boyer-Lindquist coordinates

the metric can not be expressed as a diagonal matrix. This is not surprising, as the

rotation will link rotational degrees of freedom with linear ones.

The final result provides in these coordinates the metric

ds2 =
1

Ξ

(
−(∆− a2 sin2 θ)dt2 + 2a sin2 θ(∆− r2 − a2)dtdφ

+ sin2 θ
(
(r2 + a2)2 −∆2 sin2 θ)dφ2

))
+ Ξ

(
dr2

∆
+ dθ2

)
∆ = r2 − 2mr + a2

Ξ = r2 + a2 cos2 θ.

The result is not particularly enlightening in this form. However, it is useful to consider,

as for the Schwarzschild black hole, the result at large ’radial’ distance r. This yields

ds2 = −
(

1− 2m

3

)
dt2 −

(
4am

r
sin2 θ

)
dtdφ+ dr2 + r2(dθ2 + sin2 θdφ2) +O

(
1

r

)
.

5If electromagnetism is added, electric charge can be also carried. Charged black holes will not be

considered here.
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Comparing again the g00 component to (3.5), this shows that m plays the same role as

the mass parameter in the Schwarzschild case. Thus, the gravitational potential of the

Kerr-Newman black hole is again the same as that of a point particle of a fixed mass,

determined by m.

Using the construction of section 3.7 allows further to understand the significance of

a. It shows that it can be interpreted to be the total angular momentum J as J = am.

Thus, The long-distance field of the Kerr-Newman black hole is that of a spinning point

mass.

There are a few general statements to be made about features of this solution. One is

the event horizon. As long as m > a2, i. e., the black hole does not rotate too quickly, a

event horizon exists, which is again a coordinate singularity. A real curvature singularity

exists again only at the center. It is possible to extend coordinates again, with similar

consequences as in the Schwarzschild case. However, a second structure arises, the so-

called ergosphere. This is an envelope of the event horizon, which coincides at the poles,

i. e. the axis of axisymmetry, with the event horizon. For a → 0, it coincides with the

event horizon, and bulges outside otherwise. In the region between the event horizon

and the ergosphere, and geodesic is dragged long, and any probe particle is forced into

an orbit around the black hole. Any particle getting to close will no longer be able to

keep a stable orbit, but there path inevitably moves to the event horizon.

If m < a2, the black hole rotates very quickly. In that case, the event horizon ceases

to exist, and it is possible to reach the singularity from the outside, then called a naked

singularity. Of course, just as with point charges, the process of actually reaching it

yields divergencies, indicative of the breakdown of general relativity. Conversely, it is

possible to find solutions decreasing a over time, and thus to slow down a spinning black

hole, and likewise the opposite. Of course, if a reaches zero, the Kerr-Newman black

hole becomes a Schwarzschild black hole. Thus, the Schwarzschild black hole is a special

case of the Kerr-Newman black hole.

In turns out that this two-parameter family of black holes has a number of very

interesting features. These are known as laws of black hole thermodynamics. However,

while they are called thermodynamics, they are called this way due to an analogy. There

is no statistical ensemble of objects involved, and the quantities cannot be interpreted

as ensemble averages.

The zeroth law introduces the analogue concept of a temperature. Solving the equa-

tions of motions of a point particle, it is possible to determine the gravity experienced

it by identifying it as the ratio of the acceleration divided by the mass of the probe par-
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ticle. It is then found that this effective gravity is constant on the whole event horizon.

Thinking of the event horizon as the surface of the black hole, this leads to the statement

that the surface acceleration at the event horizon

aH =
rh −m
r2
h + a2

(3.24)

on the black hole is constant, in analogy to the temperature of a heat bath. Here, rH is

the radius of the event horizon, for the Schwarzschild black hole 2m.

For the next step, the area of the event horizon is obtained from the metric. It yields

AH = 4π(r2
H + a2).

Expressing the mass as a function of the surface and the angular momentum yields the

differential

dm =
aH
8π
dAh + ΩhdJ

Ωh = ∂J

√
A2
h

256π2
+

64π2J2

Ah
. (3.25)

At first sight, this appears not to be something exceptional. It just states that the mass

of the black hole, considered as a function of the event horizon area and its spin, changes

when either of these are changed, and in a particularly prescribed way. What makes

this to what is called the first law of black hole thermodynamics is by a comparison to

the first law of thermodynamics,

dU = TdS − pdV,

where U is the inner energy, T is the temperature, S the entropy, p the pressure, and

V the volume. Especially, this leads to the association of aH with the temperature and

the area with the entropy. Also, as the mathematical structure is the same, it implies

that many mathematical features can be taken over. What is not fixed are prefactors.

Semiclassical considerations suggest that the analogy is closest when identifying

TH =
~aH
2πkB

S =
kBAH

4~
,

yielding the Hawking temperature and the Bekenstein-Hawking entropy, respectively.
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The third law of black hole thermodynamics is then completing the analogy by

stating that in a forward time-like direction the area of a black hole, and thus the

Bekenstein-Hawking entropy, can never decrease. While this requires a complete dy-

namical solution to discuss, it is already well motivated with the static Schwarzschild

solution. All geodesics on the outside will always point to the event horizon, and not

outwards, thus depositing more inside the black hole, and do not take anything away.

This also implies that the collision of two black holes can only end in a single, larger

black hole, and never in multiple smaller ones.

Of course, the analogy is based on very special cases. However, dynamical (mostly

numerical) solutions do support the second law. It appears to also hold once matter with

an ordinary equation of state is included. It is certainly consist with all observational

data available. Quantum effects seem to allow for changes. Semi-classically, it is allowed

that quantum fluctuations lead to the possibility of radiation from a black hole, so-

called Hawking radiation. Then the mass decreases. However, the effect is minuscule for

black holes of stellar size, and decreases further with increasing mass. It thus remains

hypothetical.

There are many further quasiclassical conjectures, which have been based on (3.25).

Most notable in this context is that in (3.25) the mass depends at fixed angular mo-

mentum only on the surface, not on the volume. This has lead to questions like the

information paradox, as the uncertainty principle limits the amount of energy, and thus

information, is stored in a fixed phase-space cube. Since the surface has less of these

available, it appears tempting to speculate that information is eternally lost by falling

into a black hole, and cannot even be recovered by Hawking radiation. However, the

latter can evaporate a black hole. So how does this work together. The same is basi-

cally true for any conserved quantum number, which lead to the conclusion that global

symmetries are all violated by the existence of black holes. However, all of these are

based on semiclassical considerations. It appears likely that they will be resolved by a

full quantum theory of gravity. These will be considered in chapters 4 and 5. Thus, such

ideas will not be pursued further here.

3.7 ADM construction and momenta

As has become clear in sections 3.5 and (3.6), it is sometimes possible to still define

concepts of mass and angular momentum by moving sufficiently far away from a dis-
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turbance of the metric. This can be systematized in the Arnowitt-Deser-Misner (ADM)

construction. This construction allows a definition of energy, momentum, and angular

momentum at spatial infinity of an asymptotically flat space-time. This is to a very

good approximation a good opportunity to define these quantities for celestial bodies.

However, it should be noted that despite its uses this construction is not unique, and

even does not yield an unambiguous definition of what these quantities are. It yields,

however, one which in the special relativistic case coincides with the usual definitions.

The problem in general turns out to be highly non-trivial.

The main problem is that (2.22) does neither allow a unique way of defining the en-

ergy momentum tensor of the gravitational field, nor does it allow a coordinate invariant

definition. This is expected. After all, the coordinate invariant quantity is the topology,

which does not yield any definition of direction. Hence, a directional quantity like the

energy-momentum tensor cannot exist without a coordinate system.

To have resemblance with the usual construction in special relativity requires to

introduced a suitable orthogonal coordinate system. This can be done using the vielbein

construction of section 2.4. First, for matter contain the momentum as

T i = ejeµj e
i
νT

µν ,

yielding the momentum (density) in the direction of the unit vector ei. The question is,

of course, how to construct the contribution from the metric itself. Due to (2.22), the

Einstein tensor behaves like the matter energy-momentum tensor. However, part of it

is trivially conserved. This therefore does not allow for a unique definition. A suitable

definition is the Landau-Lifshitz construction, yielding at l = 0

tiLL =
1

16πGN

√
− det g

εijkl
∑

permutations

(ωmjω
m
k el − ωjkωmlem)

ωij = ekΓµkjeµi.

This gives the total four-momentum vector τ i = T i + tiLL.

From this the angular-momentum density is defined as

M ij = εijklXkτl

Xk = eµkXµ,

again in a very similar way as in flat space-time. Both quantities are not invariant under

diffeomorphism, and thus do not provide locally a well-defined quantity.
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Define therefore the asymptotic mass and angular momentum as

P i =

∫
σ

dσ
√
− det gτ i

J ij =

∫
σ

dσ
√
− det gM ij,

where Σ is a hypersurface, in the sense of the initial conditions of section 3.1 a slice of

the foliation, at infinity. Because it was required that space-time is asymptotically flat,

this leads to a diffeomorphism-invariant quantity. They define the mass and angular

momentum of whatever exists in the interior. Albeit lengthy, this ADM definition re-

covers the results in sections 3.5 and 3.6 for black holes. For g = η everywhere this also

recovers the special relativistic form of total energy and total momentum.

A particular useful case is the total energy, which reduces to

P 0 = − 1

16πGN

∫
dΣ (∂jgij − ∂igjj)ni

where n is an outward normal on Σ. This quantity is positive or zero for pure gravity.

In particular, choosing a coordinate system in which the energy momentum tensor is

diagonal, τ = diag(ρ, ~p), this implies that ρ ≥ 0 and |pi| ≤ ρ. With matter, this only

holds if the matter energy momentum tensor satisfies T µνξµξν ≥ 0 and T µν ξ
ν non-space-

like for any time-like vector ξ. This is called the dominant energy condition. It is

satisfied by all known matter. The consequence of this assumption is e. g. that gravity

is always attractive. Thus, this dominant energy condition can be used to express the

same fact. Classically, any system which violates this condition would be unstable.

3.8 Gravitational waves
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