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Abstract

In this work the approximation of non necessarily smooth value functions associated to infinite horizon 
optimal control problems via sequences of consistent feedback laws based on the verification theorem is 
addressed. Error bounds of Lp type of approximating smooth feedback laws are derived, depending on 
either the C1 norm of the value function or its semi-concavity. These error bounds combined with the ex-
istence of a Lyapunov type function are used to prove the existence of an approximate optimal sequence of 
smooth feedback laws. Moreover, we extend this result to the Hölder continuous case by a diagonalization 
argument combined with the Moreau envelope. It is foreseen that these error bounds could be applied to 
study the convergence of synthesis of feedback laws via data driven machine learning methods. Addition-
ally, we provide an example of an infinite horizon optimal control problem for which the value functions 
are non-differentiable but Lipschitz continuous. We point out that in this example no restrictions on either 
the controls or the trajectories are assumed.
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1. Introduction

The construction of feedback laws for infinite horizon control problems is a hard task. The 
classical approach depends on solving the Hamilton Jacobi Bellman equation (HJB). Among 
the wellknown methods for solving the HJB equation we mention finite difference schemes [11], 
semi-Lagrangian schemes [25], and policy iteration [3,8,51,53]. However, it is known that in gen-
eral these approaches suffer from the curse of dimensionality. In the last years significant efforts 
have been dedicated to overcome this difficulty by using machine learning and deep learning 
techniques. For instance we can mention the following contributions: representation formulas 
[15–17,20], approximating the HJB equation by neural networks [31,19,47,48,33,42,52,14,55], 
data driven approaches [46,45,6,37,2,23], max-plus methods [1,29,22], polynomial approxi-
mation [35,34], tensor decomposition methods [32,54,30,21,49,50], POD methods [5,39], tree 
structure algorithms [4], and sparse grids techniques [9,28,38,10], see also the proceedings vol-
ume [36]. In general, there is no proof concerning the fact that feedback laws constructed via data 
driven approaches or the resolution of HJB by neural networks provide optimal controls, unless 
some smoothness of the value function is required as is the case in [23], where the value functions 
are supposed to be an element of a reproducing kernel Hilbert space. There is a group of tech-
niques, based on training feedback laws involving the value function, by minimizing the average 
of the objective function of the control problem over a set of initial conditions [41–43,40,10]. For 
these approaches, convergence results have been provided under the assumption that the value 
function of the control problem is C1,1 and the optimal states are bounded. In many cases this 
assumption may not be justifiable. Here we replace it by analyzing cases for the existence of a 
sequence of smooth feedback laws with the property that the associated states remain bounded 
and that the costs evaluated along these feedback laws converge to the optimal value function. 
This property will be called consistency of the feedback law. We distinguish four cases depend-
ing on whether the value function is C1, semi-convex, semi-concave, or α-Hölder continuous 
with α ∈ ( 1

2 ,1
]
. For each of them we also assume the existence of an appropriately chosen Lya-

punov function. For this purpose we derived Lp type error bounds with respect to the optimality 
of smooth feedback laws which could also be used to study the convergence of feedback laws 
provided by data driven approaches.

The structure of this work is as follows. In Section 2 we present the control problem and 
some important concept of the dynamical programming approach for synthesizing feedback laws. 
In Section 3 we introduce preliminary results on semi-concave functions, viscosity solutions, 
and their regularization by means of the Moreau envelope. In Section 4 we introduce necessary 
definitions and we present the main assumption about the stabilizability by feedback control. In 
Section 5 we state our main results which are the construction of a sequence of feedback laws 
such that the state given by this approximation is bounded and the evaluation of the objective 
function in the obtained controls converges to the value function. For the proofs we refer to later 
sections, mainly to section 8. Section 6 is devoted to obtaining estimates on the error between the 
value function and the evaluation of the objective function of the control problem, assuming that 
the state is bounded. In Section 7, a result for the stability of the trajectories of approximations 
of feedback laws constructed by using an approximation of the value function is provided. The 
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final section is devoted to the detailed description of an example for an optimal control problem 
which admits at least two globally optimal solutions for initial conditions in an appropriately 
chosen subset of the state space. As a consequence it will follow that the value function is not C1

on this set of initial conditions. However, all the assumption for the applicability of the presented 
results can still be verified.

2. Control theory and dynamic programming

We consider the following control problem

(P ) min
u

J (y0, u) :=
∞∫

0

(
�(y) + β

2
|u|2
)

dt (2.1)

s.t. ẏ(t) = f (y(t)) + B(y(t))u(t), y(0) = y0, (2.2)

where � ∈ Liploc(Rd) is bounded from below by 0, with �(0) = 0, y0 ∈ Rd , β > 0, u ∈
L2((0, ∞); Rm), f ∈ Liploc(Rd ; Rd) with f (0) = 0, and B ∈ Liploc(Rd ; Rd×m). Throughout 
| · | stands for the Euclidean norm in Rm, respectively Rd . We define the associated value function 
by

V (y0) = min
u∈L2((0,∞);Rm)

J (y0, u). (2.3)

It is known that V satisfies the dynamic programming principle, i.e., for all T > 0:

V (y0) = min
u∈L2((0,T );Rm)

⎧⎨
⎩

T∫
0

(
�(y(·;y0)) + β

2
|u|2
)

dt + V (y(T ;y0))

⎫⎬
⎭ , (2.4)

where y(·; y0) is the solution of (2.2). Further, if problem (2.1) has a solution for all y0 ∈ � with 
� ⊂ Rd open, then V satisfies the Hamilton-Jacobi-Bellman equation H(y, ∇V (y)) = 0 in the 
viscosity sense, where

H(y,p) = max
u∈RM

H(y,p,u),

and

H(y,p,u) =
{
−p · (f (y) + B(y)u) − �(y) − β

2
|u|2
}

. (2.5)

Thus, in the case that the cost is quadratic in u and the control enters into (2.2) in an affine 
manner, the HJB equation becomes

H(y,∇v(y)) = −�(y) + 1

2β
|B�(y)∇v(y)|2 − ∇v(y)�f (y) = 0 in �. (2.6)

The following properties of H and H will be important in the upcoming sections:
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|H(y,p1, u1) − H(y,p2, u2)| � β

2
|u1 + u2| · |u1 − u2|

+|p1| · |B(y)| · |u1 − u2| + |f (y)| · |p1 − p2| + |u2| · |B(y)| · |p1 − p2|,
(2.7)

|H(x,p1) −H(y,p1)| �
(

‖�‖Lip(�) + 1

β
‖B‖2

Lip(�;Rm×d )
|p1|2 + ‖f ‖Lip(�;Rd ) |p1|

)
|x − y|,

(2.8)
for all u1, u2 ∈ RM , p1, p2 ∈ Rd , and x, y ∈ �, where we use the following definitions for 
‖B‖Lip(�;Rm×d ) and ‖f ‖Lip(�;Rd ) respectively

‖B‖Lip(�;Rm×d ) = ‖B‖L∞(�;Rm×d ) + sup
x, y ∈ �,

i ∈ 1, . . . ,m,

j ∈ 1, . . . , d

|Bi,j (x) − Bi,j (y)|
|x − y| (2.9)

and

‖f ‖Lip(�;Rd ) = ‖f ‖L∞(�;Rd ) + sup
x, y ∈ �,

i ∈ 1, . . . , d

|fi(x) − fi(y)|
|x − y| (2.10)

Additionally, if V is smooth, then V is a classical solution of the HJB equation and this allows 
us to construct a feedback law. Namely, if for an initial condition y0 ∈ � the optimal solution of 
(2.1) is such that the respective state y∗ satisfies y∗(t) ∈ � for all t ∈ (0, ∞), then we can define 
a feedback law by

u∗(y) = argmax
u∈RM

H(y,∇V (y),u) (2.11)

along y = y∗(t), where y∗ solves the closed loop problem

d

dt
y∗(t) = f (y∗(t)) + B(y∗(t))u∗(y∗(t)), y∗(t0) = y0. (2.12)

This implies that once we have solved the HJB equation, we can obtain an optimal feedback law 
by using (2.11). However, in general the value function is not differentiable. But we will see in the 
following sections that it is possible to construct a feedback such that J evaluated along the con-
trols provided by this feedback is close to the value function. We will explain this in more detail in 
Section 4. First we need some preliminary results which are given in the next section. Throughout 
V denotes the value function of (2.1). We assume that it is a continuous function in Rd .

3. Preliminary results

In this section we provide results that we will need throughout the article. We start by recalling 
the definition of a viscosity solution and some results concerning its regularity. Then, we present a 
definition of semi-concave functions together with some of their useful properties. All the results 
and definitions in this section can be found in [26, Chapters 1 and 2], [12, Chapters 1, 2 and 3]
441



K. Kunisch and D. Vásquez-Varas Journal of Differential Equations 411 (2024) 438–477
and [7, Chapter 2], except for those concerning the Moreau envelope of a Hölder function. 
Throughout � ⊂Rd denotes an open.

Definition 3.1 (Viscosity solution, see [7, Chapter 2, Definition 1.1]). Let F ∈ C(� × Rd). We 
say that v ∈ C(�) is a sub-solution of

F(y,∇v(y)) = 0 in � (3.1)

in the viscosity sense if for all ȳ ∈ � and φ ∈ C1
loc(�) such that v − φ attains a local maximum 

at ȳ it holds that

F(ȳ,∇φ(ȳ)) � 0. (3.2)

Analogously, we say that v ∈ C(�) is super-solution of (3.1) in the viscosity sense if for all 
ȳ ∈ � and φ ∈ C1

loc(�) such that v − φ attains a local minimum at ȳ it holds that

F(ȳ,∇φ(ȳ)) � 0. (3.3)

We say that v is a viscosity of (3.1) if it is a sub and a super solution of (3.1).

Proposition 3.1 (see [7, Chapter 2, Proposition 1.9]). Let F ∈ C(� ×Rd). If v is a viscosity so-
lution of (3.1) which is differentiable at ȳ, then F(ȳ, ∇v(ȳ)) = 0. Further, if v is locally Lipschitz 
in �, then

F(y,∇v(y)) = 0 a.e. in �.

We now give a definition of a semi-concave functions which is suitable for what we are in-
tending. However, it is possible to find more general definitions in the literature.

Definition 3.2 (Semi-concave function, see [7, Chapter 2, Section 4.2]). Let � be convex. A func-
tion v ∈ C(�) is semi-concave in �, if there exists a constant C > 0 such that x ∈ � 	→
v(x) − C

2 |x|2 is concave. If −v is semi-concave we say that v is semi-convex.

There are several interesting properties of semi-concave functions, however, we only need the 
following:

Proposition 3.2. Let � be convex and v be semi-concave in �. Then,

1. (see [12, Chapter 2, Theorem 2.3.1]) v is locally Lipschitz continuous in � and ∇v ∈
BVloc(�)d .

2. (see [12, Chapter 3, Theorem 3.3.7]) If additionally v is semi-convex, then v ∈ C1,1(�).

It will be necessary to regularize semi-concave function. For this purpose, it is useful to recall 
the definition of a smooth mollifier and the mollification of a function.
442



K. Kunisch and D. Vásquez-Varas Journal of Differential Equations 411 (2024) 438–477
Definition 3.3. A compactly supported function ρ :Rd →R+ is a smooth mollifier if it is infinite 
differentiable and it satisfies∫

Rd

ρ(x)dx = 1, lim
ε→0+

∫
Rd

φ(x)ρ(x/ε)ε−ddx = φ(0) for all φ ∈ C(Rd).

For ε > 0 and φ ∈ L1
loc(R

d) we say that φε = φ ∗ ρε is a mollification of φ, where ρε(x) =
1
ε
ρ(x/ε) and ρ a smooth mollifier.

The following property of a mollification of a semi-concave function is a consequence of 
Proposition 1.3.3 in [12]:

Proposition 3.3. Let � be convex and bounded, and v ∈ C(�) be a semi-concave function with 
constant C > 0. Let vε be a mollification of v and set �ε = {x ∈ � : dist (x, ∂�) > ε}. Then vε

is semi-concave with constant C > 0 in �ε and it satisfies

p�∇2vε(x)p � C|p|2 for all x ∈ �ε and for all p ∈Rd .

We will derive error bounds depending on regularity and structural properties of the value 
function. We start with the case that V is C1 regular. In the case that the value function is not C1

but semi-convex, we shall employ a Moreau approximation which is C1,1 regular, so that the C1

error bound can be used. In the semi-concave case we shall make use a mollification, which in 
view of Proposition 3.3 preserves the semi-concavity. For the non semi-concave case we shall use 
again mollification combined with the Moreau envelope. In this way we shall be able to control 
the blow-up of the semi-concavity constant.

Let us start by recalling the definition of the Moreau envelope.

Definition 3.4. For φ ∈ C(�) ∩ L∞(�) and λ > 0 the Moreau envelope of φ is defined by

Mλφ(y) = inf
x∈�

φ(x) + 1

2λ
|x − y|2.

The next proposition summarizes some important features of Mλ for φ bounded and continu-
ous, including that Mλφ is semi-concave. The results can be found in [7] except for (3.7) which 
is contained in [44], and (3.5), which is verified below.

Proposition 3.4. Let φ ∈ C(�) ∩ L∞(�). For λ > 0 we denote

�λ
φ =

{
x ∈ � : dist (x, ∂�) � 2λ

1
2 ‖φ‖

1
2
L∞(�)

}

and for x ∈ �

Aλφ(x) = argmin
y∈�

φ(y) + 1

2λ
|x − y|2.

Then the following statements hold:
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(a) (see [7, Chapter 2, Lemma 4.11 and Lemma 4.12]) For all x ∈ �λ
φ we have Aλφ(x) �= ∅ and 

for all y ∈Aλφ(x) we have

|x − y| � 2λ
1
2 ‖φ‖L∞(�) (3.4)

In addition, if φ is α-Hölder continuous in �, i.e., there exist α ∈ (0, 1] and C > 0 such that

|φ(x1) − φ(x2)| � C|x1 − x2|α for all x1, x2 ∈ �,

then

|x − y| � (2Cλ)
1

2−α . (3.5)

(b) (see [7, Chapter 2, Lemma 4.12]) The function Mλφ converges to φ in Cloc(�) as λ → 0+
and

lim
λ→0+ sup

y∈Aλ(x)

|x − y|2
2λ

= 0 in Cloc(�). (3.6)

Moreover, if φ is α-Hölder continuous we have

|Mλφ(x) − φ(x)| � C
2

2−α 2
α

2−α λ
α

2−α for all x ∈ �λφ (3.7)

(c) (see [7, Chapter 2, Lemma 4.11 and Lemma 4.12]) For every λ > 0 the mapping Mλφ is 
semi-concave with constant 1

λ
in �λ

φ . In particular, for almost every x ∈ �λ
φ we have that 

Aλφ(x) is a singleton and

∇Mλφ(x) = 1

λ
(x − y) where Aλφ(x) = {y}.

(d) (see [7, Chapter 2, Proposition 4.13]) Consider F ∈ C(� × Rd) such that for every R > 0
there exists h ∈ C([0, ∞); [0, ∞)) satisfying h(0) = 0 and

|F(y1,p) − F(y2,p)| � h(|y1 − y2| · (1 + |p|)) for all y1, y2 ∈ � ∩ B(0,R), p ∈Rd .

If φ is a viscosity super-solution of F(y, ∇φ(y)) = 0, then

F(y,∇Mλφ(y)) + gλ(y) � 0 almost everywhere in �λ
φ,

where

gλ(x) = sup
y∈Aλφ(x)

h

(
|x − y|

(
1 + |x − y|

λ

))
.

Further, it holds that

lim+ gλ(x) = 0 in Cloc(�).

λ→0
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(e) (see [12, Chapter 3, Theorem 3.5.3]) If φ is semi-convex with constant C > 0, then Mλφ is 
C1,1(�λ

φ) and convex for all λ ∈ (0, 1
C

)
.

As announced above, to verify (3.5) let x ∈ � and y ∈ Aλφ(x), where we make use of the 
fact that Aλφ(x) is nonempty by (a) in Proposition 3.4. Then

1

2λ
|x − y|2 = Mλφ(x) − φ(y) � φ(x) − φ(y) � C|x − y|α,

from which the desired estimate follows. The result in Proposition 3.4 (d) is slightly restrictive. 
For instance, this result can not be applied to a super-solution of (2.6), unless we assume Lip-
schitz continuity of the value function. In the following result we extend this to non-Lipschitz 
functions by assuming Hölder continuity with an exponent large enough. It will used in the con-
text approximating the HJB equation as well as for the use of a Lyapunov function to approximate 
the escape time from the domain of the approximation of the HJB equation.

Proposition 3.5. Let us assume that � is convex and let F ∈ C(� ×Rd) and q ∈ [1, ∞) be such 
that for every R > 0, there exists hi ∈ C([0, ∞); [0, ∞)), satisfying hi(0) = 0, for i ∈ {1, 2, 3}, 
and

|F(y1,p) − F(y2,p)| � h1(|y1 − y2|)|p|q + h2(|y1 − y2|)|p| + h3(|y1 − y2|))
for all y1, y2 ∈ � ∩ B(0,R), p ∈ Rd .

(3.8)

If φ is a viscosity super-solution of F(y, ∇φ(y)) = 0, then

F(y,∇Mλφ(y)) + gλ(y) � 0 a.e. in �λ
φ, (3.9)

where

gλ(x) = sup
y∈Aλφ(x)

h1(|x − y|) |x − y|q
λq

+ h2(|x − y|) |x − y|
λ

+ h3(|x − y|). (3.10)

If additionally, φ is α-Hölder continuous with α ∈
(

1 − 1
q
,1
]

and there exists C > 0 such that

hi(s) � Cs, for s � 0 and i ∈ {1,2,3}, (3.11)

then

lim
λ→0+ gλ(x) = 0 in Cloc(�). (3.12)

Proof. Let λ > 0 and x ∈ �λ
φ . Then by (a) in Proposition 3.4 we have Aλφ(x) �= ∅. Since φ

is a super solution of F(y, ∇φ(y)) = 0 and y 	→ φ(x) + 1
2λ

|x − y|2 attains its minimum at 
y ∈Aλφ(x), we find

F

(
y,

1
(x − y)

)
� 0 for all y ∈Aλφ(x).
λ
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By using (3.8) we have for all y ∈Aλφ(x) the following

∣∣∣∣F
(

x,
1

λ
(x − y)

)
− F

(
y,

1

λ
(x − y)

)∣∣∣∣
� h1(|x − y|) |x − y|q

λq
+ h2(|x − y|) |x − y|

λ
+ h3(|x − y|).

These last two inequalities imply that

F

(
x,

1

λ
(x − y)

)
+ gλ(x) � 0 for all y ∈ Aλφ(x). (3.13)

If Mλφ is differentiable at x, then by Proposition 3.4(c) we have that Aλφ(x) = {y} is a singleton 
and ∇Mλ(x) = 1

λ
(x − y). Combining this, the almost everywhere differentiability in �λ

φ of 
Mλφ, and (3.13) we get (3.9).

For (3.12), we notice that if φ is α-Hölder continuous, then by (3.5) there exists a constant 
C > 0 such that

|x − y|
(

1 + |x − y|q
λq

+ |x − y|
λ

)
� C

(
λ

1
2−α + λ

q+1
2−α

−q + λ
α

2−α

)
for all y ∈ Aλφ(x),

where the constant does not depend on x. Consider now ω ⊂ � compact. There exists λ0 > 0
such that for all λ ∈ (0, λ0) we have ω ⊂ �λ

φ . Then, the previous inequality and the fact that 
q+1
2−α

− q > 0 for α > 1 − 1
q

, imply that

lim
λ→0+ sup

x∈ω,y∈Aλφ(x)

|x − y|
(

1 + |x − y|q
λq

+ |x − y|
λ

)
= 0.

This together with condition (3.11) concludes the proof of (3.12). �
Remark 3.5. We apply Proposition 3.5 with F given by the Hamiltonian in H(y, ∇v(y)) =
0 in �, where v will be the value function V ∈ L∞(�) ∩ C(�) associated to (2.1) which 
is a viscosity solution to this equation. By (2.8) assumption (3.8) is satisfied with q = 2, 
h1(s) = 1

β
‖B‖Lip(�;Rd×m) s, h2(s) = ‖f ‖Lip(�;Rd ) s and h3(s) = ‖�‖Lip(�) s independently of 

R. Therefore Proposition 3.5 implies that MλV is a super-solution of

H(y,∇v(y)) + hλ(y) = 0 in �λ
V , (3.14)

with

hλ(x) = sup
y∈AλV (x)

(
‖�‖Lip(�) + 1

β
‖B‖2

Lip(�;Rm×d )

|x − y|2
λ2 + ‖f ‖Lip(�;Rd )

|x − y|
λ

)
|x − y|.

(3.15)
Moreover, assuming that V is α-Hölder continuous with α ∈ ( 1

2 ,1
]

in �, by (3.5) we can bound 
hλ by
446
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hλ(x) � C

(
‖�‖Lip(�) λ

1
2−α + 1

β
‖B‖2

Lip(�;Rm×d )
λ

2α−1
2−α + ‖f ‖Lip(�;Rd ) λ

α
2−α

)
for all x ∈ �λ

V ,

where C only depends on α and the Hölder constant of V on �. Additionally, if λ ∈ (0, 1], the 
last inequality implies

hλ(x) � C

(
‖�‖Lip(�) + 1

β
‖B‖2

Lip(�;Rm×d )
+ ‖f ‖Lip(�;Rd )

)
λ

2α−1
2−α .

In particular hλ tends to 0 on � with the specified rate.

4. Statement of the problem and structural hypotheses

The main purpose of this work is the construction of a sequence of approximating optimal 
feedback laws and to analyze their convergence. Here we provide the exact problem formulation 
and state the main structural hypotheses that will be needed. In the following � denotes strict 
inclusion.

Hypothesis 4.1. Consider a locally Lipschitz continuous function u : � 	→ Rm, ω � � open and 
T > 0. For all y0 ∈ ω, the triplet (u, ω, T ) satisfies that y(t; y0, u) ∈ � for all t ∈ [0, T ], where 
y(·; y0, u) is the solution of

y′(t) = f (y(t)) + B(y(t))u(y(t)), y(0) = y0. (4.1)

Definition 4.1. For (u, ω, T ) satisfying Hypothesis 4.1, we define Vu,T by

y0 ∈ ω 	→ Vu,T (y0) =
T∫

0

(
�(y(t;y0, u)) + β

2
|u(y(t;y0, u))|2

)
dt.

With this definition, our objective is to prove the existence of a sequence of controls un ∈
C1(�; Rm) in feedback form, and times Tn tending to infinity such that

lim
n→∞

∥∥Vun,Tn + V ◦ y(Tn; ·, un) − V
∥∥

Lp(ω)
= 0 (4.2)

for some p ∈ [1, ∞] depending on the regularity of the value function V . If a sequence un of 
feedback laws satisfies (4.2) we call it consistent. One of the motivations to include the time 
horizon T into the approximation framework, rather than setting the time horizon to (0, ∞) is 
motivated, besides intrinsic interest, by the fact that in the context of numerical approximation 
techniques for the value function V , many strategies rely on data for V at sample points xi ∈ �. 
These values for V (xi) would require to solve infinite horizon optimal control problems, which 
is unfeasible, whereas approximations by finite horizon problems can be obtained.

The following definition characterizes the choice of the feedback functions which will be 
made.
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Definition 4.2. For a function v in C1(�), we define uv ∈ C(�; Rm) by

uv(y0) = − 1

β
B(y0)

�∇v(y0), for y0 ∈ �. (4.3)

Remark 4.3. For v ∈ C1(�), we notice that (4.3) is equivalent to

uv(y0) ∈ argmax
u∈Rd

H(y0,∇v(y0), u), for y0 ∈ �. (4.4)

For such a control equation (2.2) admits a local solution if v ∈ C1(�) which is unique if 
moreover v ∈ C1,1(�).

To achieve (4.2), we will need a stability hypothesis on the optimal trajectories of (2.1)-(2.2). 
We express this stability condition in the viscosity sense and make use of it in sections Section 7
and Section 5.

Hypothesis 4.2. Let ω � � be open and φ ∈ C(�). There exist δ > 0, w ∈ C1(�), and g ∈ C(�), 
bounded from below by 0, such that ω is strictly contained in

ωδ := {y ∈ � : w(y) < sup
y0∈ω

w(y0) + δ}.

Further, ωδ is strictly contained in �, ∂ωδ is of class C1, and φ is a viscosity super solution of

−∇w(y)�(f (y) + B(y)uφ(y)) + g(y) = 0 in ωδ,

i.e. for every ȳ ∈ ωδ and every h ∈ C1
loc(�) such that φ − h attains a local minimum at ȳ the 

inequality

∇w(ȳ)�(f (ȳ) + B(ȳ)uh(ȳ)) � g(ȳ)

holds.

The existence of a Lyapunov-like function w as demanded by Hypothesis 4.2 is discussed 
in [18]. The condition will be used with φ = V or an approximation thereof. The set ωδ is the 
region where we approximate the value function. The regularity assumption for the boundary of 
ωδ holds if ∇w �= 0 on ∂ωδ .

In the analysis of approximating the escape time from ωδ, the following quantities will be 
required. For ε > 0 we set

σ 1
ε = sup

x∈ωδ,y∈B(x,ε)

∣∣∣g(y) − ∇w(y)�f (y) + ∇w(x)�f (x)

∣∣∣ (4.5)

and

σ 2
ε = sup

∣∣∣B(x)�∇w(x) − B(y)�∇w(y)

∣∣∣ . (4.6)

x∈ωδ,y∈B(x,ε)
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For g = 0 these quantities tend to zero with ε. We also need

σ 1
ε,λ = sup

x∈ωδ,y∈B(x,ε)

∣∣∣gλ(y) − ∇w(y)�f (y) + ∇w(x)�f (x)

∣∣∣ (4.7)

where

gλ(x) = g(x) + sup
y∈Aλφ(x)

{
hw(|x − y|)

(
‖f ‖L∞(�;Rd ) + 1

β

|x − y|
λ

‖B‖2
L∞(�;Rd×m)

)

+‖f ‖Lip(�;Rd ) ‖∇w‖L∞(�;Rd ) |x − y| + 2

β

|x − y|2
λ

‖B‖2
Lip(�);Rd×M ‖∇w‖L∞(�;Rd )

}
,

(4.8)
and hw is the modulus of continuity of ∇w in ωδ , i.e.

|∇w(x1) − ∇w(x2)| � hw(|x1 − x2|) for all x1, x2 ∈ ωδ.

In Remark 7.1 we shall provide a sufficient condition guaranteeing that limλ→0+ gλ = g.

5. Main results: approximation of viscosity solutions

Here we state the approximation results which are part of the main contributions of this paper, 
under various assumptions on the regularity of the value function V . The proofs will be given in 
the following sections. We start with V ∈ C1(�).

Theorem 5.1. Let w ∈ C1(�), ω � � open, and δ > 0 satisfying Hypothesis 4.2 with φ = V ∈
C1(�) the value function of (2.1) and g = 0. Further let uε ∈ Lip(�) be a family of functions
such that

lim
ε→0+ ‖B(uε − uV )‖C(ωδ;RM) = 0. (5.1)

Choose κ : (0, ∞) → (0, ∞) and s0 > 0 such that

lim
s→0+ κ(s) = ∞ and κ(s)s � δ

‖∇w‖L∞(ωδ;Rd )

for all s ∈ (0, s0), (5.2)

and set τε = κ(‖B(uε − uV )‖C(ωδ;RM)). Then, there exists ε0 such that for all ε ∈ (0, ε0) the 
triplet (uε, ωδ, τε) satisfies Hypothesis 4.1,

∥∥Vuε,τε + V ◦ y(τε; ·, uε) − V
∥∥

L∞(ω)
� βκ(‖B(uε − uV )‖C(ωδ;RM))‖uε − uV ‖2

C(ωδ;RM)
,

(5.3)
and consequently

lim+ τε = ∞, and lim+
∥∥Vuε,τε + V ◦ y(τε; ·, uε) − V

∥∥
L∞(ω)

= 0. (5.4)

λ→0 ε→0
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If V ∈ C1(�) then uV ∈ C(�). Consequently assumption (5.1) applies if uε is constructed by 
mollification, for example. Moreover, this result implies that each uε satisfying (5.1) is consistent 
for an adequately chosen sequence of time horizons.

The following result holds under a semi-convexity assumption on V .

Theorem 5.2. Let � ⊂ Rd be convex and bounded, ω � � open, δ > 0, and w ∈ C1(�), such 
that they satisfy Hypothesis 4.2 with φ = V the value function of (2.1) and g = 0. Assume that V
is semi-convex with constant C > 0. For λ > 0 and ε > 0, set Vε,λ = ρε ∗MλV with ρ a smooth 
mollifier. Then there exists λ0 > such that for all λ ∈ (0, λ0) there exists ε(λ) such that

∥∥∇Vε(λ),λ − ∇MλV
∥∥2

L∞(ω
δ;Rd )

� λ, and ωδ + B(0, ε(λ)) ⊂ �λ
V . (5.5)

Set uλ = uVε(λ),λ
, choose κ : (0, ∞) → (0, ∞) such that

lim
s→0+ κ(s) = ∞ and lim

s→0+ κ(s)s = 0, (5.6)

and set

τλ = min

⎧⎨
⎩δ

(
σ 1

ε(λ),λ + σ 2
ε(λ)

∥∥B�∇MλV
∥∥

L∞(ωδ;Rm)

β

)−1

, κ(λ)

⎫⎬
⎭ , (5.7)

where σ 1
ε(λ),λ and σ 2

ε(λ) were defined in (4.7) and (4.6), respectively. Then, for all λ ∈ (0, λ0) the 
triplet (uλ, ω, τλ satisfies Hypothesis 4.1, and

lim
λ→0+ τλ = ∞, and lim

λ→0+
∥∥Vuλ,τλ + V ◦ y(τλ; ·, uλ) − V

∥∥
L∞(ω)

= 0. (5.8)

In the following theorem we replace the C1 regularity of V employed in Theorem 5.1 by the 
semi-concavity of V . This implies that V is locally Lipschitz continuous, which in turns tell us 
by the Rademacher Theorem that it is differentiable almost everywhere. Hence V satisfies (2.6)
almost everywhere.

Theorem 5.3. Let � ⊂ Rd be convex and bounded, ω � � open, δ > 0, and w ∈ C1(�), such 
that they satisfy Hypothesis 4.2 with g = 0 and φ = V ∈ C(�), which is assumed to be semi-
concave in � with constant C > 0. Set uε = uVε with Vε = ρε ∗ V a smooth mollification of V , 
and p ∈ [1, ∞). Let κ : (0, 1) → (0, ∞) be such that

lim
s→0+ κ(s) = ∞ and lim

s→0+ κ(s)
p−1
p (eKκ(s) − 1)

1
p s2 = 0, (5.9)

where

K =
(

1

β

(
mdC ‖B‖2

L∞(ωδ;Rm×d )
+ md2 ‖B‖2

Lip(ωδ;Rd×m)
‖∇V ‖Lip(ωδ;Rd )

)
+ d ‖f ‖Lip(�;Rd )

)
,

and set
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τε = min

{
δ

(
σ 1

ε + σ 2
ε

β
‖∇V ‖L∞(ωδ;Rd)

)−1

, κ
(‖uε − uV ‖Lp(ωδ;Rm)

)}
, (5.10)

where σ 1
ε and σ 2

ε were defined in (4.5) and (4.6), respectively. Then there exists ε0 such that for 
all ε ∈ (0, ε0) the triplet (uε, ω, τε) satisfies Hypothesis 4.1 and consequently

lim
ε→0+ τε = ∞ and lim

ε→0+
∥∥Vuε,τε + V ◦ y(τε; ·, uε) − V

∥∥
Lp(ω)

= 0. (5.11)

Remark 5.1. It might seem that κ is difficult to find, but for instance, s 	→ − 1
α

log(s) for s ∈
(0, 1) and α > K

p+1 , satisfies (5.9). It is also important to observe that this provides an upper 
bound on the convergence of Vuε,Tε to V in Lp(ωδ).

We next relax the semi-concavity assumption of Theorem 5.3 by using a mollification of the 
Moreau envelope of the value function combined with Lemma 7.1(c) concerning the escape time 
from ωδ .

Theorem 5.4. Let � ⊂ Rd be convex and bounded, ω � � open, δ > 0, and w ∈ C1(�), such 
that they satisfy Hypothesis 4.2 with g = 0 and φ = V , which is assumed to be α-Hölder con-
tinuous in � with constant C > 0 and α ∈ ( 1

2 , 1]. Further, assume ∇w is σ -Hölder continuous 
with σ ∈ (1 − α, 1]. For λ > 0 and ε > 0, set Vε,λ = ρε ∗ MλV a mollification of MλV . Let 
p ∈ [1, ∞) be fixed and η : (0, 1) → (0, ∞) be such that lims→0+ η(s) = 0. Then there exists λ0
such that for all λ ∈ (0, λ0) there exist ε(λ) > 0 such that

∥∥∇Vε(λ),λ − ∇MλV
∥∥2

L2p(ωδ)
� η(λ), ε(λ) � λ

1
2−α , and ωδ + B(0, ε(λ)) ⊂ �λ

V . (5.12)

Set uλ = uVε(λ),λ
and let κ : (0, 1) → (0, ∞) be such that

lim
s→0+ κ(s) = ∞ and lim

s→0+ κ(s)
p−1
p (eK(s)κ(s) − 1)

1
p η(s) + κ(s)s

2α−1
2−α = 0, (5.13)

where

K(s) =
(

md(d + 1)

βs
‖B‖2

Lip(ωδ;Rd×M)
+ d ‖f ‖Lip(ωδ;Rd )

)
. (5.14)

Further set

τλ = min

⎧⎨
⎩δ

(
σ 1

ε(λ),λ + σ 2
ε(λ)

β
‖∇MλV ‖L∞(ωδ;Rd)

)−1

, κ (λ)

⎫⎬
⎭ , (5.15)

where σ 1
ε(λ),λ and σ 2

ε(λ) were defined in (4.7) and (4.6), respectively. Then for all λ ∈ (0, λ0) the 
triplet (uλ, ω, τλ) satisfies Hypothesis 4.1 and

lim+ τλ = ∞ and lim+
∥∥Vuλ,τλ + V ◦ y(τλ; ·, uλ) − V

∥∥
Lp(ω)

= 0. (5.16)

λ→0 λ→0
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Remark 5.2. In the previous theorem, an admissible option is choosing κ(s) = 1
sq with q ∈(

0, 2α−1
2−α

)
and η(s) = exp(− 1

p
K(s)κ(s) − 1

s2 ). We notice that in Theorem 5.4 more smoothness 
on the approximation of the value function (i.e. smaller ε(λ)) implies a decrement on the bound 
of the error between Vuλ,Tλ and MλV .

We close this section with a result concerning the convergence of the trajectories of the closed 
loop system for a sequence of feedback laws. It can be applied under any of the setting we have 
discussed before for V ∈ C(Rd).

Theorem 5.5. Let � ⊂ Rd be a bounded subset of Rd and choose y0 ∈ �. Consider a se-
quence of feedback laws uε ∈ C1(�; Rm) and times Tε > 0 with limε→0+ Tε = ∞ such that 
y([0, Tε]; y0, uε) ⊂ � and

lim
ε→0+ Vuε,Tε (y0) + V (y(Tε;y0, uε)) = V (y0), (5.17)

and set yε = y(·; y0, uε). Then, the following statements hold:

(a) There exists at least one limit point of (uε ◦ yε, yε) converging in the weak topology of 
L2

loc((0, ∞); Rm) × W
1,2
loc ([0, ∞); Rd).

(b) For every weak limit point (u, y) ∈ L2
loc((0, ∞); Rm) ×W

1,2
loc ([0, ∞); Rd) of (uε ◦yε, yε) we 

have that u is an optimal control of (2.1) and y is the associated solution of (2.2). Conse-
quently,

lim
ε→0+ Vuε,Tε (y0) = V (y0) and lim

ε→0+ V (y(Tε;y0, uε)) = 0. (5.18)

(c) If the solution of (2.1) is unique, then uε ◦ yε converges to the optimal solution of (2.1) and 
yε converges weakly to the solution of (2.2) in L2

loc((0, ∞); Rm) and W 1,2
loc ((0, ∞); Rd), 

respectively.

Corollary 5.1. Consider ω ⊂ �, with � be bounded, p ∈ [1, ∞), and a sequence of feedbacks 
uε ∈ C2(�; Rm) and times Tε > 0 with limε→0+ Tε = ∞. If we have y([0, Tε]; ω, uε) ⊂ �, for 
all ε sufficiently small, and

lim
ε→0+

∥∥Vuε,Tε + V ◦ y(Tε; ·, uε) − V
∥∥

Lp(ω)
= 0, (5.19)

then there exist a sub-sequences of uε and Tε such that (a), (b) and (c) hold for almost every 
y0 ∈ ω. Additionally, if p = ∞, then (a), (b) and (c) hold for every y0 ∈ ω.

Conditions which guarantee the uniqueness of optimal controls for certain classes of problems 
are provided for instance in [27] and [13]. Therefore, if the (2.1) has a unique solution for almost 
every y0 ∈ ω, Corollary 5.1 implies that there exists sub-sequence of uε such that the control 
uε ◦ y(·; y0, uε) converge to an optimal control weakly in L2

loc((0, ∞); Rm) for almost every 
y0 ∈ ω.
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6. Error-in-consistency estimates

In this section we provide estimates on the approximation properties of Vu,T towards a super-
solution of the HJB equation (2.6) or an approximation thereof. That is, we consider super-
solutions of the following equation

H(y,∇v(y)) + g(y) = 0, (6.1)

where g ∈ C(�). In the following we give a brief description of how the results of this section 
will be used in the proofs of Theorems 5.1-5.4. In all the estimates provided in this section two 
feedback laws v̄ ∈ C1,1(�) (respectively C2(�)) and v ∈ Lip(�) (respectively C1(�)) are con-
sidered together with a fixed time horizon, and a set �1, compactly included in �. Additionally, 
it is assumed that the trajectories associated to uv̄ can not escape from �1. The function v̄ is a 
placeholder for the elements of an approximating sequence in Theorems 5.1-5.4, and v stands for 
the value function or an appropriate regularization such that it satisfies an equation of the form 
of (6.1), for example the Moreau envelope. In this context, the set �1 corresponds to ωδ , with ωδ

specified in Hypothesis 4.2. In order to use this results to get the consistency of the approximat-
ing sequence, controlling the time horizon is needed, such that the trajectories associated to the 
approximating sequence of feedback laws do not escape from ωδ. This can be achieved by using 
the results of section 7.

We point out that in the case when the value function is either C1 or semi-concave no per-
turbation is needed and consequently we have g = 0. On the other hand, for the rest of the 
cases considered here we need to regularize the value function by applying the Moreau envelope, 
which is a super-solution of an equation of the form of (6.1) with g different from zero, see 
(3.14), (3.15).

Below the results are derived in a general setting, with v playing the role which will eventually 
be played by V and an approximation v̄ of V . The results differ by the regularity assumption on 
v. We start with an estimate for super-solutions of class C1. For the convenience of the reader 
we recall that uv̄(y) = − 1

β
B�(ȳ)∇v̄(ȳ).

Lemma 6.1. Let v ∈ C1(�) be a super-solution of (6.1) with g ∈ C(�). Consider v̄ ∈ C1,1(�), 
y0 ∈ �, and T such that y(·; y0, uv̄) exists on [0, T ] and satisfies y([0, T ]; y0, uv̄) ⊂ �. Then we 
have

Vuv̄,T (y0) + v(y(T ;y0, uv̄)) − v(y0)

�
T∫

0

g(y(t;y0, uv̄))dt + β

T∫
0

|uv(y(t;y0, uv̄)) − uv̄(y(t;y0, uv̄))|2dt
(6.2)

Proof. To abbreviate the notation, we set ȳ(t) = y(t; y0, uv̄), ū(t) = uv̄(ȳ(t)), and u(t) =
uv(ȳ(t)). In particular, ȳ satisfies ȳ′ = f (ȳ) + B(ȳ)ū and ȳ(0) = y0. Here and below the de-
pendence of the state and control variables on t is not indicated. By (4.4) we find

∇v̄(ȳ)(f (ȳ) + B(ȳ)ū) + �(ȳ) + β

2
|ū|2

� ∇v̄(ȳ)(f (ȳ) + B(ȳ)u) + �(ȳ) + β |u|2 for all u ∈Rm.

2
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Using that v is a super-solution of (6.1) on the right-hand side of the previous inequality we 
obtain

∇v̄(ȳ)(f (ȳ) + B(ȳ)ū) + �(ȳ) + β

2
|ū|2 � (∇v̄(ȳ) − ∇v(ȳ))(f (ȳ) + B(ȳ)u) + g(ȳ). (6.3)

Here we used that u = − 1
β
B�(ȳ)∇v(ȳ). This and ū = − 1

β
B�(ȳ)∇v̄(ȳ), will be used in the 

following equality

(∇v̄(ȳ) − ∇v(ȳ)))(f (ȳ) + B(ȳ)u)

= 1
β
|B(ȳ)�(∇v(ȳ) − ∇v̄(ȳ))|2 + (∇v̄(ȳ) − ∇v(ȳ))(f (ȳ) + B(ȳ)ū)

= β|u − ū|2 + (∇v̄(ȳ) − ∇v(ȳ))(f (ȳ) + B(ȳ)ū).

Together with (6.3) we arrive at

∇v(ȳ)(f (ȳ) + B(ȳ)ū) + �(ȳ) + β

2
|ū|2 � β|u − ū|2 + g(ȳ).

Integrating from 0 to T in the previous inequality we arrive at (6.2). �
The next theorem is a direct consequence of this lemma. It gives an L∞ estimation of the 

approximation property of VT ,v̄ , for v̄ of class C1,1, and v a super solution of (6.1) of class C1.

Theorem 6.1. Let �1 ⊂ Rd be an open and bounded set with C1 boundary, ω � �1 open, v ∈
C1(�1) be a super-solution of (6.1) in �1 with g ∈ C(�1) and let Hypothesis 4.1 hold with 
u = uv̄ for v̄ ∈ C1,1(�1). Then we have

sup
y0∈ω

{
Vuv̄,T (y0) + v(y(T ; ·, uv̄)(y0)) − v(y0)

}
� T

(
sup
x∈�1

g(x)+ + β ‖uv̄ − uv‖2
L∞(�1)

)
.

We will use Theorem 6.1 in the proof of Theorem 5.1 with v = V and v̄ = Vε is an approx-
imation of the value function in C1(�1), which can be obtained by mollification for instance. 
Theorem 6.1 will be used in a similar manner in the proof of Theorem 5.2, but in this case with 
v̄ corresponding to a mollification of the Moreau envelope of V . Our next estimation is of vi-
tal importance for the case when the value function is not differentiable. It will be used with 
�1 = ωδ .

Theorem 6.2. Let �1 ⊂ � be an open and bounded set with C1 boundary, ω � �1 open, v ∈
Lip(�1) be a super-solution of (6.1) in �1 with g ∈ C(�1), and let v̄ ∈ C2(�1) be such that for 
some constant C > 0

−tr(B(y)Duv̄(y)) � C for all y ∈ �1. (6.4)

Let ω � �1 and Hypothesis 4.1 holds true with u = uv̄ , then for all p ∈ [1, ∞) the following 
inequality holds
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∥∥∥(Vuv̄,T + v(y(T ; ·, uv̄)) − v
)+∥∥∥

Lp(ω)

� T |ω| 1
p ‖g‖L∞(�1)

+ T
p−1
p β

(
eKT − 1

K

) 1
p

‖uv − uv̄‖2
L2p(�1;Rm)

,

where

K =
(
C + d ‖f ‖Lip(�1;Rd ) + dm‖B‖Lip(�1;Rd×m) ‖u‖L∞(�1;Rm)

)
. (6.5)

We will employ this result in the proof Theorem 5.3 for semi-concave V . In this case we use 
v = V and v̄ = Vε being a mollification of V . If V is merely Hölder continuous, which is the case 
of Theorem 5.4, we first regularize V by means of the Moreau envelope. This result is based on 
the following technical lemma which concerns the integration along the trajectories of the closed 
loop problem (4.1) for a C1 feedback law. The proof of Theorem 6.2 is given after the proof the 
following lemma.

Lemma 6.2. Let �1 � � open and ω � �1, let u ∈ C2(�1; RM) be such that there exist a 
positive constant C > 0 satisfying

−tr(B(y)Du(y)) � C in �1, (6.6)

and let Hypothesis 4.1 with u = uv̄ hold true. Then for all φ ∈ C(�1; R+)

∫
ω

T∫
0

φ(y(t;y0, uv̄))dtdy0 � eKT − 1

K

∫
�1

φ(z)dz

holds, where

K =
(
C + d ‖f ‖Lip(�1;Rd ) + dm‖B‖Lip(�1;Rd×m) ‖uv̄‖L∞(�1;Rm)

)
,

and Rm is endowed with the �∞-norm.

Proof of Lemma 6.2. We know that for all t ∈ [0, T ] the mapping y0 	→ y(t; y0, u) is C1 in ω, 
and its differential satisfies

d

dt
Dy0y(t;y0, u) = A(y(t;y0, u)) · Dy0y(t;y0, u), Dy0y(0;y0, u) = Id×d,

where u = uv̄ , and the components of A(t, y0) are given by

Ai,r (y) = ∂fi

∂yr

(y) +
m∑

j=1

(
∂Bi,j

∂yr

(y)uj (y) + Bi,j (y)
∂uj

∂yr

(y)

)
.

By classical ODE theory we know that
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det (Dy0y(t;y0, u)) = exp

⎛
⎝ t∫

0

tr(A(y(s;y0, u)))ds

⎞
⎠ .

Using (6.6) in the previous expression we get

det (Dy0y(t;y0, u)) � exp (−tK) for all t ∈ [0, T ]. (6.7)

By the Fubini theorem and using the change of variable z = y(t; y0, u) we have

∫
ω

T∫
0

φ(y(t;y0, u))dtdy0 =
T∫

0

∫
y(t;ω,u)

φ(z)

det (Dy0y(t;y−1(t; z,u),u))
dzdt,

where z 	→ y−1(t; z, u) denotes the inverse function of y0 	→ y(t; y0, u). Now, using (6.7) we get

∫
ω

T∫
0

φ(y(t;y0, v))dtdy0 �
T∫

0

∫
y(t;ω,u)

φ(z)eKtdzdt = eKT − 1

K

∫
�1

φ(z)dz,

which concludes the proof. �
Proof of Theorem 6.2. Since by assumption ∂�1 is C1 regular, there exists a family of func-
tions vε in C1(�1) such that

lim
ε→0

‖v − vε‖W 1,2p(�1)
= 0 and lim

ε→0
‖v − vε‖C(�1)

= 0, (6.8)

see [24, Theorem 3, Section 5.3.3]. Then, by (2.7), (6.8), and boundedness of �1 we get

lim
ε→0+ H(y,∇vε(y), uvε (y)) = lim

ε→0+ H(y,∇vε(y)) = H(y,∇v(y)) in Lp(�1). (6.9)

Moreover we have

H(y,∇vε(y), uvε (y)) + hε(y) + g(y) = H(y,∇vε(y)) + hε(y) + g(y) � 0, (6.10)

where hε ∈ C(�1) is given by hε(y) = − min{0, H(y, ∇vε(y)) + g(y)}. Thanks to the assump-
tion that v is a super-solution of (6.1) and by (6.9), we have

lim
ε→0+ hε(y) = 0 in Lp(�1). (6.11)

To simplify notation, we now denote y(t; y0, uv̄) by y(t). Applying Lemma 6.1, with v = vε , 
and using (6.10) we find that
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Vuv̄,T (y0) + vε(y(T )) − vε(y0) �
T∫

0

(hε(y(t)) + g(y(t)) + β|uvε (y(t)) − uv̄(y(t))|2)dt.

(6.12)
To finish the proof we need to apply the Lp(�1)-norm on both sides of the inequality. By the 
Minkowsky inequality and the Jensen inequality we have

⎛
⎝∫

ω

∣∣∣∣∣∣
T∫

0

(hε(y(t)) + g(y(t)) + β|uvε (y(t)) − uv̄(y(t))|2)dt

∣∣∣∣∣∣
p

dy0

⎞
⎠

1
p

�

⎛
⎝∫

ω

∣∣∣∣∣∣
T∫

0

g(y(t))dt

∣∣∣∣∣∣
p

dy0

⎞
⎠

1
p

+
⎛
⎝∫

ω

∣∣∣∣∣∣
T∫

0

hε(y(t))dt

∣∣∣∣∣∣
p

dy0

⎞
⎠

1
p

+
⎛
⎝∫

ω

∣∣∣∣∣∣
T∫

0

β|uvε (y(t)) − uv̄(y(t))|2dt

∣∣∣∣∣∣
p

dy0

⎞
⎠

1
p

� T |ω| 1
p ‖g‖L∞(�1)

+ T
p−1
p

⎛
⎝∫

ω

T∫
0

|hε(y(t))|pdtdy0

⎞
⎠

1
p

+βT
p−1
p

⎛
⎝∫

ω

T∫
0

|uvε (y(t)) − uv̄(y(t))|2pdtdy0

⎞
⎠

1
p

.

Then, using Lemma 6.2 we obtain

⎛
⎝∫

ω

⎛
⎝ T∫

0

(hε(y(t)) + g(y(t)) + β|uvε (t) − uv̄(t)|2)dt

⎞
⎠

p

dy0

⎞
⎠

1
p

� T |ω| 1
p ‖g‖L∞(�1)

+ T
p−1
p

(
eKT − 1

K

) 1
p (

‖hε‖Lp(�1)
+ β

∥∥uvε − uv̄

∥∥2
L2p(�1)

)
.

By using this in (6.12) we get

∥∥∥(Vuv̄,T + vε ◦ y(T ; ·, uv̄) − vε

)+∥∥∥
Lp(ω)

� T |ω| 1
p ‖g‖L∞(�1)

+ T
p−1
p

(
eKT − 1

K

) 1
p (

‖hε‖Lp(�1)
+ β

∥∥uvε − uv̄

∥∥2
L2p(�1)

) (6.13)

Letting ε → 0+ and thanks to (6.13), (6.8) and (6.11) we get the desired result. �
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Remark 6.1. It is worth mentioning that these error bounds could be applied to study the con-
vergence of data-driven approaches. Consider �1, T , and ω as in Theorem 6.2, and vθ ∈ C2(�)

obtained by some data-driven approach as an approximation of the value function V where θ
are the parameters of this method. Setting uθ = uvθ , Theorem 6.2 leads to an Lp(ω) error bound 
between Vuθ and V depending on the semi-concavity of vθ as long as Hypothesis 4.1 is met 
with u = uθ . Hence, in order to use this error bound for data-driven approaches it will be impor-
tant to study the capability of these approaches of ensuring Hypothesis 4.1 and controlling the 
semi-concavity of vθ .

7. Escape time estimates

In Section 6 we have assumed that the state is bounded until some time T > 0, see Hypoth-
esis 4.1. Following the notation of Hypothesis 4.2, here we give an estimate from below for the 
escape time of the trajectories of (4.1) for a feedback law given by an approximation of φ. We 
consider three cases depending on the regularity of φ. The first one corresponds to φ ∈ C1(�), 
the second one the semi-concavity of φ and the last one concerns the general case with φ contin-
uous. In the context of proving the results of Section 5, we aim to apply the results of this section 
with V playing the role of φ.

Lemma 7.1. Let ω ⊂ �, φ ∈ C(�) and δ > 0 such that they satisfy Hypothesis 4.2.

(a) If φ ∈ C1(�), consider u ∈ Lip(�; Rm), and let T̂ be the maximum T > 0 such that 
y([0, T ]; ω, u) ⊂ ωδ . Then the following holds

T̂

(∥∥B(u − uφ)
∥∥

C(ωδ;RM)
‖∇w‖C(ωδ;Rd ) + max

x∈ωδ

g(x)

)
� δ. (7.1)

(b) If φ ∈ Lip(�), set uε = uφε with φε = φ ∗ρε a mollification of φ, and let Tε be the maximum 
T such that y([0, T ]; ω, uε) ⊂ ωδ . Then there exists ε0 such that all ε ∈ (0, ε0) we have

Tε

(
σ 1

ε + σ 2
ε

β

∥∥∥B�∇φ

∥∥∥
L∞(ωδ;Rd )

)
� δ, (7.2)

where σ 1
ε is defined in (4.5) and σ 2

ε in (4.6).
(c) Let φ ∈ C(�) and set uε,λ = uφε,λ , where φε,λ = Mλφ ∗ ρε is a mollification of Mλφ, and 

let Tε,λ be the maximum T such that y(t; ω, uε,λ) ⊂ ωδ for all t ∈ [0, T ]. Then there exists 
λ0 > 0 such that for all λ ∈ (0, λ0) there exists ε(λ) satisfying that for all ε ∈ (0, ε(λ))

Tε,λ ·
(

σ 1
ε,λ + σ 2

ε

β

∥∥∥B�∇Mλφ

∥∥∥
L∞(ωδ)

)
� δ, (7.3)

where σ 2
ε is given in (4.6) and σ 1

ε,λ is given by (4.7).

Proof. 1. Proof of (a) Let y0 ∈ ω be arbitrary and denote y(t) = y(t; y0, u) for t ∈ [0, T̂ ]. By 
Hypothesis 4.2 we deduce
458



K. Kunisch and D. Vásquez-Varas Journal of Differential Equations 411 (2024) 438–477
∇w(y(t))�(f (y(t)) + B(y(t))u(y(t)))

� ∇w(y(t))�(f (y(t)) + B(y(t))uφ(y(t))) + ∇w(y(t))�B(y(t))(u(y(t)) − uφ(y(t)))

� g(y(t)) + ∇w(y(t))�B(y(t))(u(y(t)) − uφ(y(t))).

Integrating from 0 to t with t ∈ [0, T̂ ] we obtain

w(y(t)) − w(y0) �
t∫

0

(
g(y(s)) + ∇w(y(s))�B(y(s))(u(y(s)) − uφ(y(s)))

)
ds

� t

(
sup
x∈ωδ

g(x) + ∥∥B(u − uφ)
∥∥

L∞(ωδ;Rd )
‖∇w‖L∞(ωδ;Rd )

)
.

If T̂ does not satisfy (7.1), then we have T̂ < +∞ and by the previous inequality there exists 
y0 ∈ ω such that

w(y(T̂ )) − w(y0) < δ.

Thus, by continuity there exists T̃ > T̂ such that w(y(T̃ )) −w(y0) � δ and y([0, T̃ ]; y0, u) ⊂
ωδ . Since this contradicts the definition of T̂ , we obtain that (7.1) holds.

2. Proof of (b) Since ωδ � �, there exists ε0 such that for all ε < ε0 we have ωδ + B(0, ε) ⊂ �. 
Consider ρε a family of mollifiers. Since ρε are positive and (4.2) we have

∇w�(f + Buφ) ∗ ρε(x) � g ∗ ρε(x) for all x ∈ �ε,

with �ε defined as in Proposition 3.3. Then for x ∈ ωδ we can write

∇w(x)�(f (x) + B(x)uε(x)) � ∇w(x)�B(x)uε(x) −
(
∇w�Buφ

)
∗ ρε(x)

+g ∗ ρε(x) + ∇w�(x)f (x) − ∇w�f ∗ ρε(x).

(7.4)

We can bound the first two terms in the right-hand side of (7.4) as follows

∇w(x)�B(x)uε(x) + 1

β

∫
B(x,ε)

∇w(y)�B(y)B�(y)∇φ(y)ρε(x − y)dy

= − 1

β

∫
B(x,ε)

(
∇w(x)�B(x)B�(y) − ∇w(y)�B(y)B�(y)

)
∇φ(y)ρε(x − y)dy

� 1

β
sup

y∈B(x,ε)

∣∣∣B�(x)∇w(x)� − B(x)�(y)∇w(y)

∣∣∣ · ∥∥∥B�∇φ

∥∥∥
L∞(ωδ;Rd )

= σ 2
ε

β

∥∥∥B�∇φ

∥∥∥
L∞(ωδ;Rd )

.

(7.5)

For the remaining terms of the right-hand side of (7.4) we have
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g ∗ ρε(x) + ∇w�(x)f (x) − ∇w�f ∗ ρε(x) � σ 1
ε . (7.6)

Then by using (7.5) and (7.6) in (7.4) we to arrive to

∇w(x)�(f (x) + B(x)uε(x)) � (σ 1
ε + σ 2

ε

β

∥∥∥B�∇φ

∥∥∥
L∞(ωδ;Rd )

).

Integrating from 0 to t ∈ (0, Tε) we obtain

w(y(t;y0, uε)) � w(y0) + t (σ 1
ε + σ 2

ε

β

∥∥∥B�∇φ

∥∥∥
L∞(ωδ;Rd )

)

for all t ∈ [0, Tε] and all y0 ∈ ω. In particular, if Tε does not satisfy (7.2), then Tε < ∞ and 
there exists y0 ∈ ω such that

w(y(Tε;y0, uε)) < w(y0) + δ.

From this, (7.2) follows as in the end of the proof of (a).
3. Proof of (c) Since ωδ ⊂ � there exists λ0 such that for all λ ∈ (0, λ0) we have that ωδ � �λ

φ

which in turn implies that there exists ε(λ) satisfying that for all ε ∈ (0, ε(λ)) it holds that 
ωδ + B(0, ε) � �λ

φ . Aiming for an application of Proposition 3.5 we define for x ∈ � and 
p ∈ Rd

F (x,p) = −∇w(x)

(
f (x) − 1

β
B(x)B�(x)p

)
.

We estimate for x1, x2 ∈ � and p ∈ Rd

|F(x1,p) − F(x2,p)| �
{
hw(|x1 − x2|)

(
‖f ‖L∞(�;Rd ) + 1

β
|p| ‖B‖2

L∞(�;Rd×m)

)
+‖f ‖Lip(�;Rd ) ‖∇w‖L∞(�;Rd ) |x1 − y2|

+ 2

β
|x1 − x2| · |p| ‖B‖2

Lip(�);Rd×M ‖∇w‖L∞(�;Rd )

}
.

For s � 0 we define h1(s) = 0,

h2(s) = 1

β
hw(s)‖B‖2

L∞(�;Rd×n)
+ 2s

β
‖B‖2

Lip(�;Rd×m)
‖∇w‖L∞(�;Rd )

and

h3(s) = hω(s)‖f ‖L∞(�);Rd + s ‖f ‖Lip(�;Rd ) ‖∇w‖L∞(�;Rd ) .

We notice that F and h1, h2 and h3 satisfy (3.8). Combining this with the fact that φ and w
satisfy Hypothesis 4.2 and using Proposition 3.5 we obtain that Mλφ is a viscosity super-
solution of
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−∇w(y)�(f (y) − 1

β
B(y)B�(y)∇Mλφ(y)) + gλ(y) = 0 in ωδ.

Therefore Mλφ and w satisfy Hypothesis 4.2 with g = gλ, which enables us to use (b) to 
conclude (7.3). �

Remark 7.1. In Lemma 7.1(c), we notice that in view of Proposition 3.4, gλ converges to g in 
C(ωδ) if ∇w is σ -Hölder continuous and φ is α-Hölder continuous with σ ∈ (1 − α,1]. Indeed

|gλ(x) − g(x)| � sup
y∈Aλφ(x)

{
C

(
‖f ‖L∞(�;Rd ) |x − y|σ + 1

β

|x − y|σ+1

λ
‖B‖2

L∞(�;Rd×m)

)

+‖f ‖Lip(�;Rd ) ‖∇w‖L∞(�;Rd ) |x − y| + 2

β

|x − y|2
λ

‖B‖2
Lip(�);Rd×M ‖∇w‖L∞(�;Rd )

}
.

By (3.5) we have |x − y| � Cλ
1

2−α , then using this in the previous inequality we have

|gλ(x) − g(x)| �
{
C

(
‖f ‖L∞(�;Rd ) λ

σ
2−α + 1

β
λ

σ+α−1
2−α ‖B‖2

L∞(�;Rd×m)

)

+‖f ‖Lip(�;Rd ) ‖∇w‖L∞(�;Rd ) λ
2

2−α + 2

β
λ

α
2−α ‖B‖2

Lip(�);Rd×M ‖∇w‖L∞(�;Rd )

}
.

(7.7)

Then, if σ ∈ (1 − α, 1] we obtain that |gλ(x) − g(x)| tends to 0 as λ goes to 0+ uniformly in ωδ . 
Moreover, if φ is Lipschitz continuous, then we do not need to impose further regularity on w. 
The reason for this to hold is that by (3.5) we have |x−y|

λ
� 2 ‖∇φ‖

L∞(ωδ ;Rd ) , which implies

|gλ(x) − g(x)| � sup
y∈Aλφ(x)

hw(|x − y|)
{
C

(
‖f ‖L∞(�;Rd ) + 1

β
‖∇φ‖L∞(�;Rd ) ‖B‖2

L∞(�;Rd×m)

)

+‖f ‖Lip(�;Rd ) ‖∇w‖L∞(�;Rd ) |x − y| + 2

β

|x − y|2
λ

‖B‖2
Lip(�);Rd×M ‖∇w‖L∞(�;Rd )

}
.

Then by (3.4) and (3.6) we get that |gλ(x) − g(x)| tends to 0 as λ tends to 0+ uniformly in ωδ . 
These estimates will be used in the proofs of Theorems 5.2 and 5.4 below.

8. Proof of the main results

Here in Section 8 the proofs of Theorems 5.1-5.4 are shown using the results from Section 6.

Proof of Theorem 5.1. Let T̃ε be the largest time such that yε([0, T̃ε]; ω, uε) ⊂ ωδ . By 
Lemma 7.1 (a) with g = 0 we know that

T̃ε � δ

‖B(uε − uV )‖L∞(ωδ;Rd ) ‖∇w‖L∞(ωδ;Rd )

.

Consequently, by (5.1) and (5.2) there exists ε0 > 0 such that for all ε � ε0 we have
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τε � δ

‖B(uε − uV )‖L∞(ωδ;Rd ) ‖∇w‖L∞(ωδ;Rd )

and thus τε � T̃ε and Hypothesis 4.1 holds. Hence, we can apply Theorem 6.1 and by using (5.2)
we obtain (5.3). �
Proof of Theorem 5.2. Since ωδ � � and in view of the definition of �λ

V there exists λ0 >

0 such that ωδ ⊂ �λ
V for λ ∈ (0, λ0). Moreover, since V is semi-convex, by Proposition 3.4

(e) we can choose λ0 such that MλV is C1,1 in �λ
V for λ ∈ (0, λ0). Using a diagonalization 

argument and the properties of mollification we get (5.5). Since V is semi-convex in �, it is 
Lipschitz continuous in ωδ . By Lemma 7.1 (c) (see Remark 7.1) and since g = 0 we have that 
limλ→0+ gλ = 0, where gλ was defined in (4.8). Together with the definitions of σ 1

ε(λ),λ and σ 2
ε(λ)

we obtain

lim
λ→0+

(
σ 1

ε(λ),λ + σ 2
ε(λ)

β
‖∇MλV ‖L∞(ωδ)

)
= 0. (8.1)

Combining this with (5.6), we get limλ→0+ τλ = ∞. Moreover, by Lemma 7.1 (c) we obtain 
y([0, τλ]; ω, uλ) ⊂ ωδ for λ ∈ (0, λ0), where uλ = uVε(λ),λ

.
For the second part of (5.8) we observe that MλV is a super solution of (3.14) by Propo-

sition 3.5 and Remark 3.5. Hence, the hypotheses of Theorem 6.1 are satisfied by Vε(λ),λ and 
MλV , which implies that

∥∥∥(Vuλ,τλ(y0) +MλV ◦ y(τλ; ·, uλ) −MλV
)+∥∥∥

L∞(ω)

� τλ

(
‖hλ‖L∞(ωδ) + β

∥∥uλ − uMλV

∥∥2
L∞(ωδ;Rm)

)
,

(8.2)

where hλ is defined in (3.15). As was pointed out in Remark 3.5, since V is Lipschitz continuous 
in ωδ , then ‖hλ‖L∞(ωδ) � Kλ for some constant K independent of λ. Applying this estimate and 
(5.5) in (8.2), we obtain

∥∥∥(Vuλ,τλ(y0) +MλV ◦ y(τλ; ·, uλ) −MλV
)+∥∥∥

L∞(ω)
� τλ

(
K +

‖B‖2
L∞(ωδ;Rd×m)

β

)
λ. (8.3)

This together with the fact that MλV converges to V in Cloc(�) and (5.6) imply (5.8). �
Proof of Theorem 5.3. Let ε0 > 0 be such that ωδ +B(0, ε) ⊂ � for all ε ∈ (0, ε0). Then by the 
properties of mollification we find

lim
ε→0+

∥∥uVε − uV

∥∥
Lp(ωδ;RM)

= 0, (8.4)

and by Proposition 3.3 we have
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−tr(B(y)DuVε (y)) � 1

β
tr(B(y)B(y)�∇V 2

ε ) + md2

β
‖B‖2

Lip(ωδ)
‖∇V ‖L∞(ωδ)

� C
1

β

(
md ‖B‖2

L∞(ωδ;Rd×m)
+ md2 ‖B‖2

Lip(ωδ;Rd×m)
‖∇V ‖L∞(ωδ;Rd )

)
,

(8.5)

for all y ∈ ωδ and ε ∈ (0, ε0). Therefore (6.4) is satisfied with �1 = ωδ and v̄ = Vε .
By Lemma 7.1 (b) and (5.10) we have that y([0, τε]; ω, uε) ⊂ ωδ . Further, by (5.9), (5.10)

and the definition of σ 1
ε and σ 2

ε we obtain limε→0+ τε = ∞. Moreover, all the hypotheses of 
Theorem 6.2 are met with �1 = ωδ , v̄ = uVε , and v = V , and thus we have

∥∥∥(VuVε ,τε (y0) + V ◦ y(τε; ·, uVε ) − V
)+∥∥∥

Lp(ω)
� τ

p−1
p

ε β

(
eKτε − 1

K

) 1
p ∥∥uVε − uV

∥∥2
L2p(ωδ;Rm)

.

(8.6)
By virtue of (5.9) and (5.10), then (5.11) follows from (8.6). �
Proof of Theorem 5.4. Since ωδ � � there exists λ0 ∈ (0, 1) such that for all λ ∈ (0, λ0) we 
have ωδ ⊂ �λ

V which in turns implies that there exists ε(λ) satisfying that for all ε ∈ (0, ε0(λ))

it holds that ωδ + B(0, ε) � �λ
φ . Let us denote by Vε as a mollification of V , where ε > 0. We 

choose ε(λ) such that ε(λ) � min(λ
1

2−α , ε0(λ)). Since MλV is semi-concave with constant 1
λ

in 
�λ

V we obtain by Proposition 3.4 (c), (3.5), and Proposition 3.3 applied to the mollification of 
Mλ

∥∥∇Vε(λ),λ

∥∥
L∞(ωδ)

� Cλ
α−1
2−α and y�∇2Vε(λ),λ(x)y � 1

λ
|y|2, for all y ∈Rd, x ∈ ωδ, (8.7)

where C > 0 is a constant depending only on V and �. Applying these bounds to

−tr(B(y)Duλ(y)) = 1

β

d∑
i=1

m∑
j=1

Bi,j (y)

(
d∑

k=1

∂Bk,j

∂xi

(y)
∂Vε(λ),λ

∂xk

(y) + Bk,j (y)
∂2Vε(λ),λ

∂xk∂xi

(y)

)
,

we obtain that for λ ∈ (0, λ0)

−tr(B(y)Duλ(y)) � md(d + 1)

λβ
C ‖B‖2

Lip(ωδ;Rd×m)
for all y ∈ ωδ (8.8)

for a constant C > 0 which only depends on � and V . Here uλ = uVε(λ),λ
and we used that 

λ
α−1
2−α < 1

λ
for λ ∈ (0, 1).

We now prove the first part of (5.16). For this, we need to verify that

lim
λ→0+

(
σ 1

ε(λ),λ + σ 2
ε(λ)

β

∥∥∇Vε(λ),λ

∥∥
L∞(ωδ)

)
= 0. (8.9)

Since B is Lipschitz continuous and ∇w are Hölder continuous, and ε(λ) � λ
1

2−α we have the 
following estimate for σ 2
ε(λ)
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σ 2
ε(λ) � ‖B‖Lip(ωδ;Rd×m) ‖∇w‖L∞(ωδ;Rd ) λ

1
2−α + C ‖B‖L∞(ωδ;Rd×m) λ

σ
2−α ,

which implies that

σ 2
ε(λ)

∥∥∇Vε(λ),λ

∥∥
L∞(ωδ)

� C
(
λ

σ+α−1
2−α + λ

α
2−α

)
, (8.10)

for a constant C > 0 which only depends on B , f , ωδ , w and V . Let us recall the definition of 
gλ from (4.8). For λ ∈ (0, λ0) we know that ωδ ⊂ �λ

V which combined with (7.7) permits us to 
find a constant C > 0 depending f , B , w and � such that

g1
λ(y) � C

(
λ

σ
2−α + λ

σ+α−1
2−α + λ

1
2−α + λ

α
2−α

)
. (8.11)

Using the above inequality, the Hölder continuity of w, the Lipschitz continuity of B in � and 

the fact that ε(λ) � λ
1

2−α we obtain

σ 1
ε(λ)λ � C

(
λ

σ
2−α + λ

σ+α−1
2−α + λ

1
2−α + λ

α
2−α

)
, (8.12)

where C > 0 is a constant which only depends on f , B , w and �. Combining (8.10) and (8.12)
we obtain that (8.9) holds. This together with (5.13) implies that limλ→0+ τλ = ∞, see (5.15). 
Moreover, by (5.15) and Lemma 7.1(c), we have y([0, τλ]; ω, uλ) ⊂ ωδ .

For proving the second claim in (5.16) we notice that MλV satisfies (3.14) with v = MλV in 
�λ

V . Hence, the hypotheses of Theorem 6.2 are satisfied with v = MλV and v = Vε(λ),λ, which 
implies that

∥∥∥(Vuλ,τλ(y0) +MλV ◦ y(τλ; ·, uλ) −MλV
)+∥∥∥

Lp(ω)

� τλ|ω| 1
p ‖hλ‖L∞(ωδ) + τ

p−1
p

λ β

(
eK(λ)τλ − 1

K(λ)

) 1
p ∥∥uλ − uMλV

∥∥2
L2p(ωδ;Rm)

,

(8.13)

where hλ is defined in (3.15). As was pointed out in Remark 3.5, for α ∈ ( 1
2 ,1
]

and λ small 

enough we have that hλ � Cλ
2α−1
2−α for a constant C > 0 depending only on �, �, f , B and V . 

Using this and (5.13) in (8.13) we get

lim
λ→0+

∥∥∥(Vuλ,τλ(y0) +MλV ◦ y(τλ; ·, uλ) −MλV
)+∥∥∥

Lp(ω)
= 0.

This estimate and the fact that MλV converges uniformly to V on compact subsets by Proposi-
tion 3.4 (b) imply that (5.16) holds. �
Proof of Theorem 5.5. Let us prove (a) and choose T > 0. Due to the fact that limε→0+ Tε = ∞
there exists ε0(T ) such that T < Tε for all ε ∈ (0, ε0(T )). Then for ε ∈ (0, ε0(T )) we have that 
y([0, T ]; y0, uε) ⊂ � which by the boundedness of � implies that {‖yε‖L∞((0,T );Rd )}ε∈(0,ε0) is 
bounded. Further, {uε ◦ yε}ε∈(0,ε0)

is bounded in L2((0, T ); Rm) since ‖uε ◦ yε‖2
L2((0,T );Rm)

�
1Vuε,Tε (y0) and {VTε,uε (y0)}ε∈(0,ε ) is bounded. Since this, together with the fact that {yε}ε∈(0,ε )
β 0 0
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is bounded in L∞((0, T ); Rd), and that f is a locally Lipschitz function, implies that {yε}ε∈(0,ε0)

is bounded in W 1,2((0, T ); Rd).
Therefore, there exist y∗ ∈ W 1,2((0, T ); Rd) and u∗ ∈ L2((0, T ); Rm), and a sub-sequence of 

(uε ◦ yε, yε) which converges to (u∗, y∗) weakly in L2((0, T ); Rm) × W 1,2((0, T ); Rd). Given 
that the previous holds for each T , by a diagonal argument we have that u∗ ∈ L2

loc((0, ∞); Rm)

and y∗ ∈ W
1,2
loc ((0, ∞); Rd), and a sub-sequence of (uε ◦ yε, yε) converges to (u∗, y∗) weakly in 

L2
loc((0, ∞); Rm) × W

1,2
loc ((0, T ); Rd). This proves the existence of at least one weakly conver-

gent sub-sequence.
We now prove (b), i.e., the optimality for every accumulation point of (uε ◦ yε, yε). Con-

sider an arbitrary pair (u, y) ∈ L2
loc((0, ∞); Rm) × W

1,2
loc ((0, T ); Rd) and a sub-sequence of 

(uε ◦ yε, yε), still denoted by (uε ◦ yε, yε), such that (uε ◦ yε, yε) converges to (u, y) weakly in 
L2

loc((0, ∞); Rm) × W
1,2
loc ((0, ∞); Rd). Then, by the compact injection of W 1,2

loc ((0, ∞); Rd) in 
Cloc([0, ∞); Rd) passing to a sub-sequence we have that yε converges to y in Cloc([0, ∞); Rd). 
In particular, this implies that y is a solution of (2.2). Moreover, due to the continuity of �, the 
L2((0, T ); Rm) norm lower-semi continuity for all T > 0, and the non-negativity of V we have 
the inequality in the following statements, the equality follows from assumption (5.17):

T∫
0

(
�(y) + β

2
|u|2
)

dt � lim
ε→0+ Vuε,Tε (y0) + V (yε(Tε)) = V (y0).

Since this holds for every T > 0, we obtain that u ∈ L2((0, ∞); Rm) and J (u) � V (y0). Hence, 
u∗ is an optimal solution of (2.1). Since this is true for any accumulation point of (uε, yε), then 
(5.18) holds.

To prove (c) we note that if the solution of (2.1) is unique, then by (b) every sub-sequence 
of uε ◦ yε has a convergent sub-sequence which converges to the optimal solution, since this 
solution is unique, the whole sequence uε ◦ yε converges to the optimal solution. �
Proof of Corollary 5.1. By (5.19) there exists a sub-sequence Vuε,Tε + V ◦ y(Tε; ·, uε) which 
converges almost everywhere in ω, and thus (5.17) holds almost everywhere in ω, and (a)-(c) 
of Theorem 5.5 hold. Furthermore, if p = ∞, using the continuity of V and Vuε,Tε the whole 
sequence converges everywhere in ω and therefore (a), (b) and (c) hold for every y0 ∈ ω. �
9. Example

In this section we provide an example of a control problem of the form (2.1) with a locally 
Lipschitz continuous value function which satisfies Hypothesis 4.2 for a smooth function w with 
g = 0. Additionally, we identify a set of initial conditions where the optimal control of (2.1) is 
not unique, which will imply that the value function is not differentiable in that set.

Let us start by defining the running cost for the state variable, that is, for α ∈ [0, ∞) and 
y ∈R2 we set

�α(y) = 1

2
|y|2

(
1 + αψ

( |y − z|
σ

))
,

where for s ∈ R
465



K. Kunisch and D. Vásquez-Varas Journal of Differential Equations 411 (2024) 438–477
ψ(s) =
{

exp
(
− 1

1−s2

)
if |s| < 1

0 if |s| � 1
,

and z ∈R2 satisfies z1 < −σ , z2 = 0, for some σ > 0. We consider the following control problem

min
u ∈ L2((0,∞);R2),

y′ = u, y(0) = y0

∞∫
0

�α(y(t))dt + β

2

∞∫
0

|u(t)|2dt. (9.1)

The value function of this problem is denoted by Vα . There are two cases of interest. They are 
α = 0 and α tending to infinity. In the first case the value function is a quadratic function given 
by V0(y) =

√
β

2 |y|2 and it therefore is of class C∞(R2). In the second case we are going to prove 
that as α tends to infinity the value function tends to the value function V∞ of the following state 
constrained problem

min
u ∈ L2((0,∞);R2),

y′ = u, y(0) = y0,

y(t) ∈R2 \ B(z,σ ) for all t � 0.

∞∫
0

1

2
|y(t)|2dt + β

2

∞∫
0

|u(t)|2dt (9.2)

on compact subsets of R2 \ B(z, σ). Here we set B(z, σ) = {u ∈ R2 : |u − z| < σ }. Accordingly 
we are going to prove that Vα is not smooth for α large enough. This will be due to the lack of 
uniqueness of solutions for y0 in {(y1, y2) ∈ R2 : y2 = 0, y1 < z1 − σ } in problem (9.2).

Proposition 9.1. Let α ∈ (0, ∞). For each y0 ∈ R2 the control problem (9.1) has an optimal 
solution and the associated value function is bounded as follows

√
β

2
|y0|2 � Vα(y0) �

√
β

2

(
1 + α

2

)
|y0|2. (9.3)

Further, for every y0 ∈ R2 and every optimal control u∗ ∈ L2((0, ∞); R2) of (9.1) with corre-
sponding trajectory y∗ it holds that u∗, y∗ ∈ C∞([0, ∞); R2), and

du∗

dt
(t) = d2y∗

dt2 (t) = 1

β
∇�α(y∗(t)) for t > 0, (9.4)

�α(y∗(t)) = β

2
|u∗(t)|2 for all t > 0 (9.5)

and in particular

|u∗(0)| �
(

1 + α
) 1

2 |y0|. (9.6)

β

466



K. Kunisch and D. Vásquez-Varas Journal of Differential Equations 411 (2024) 438–477
Proof. Since the control system appearing in (9.1) is controllable the existence of an optimal 
control-state pair (u∗, y∗ can easily be established. By the Lagrange multiplier’s theorem there 
exists p∗ ∈ L2((0, ∞); R2) satisfying

p∗(t)′ = ∇�α(y∗(t)) and u∗ = 1

β
p∗(t). (9.7)

Utilizing this first order optimality system it is straightforward to see that the optimal control 

of (9.1) for α = 0 and y0 ∈ R2 is given by u0 = − 1√
β
y0e

− t√
β . The trajectory associated to this 

control is given by y0 = y0e
− t√

β . Turning to the case α > 0 we observe that ψ � (1 + α), and 
thus u0 is feasible for (9.1) with α > 0. We obtain that Vα is bounded from above in the following 
manner

Vα(y0) �
√

β

2

(
1 + α

2

)
|y0|2 for all y0 ∈Rd . (9.8)

Furthermore, since every feasible control for (9.1) with α > 0 is feasible for α = 0 and since ψ
is bounded from below by zero, we arrive at

√
β

2
|y0|2 = V0(y0) � Vα(y0) for all y0 ∈Rd . (9.9)

This proves (9.3). In order to continue the analysis of this problem, we need the first order 
optimality condition of (9.1).

From (9.7) we now deduce that

d2y∗

dt
(t) = du∗

dt
(t) = 1

β
∇�α(y∗(t)), (9.10)

which in turns proves (9.4). We further obtain that y ∈ H 2((0, ∞); R2), u∗ ∈ H 1((0, ∞); R2),

p∗ ∈ H 1((0, ∞); R2), from which limt→∞ y∗(t) = limt→∞ u∗(t) = limt→∞ p∗(t) = 0 follows. 
By iteration and the regularity of ψ we obtain that u∗ and y∗ are elements of C∞([0, ∞); R2). 
Multiplying the right hand side of (9.10) by u∗(t), using that u∗(t) = d

dt
y∗(t), and integrating 

from t to infinity we obtain (9.5). Using (9.5), the continuity of u∗ and y∗ at 0, and the definition 
of �α we get (9.6). �
Lemma 9.1. If for y0 ∈R2 \ B(z,σ ) and u0 ∈ R2 the solution y ∈ C∞([0, ∞), R2) of

y′′(t) = 1

β
∇�α(y) for all t > 0 and y(0) = y0, y′(0) = u0

satisfies limt→∞ y(t) = 0, then u0 · y0 < 0.

Proof. For y0, u0 as in the statement of the lemma, we shall prove that u0 · y0 < 0. Using the 
continuity of y and that y0 /∈ B(z,σ ) there exists T > 0 such that y(t) /∈ B(z,σ ) for t ∈ [0, T ]. 
Let T̂ be the largest T such that y(t) /∈ B(z,σ ) for t ∈ [0, T̂ ]. Then y satisfies
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y′′(t) = 1

β
y(t) for t ∈ (0, T̂ ).

Therefore we obtain the following expression for y(t) with t ∈ (0, T̂ )

y(t) = y0 cosh

(
t√
β

)
+ u0

√
β sinh

(
t√
β

)
. (9.11)

Differentiating this expression we have

y′(t) = 1√
β

y0 sinh

(
t√
β

)
+ u0 cosh

(
t√
β

)
. (9.12)

Multiplying y(t) and y′(t) for t ∈ (0, T̂ ) we arrive at

d

dt

1

2
|y(t)|2 = y(t) · y′(t) = sinh

(
t

β

)
cosh

(
t

β

)(
1√
β

|y0|2 +√β|u0|2
)

+ y0 · u0 cosh

(
2

t

β

)
.

If y0 · u0 � 0 then the previous inequality implies that y′(t) · y(t) � 0 which in turns allow us 
to deduce that |y(t)|2 � |y0|2 for all t ∈ [0, T̂ ]. If T̂ < ∞ then by the continuity of y and since 
y0 /∈ B(z,σ ) we know that there exists δ > 0 such that y(t) /∈ B(z,σ ) for all t ∈ (T̂ , T̂ +δ) which 
contradicts the definition of T̂ . Therefore T̂ = ∞ which contradicts the fact that limt→∞ y(t) =
0. This permits us to conclude that u0 · y0 < 0. �

In the following we present the necessary optimality conditions arising from the dynamic 
programming principle which are important for proving the non-differentiability of the value 
function. We first prove that in the ball B(0, |z| − σ) the value function coincides with V0 for 
every α > 0. This together with the stability of the optimal trajectories will allow us to get a 
necessary optimality condition which involves D+Vα(y0). This optimality condition also implies 
that D+Vα(y0) is bounded for every y0. Combining this with some technical results we shall 
prove that Vα is Lipschitz continuous.

Lemma 9.2. Let y0 ∈ B(0, |z| − σ) and α > 0. Then Vα(y0) = V0(y0) =
√

β
2 |y0|2.

Proof. By (9.4) and Lemma 9.1 we have that d
dt

1
2 |y∗(t)|2 = y∗(t) · u∗(t) < 0 for all t � 0. In 

particular we have that y∗(t) ∈ B(0, |z| − σ) for all t > 0. This implies that

∞∫
0

�α(y∗(t))dt =
∞∫

0

1

2
|y∗(t)|2dt

which permits us to conclude that u∗ is an optimal solution of (9.1) with α = 0 and therefore 
Vα(y0) = V (y0). �
Proposition 9.2. For every α > 0 the value function of problem (9.1) is Lipschitz continuous on 
compact subsets of R2.
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Proof. Let y0 ∈ R2, y1 ∈ R2, and T > 0 arbitrary. Consider u(t) = 1
T

(y0 − y1) and y(t) =
t
T

· y0 + (1 − t
T

) · y1 for t ∈ [0, T ]. We notice that y′(t) = u, y(0) = y1 and y(T ) = y0. Then by 
the dynamic programming principle we have

Vα(y1) − Vα(y0) �
T∫

0

(
�α(y(t)) + β

2
|u(t)|2

)
dt

�
T∫

0

(
1 + α

2

∣∣∣∣ t

T
(y0 − y1) + y1

∣∣∣∣
2

+ β

2T 2 |y0 − y1|2
)

dt.

By direct calculations on the right-hand side of the previous expression we get

Vα(y1) − Vα(y0) � 1 + α

2

(
2T |y1|2 + T |y0 − y1|2

)
+ β

2T
|y0 − y1|2.

Since this is for an arbitrary T we can choose T = |y0 − y1| in the previous expression to con-
clude the Lipschitz continuity of V on compact subsets of R2. �
Lemma 9.3. Let α ∈ (0, ∞) and y0 ∈ R2. Consider u∗ a solution of (9.1) and y∗ its associated 
trajectory. Then y∗ is exponentially asymptotically stable:

|y∗(t)| � (1 + α)1/2 exp

( −1

(1 + α)
√

β
t

)
|y0| for all t > 0. (9.13)

Proof. Due to the local Lipschitz continuity of Vα and the dynamic programming principle we 
have that Vα ◦ y∗ is differentiable for almost all t > 0 and satisfies

d

dt
Vα ◦ y∗(t) + �α(y(t)) + β

2
|u∗(t)|2 = 0 for almost all t > 0. (9.14)

Using (9.5) in (9.14) we obtain

d

dt
Vα ◦ y∗(t) + 2�α(y(t)) = 0.

Since �α(y) � 1
2 |y|2 for all y ∈ R2 and using (9.3) in the previous equality, we get (9.13) which 

proves the asymptotic exponential stability of y∗. �
Below co{ω} denotes the convex closure of a set ω in R2. Further for v ∈ C(ω) with ω ⊂

R2 open, the set valued function D+v stands for the super-differential of v (see [7, Chaper 2, 
Section 1]).

Proposition 9.3. Let y0 ∈ R2, α > 0 and set I(y0) = co{−βu∗(0) : u∗ is an optimal solution of
(9.1)}. Then we have D+Vα(y0) = I(y0).

Remark 9.1. For our purpose, the relevance of D+Vα(y) relies on the fact that if Vα is differen-
tiable at y, then D+Vα(y0) = {∇Vα(y0)} (see Lemma 1.8 in [7, Chaper 2, Section 1]).
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Proof. Step 1. Let R > 0 be fixed. By Proposition 9.1 we know that there exists a constant 
CR > 0 such that for all y0 ∈ B(0, R) and all solutions u∗ ∈ L2((0, ∞); R2) of (9.1) we have

∥∥u∗∥∥
H 1((0,∞);R2)

� CR.

Moreover, since B(0, R) is compact, Lemma 9.3 implies the existence of TR > 0 such that 
y∗(t) ∈ B(0, |z| −σ) for all t � TR , where y∗ is an optimal trajectory of (9.1) with y0 ∈ B(0, R). 
Combining these statements, the dynamic programming principle, and Lemma 9.2, we have that 
for all y0 ∈ B(0, R) the value function Vα is equal to

min
u ∈ H 1((0, TR);R2), ‖u‖

H1((0,TR);R2)
� CR,

y′ = u in (0, T ), y(0) = y0,

TR∫
0

�α(y(t))dt + β

2

TR∫
0

|u(t)|2dt + V0(y(TR)). (9.15)

Moreover there is a one-to-one relationship between solutions to (9.1) and (9.15) by proper re-
striction of optimal controls of (9.1) to [0, TR] respectively by extension. Utilizing the fact that 
the optimal controls are different from zero inside B(0, |z| − σ) it can be argued that for the 
optimal controls of (9.15) the constraint is not active. By the first order optimality conditions for 
(9.15) we obtain that 

√
βu∗(TR) = −y∗(TR) for each optimal control-state pair.

Step 2. To call upon a general result on the sensitivity of marginal functions below, we now en-
dow the set of feasible controls BCR

= {u ∈ H 1((0, TR); R2) : ‖u‖H 1((0,TR);R2) � CR, } of (9.15)
by the weak topology induced by H 1((0, TR); R2). For u ∈ H 1((0, TR); R2) and y0 ∈ B(0, R)

we define the reduced cost-functional associated to (9.15) by JR(y0, u) = ∫ TR

0 �α(y(t))dt +
β
2

∫ TR

0 |u(t)|2dt + V0(y(TR)) where y is the unique solution of y′ = u and y(0) = y0. In the 
following we argue the continuity of JR :R2 ×BCR

→R, as well as the differentiability with re-
spect to y0 and the continuity of the gradient considered on R2×BCR

. For the continuity of JR let 
us consider yn

0 converging to y0 and un converging to u in the weak topology of H 1((0, TR); R2)

with ‖un‖H 1((0,TR);R2) � CR . By the compact embedding of H 1((0, TR); R2) in C([0, TR]; R2)

we have that passing to a sub-sequence un converges to u in C([0, TR]; R2). This and the con-
vergence of yn

0 to y0 implies that for the same sub-sequence the states y(un) converge to y in 
C([0, TR]; R2), and that y′ = u and y(0) = y0. Due to the fact that �α is continuous, we get that 
JR(yn

0 , un) converges to JR(y0, u) through this sub-sequence. Since this holds for each conver-
gent sub-sequence we get that the whole sequence converges and hence JR is continuous. The 
existence of the gradient of JR with respect to y0 is a direct consequence of the classic ODE 
theory and it is given by

∇y0JR(y0, u) =
TR∫

0

∇�α(y(t))dt +√βy(TR). (9.16)

The continuity of ∇y0JR(y0, u) with respect to (y0, u) can be argued similarly as the continuity 
of JR by using the compact embedding of H 1((0, TR); R2) in C([0, TR]; R2).

Step 3. We are now in a position to apply Proposition 4.4, and hence Proposition 2.1 in [7, 
Chapter 2], to the value function associated to (9.15), and hence to Vα , for each y0 ∈ B(0, R). 
This asserts that
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D+Vα(y0) = co({∇y0JR(y0, u
∗) : u∗ is an optimal solution of (9.1)}).

Combining this fact, together with (9.16), (9.4), and 
√

βu∗(TR) = −y∗(TR) from Step 1, we 
obtain D+Vα(y0) = I(y0). Since R > 0 was chosen arbitrarily, this equality holds for all y0 ∈
R2. �
Remark 9.2. As a consequence of (9.7) the assertion of Proposition 9.3 can equivalently be 
expressed as D+Vα(y0) = co{−p∗(0) : p∗ is the adjoint state associated to an optimal solution
u∗ of (9.1)}.

Lemma 9.4. For every α ∈ (0, ∞) we have y · ∇Vα(y) > 0 for almost all y ∈ R2 \ B(z,σ ). 
Further, define w : R2 → R by

w(y) =
{

0 if |y| � R

(|y|2 − R2)2 if |y| > R
(9.17)

with R = |z| + σ . Then w satisfy Hypothesis 4.2 for φ = Vα , with g=0, and � any open bounded 
subset of R2 containing the ball B(0, R) and ω � � an open set such that B(0, R) ⊂ ω.

Proof. Let y0 ∈ R2 \ B(z,σ ) be such that Vα is differentiable at y0. Then D+Vα(y0) =
{∇Vα(y0)}. This together with Proposition 9.3 implies that u∗(0) = − 1

β
∇Vα(y0). By Lemma 9.1

and (9.4) we obtain that u∗(0) · y0 < 0. Therefore we have ∇Vα(y0) · y0 > 0. This along with 
the fact that Vα is differentiable almost everywhere allow us to conclude that ∇Vα(y) · y > 0 for 
almost every y ∈R2 \ B(z,σ ).

For the rest of the statement it is enough to notice that ∇w(y) = 0 in B(0,R) and 
∇Vα(y)∇w(y) > 0 for all y ∈R2 \ B(0,R) since B(z, σ) ⊂ B(0,R). �

Next we turn to proving the non-differentiability of Vα. For this purpose we shall establish 
that there exists α∗ such that for all α > α∗ there exists ŷ1,α ∈ (−∞, z1 − σ) such that for each 
initial condition of the form (y1, 0) with ŷ1 � y1,α there exists at least two optimal solutions of 
(9.1). In the following we denote e1 = (1, 0) and e2 = (0, 1).

Lemma 9.5. Let y0,1 ∈ (−∞, z1 − σ) and α ∈ (0, ∞). Assume that y∗ ∈ H 1((0, ∞); R2) is an 
optimal trajectory of (9.1) with y0 = (y0,1, 0). If d

dt
y∗(0) · e2 = 0, then y∗(t) = (y∗

1 (t), 0) for all 
t > 0, with y∗

1 the unique solution of

y′
1 = −y1

1√
β

√(
1 + αψ

( |y1 − z1|
σ

))
, y1(0) = y0,1, for all t > 0, (9.18)

and y∗
1 (t) < 0 for all t ∈ (0, ∞).

Proof. Since y∗ satisfies (9.4), we know that y∗ ∈ C1([0, ∞); R2). Moreover, since y∗ ∈
H 1((0, ∞); R2) we can apply Lemma 9.1 to deduce that dy∗

dt
(0) · e1 > 0. Combining this, (9.5)

and the continuity of d
dt

y∗ at 0 we deduce that dy∗
dt

(0) · e1 = −y0,1
1√
β

√(
1 + αψ

( |y0,1−z1|
σ

))
. 
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Consider ŷ(t) = (ŷ1(t), 0) for t > 0 with ŷ1(t) the unique solution of (9.18). Differentiating ŷ
twice and using (9.18) we get

ŷ′′(t) = 1

β
∇�α(ŷ), for all t > 0, ŷ(0) = y0,

ŷ′(0) =
(

−y0,1
1√
β

√(
1 + αψ

( |y0,1 − z1|
σ

))
,0

)
= dy∗

dt
(0).

Thus, by uniqueness ŷ = y∗ which concludes the proof. �
Lemma 9.6. There exists ᾱ > 0 such that for each α > ᾱ there exists ŷα,1 ∈ (−∞, z1 − σ) such 
that for all y1 < ŷα,1, each optimal trajectory y∗ associated to an optimal solution u∗ of (9.1)
with y∗(0) := y0 = (y1, 0), there exists t∗ ∈ (0, ∞) fulfilling y∗(t∗) · e2 �= 0.

Proof. By contradiction, let us assume that the lemma does not hold. Then there exist sequences 
αn > 0 and yn,1 < z1 − σ satisfying yn+1,1 � yn,1 and

lim
n→∞αn = ∞, lim

n→∞yn,1 = −∞

and there exist optimal trajectories y∗
n of (9.1) with y∗

n(0) = (yn,1, 0) and α = αn such that y∗
n(t) ·

e2 = 0 for all t > 0. Since yn,1 is monotone and diverges to minus infinity, we obtain that every 
y∗
n coincides with y0,1 at a time tn ∈ (0, ∞). Defining ỹn(t) = y∗

n(t + tn), ũn(t) = u∗
n(t + tn) we 

have by the dynamic programming principle that (ỹn, ũn) is an optimal trajectory-control pair 
of (9.1) with α = αn and y0 = (y0,1, 0). Let u∞ be an optimal solution of (9.2) with y∞ its 
associated trajectory. By the optimality of ũn and the fact that y∞(t) /∈ B(z, σ) we have

∞∫
0

�αn(ỹn(t))dt + β

2

∞∫
0

|ũn(t)|2dt �
∞∫

0

1

2
|y∞(t)|2dt + β

2

∞∫
0

|u∞(t)|2dt

Since �αn(y) � 1
2 |y|2 for all y ∈ R2 and ỹ′

n = ũn, the former inequality implies that {(ỹn, ũn)}∞n=1
is a bounded family in H 1((0, ∞); R2) ×L2((0, ∞); R2). Passing to a sub-sequence if necessary, 
there exists ũ ∈ L2((0, ∞); R2) and ỹ ∈ H 1((0, ∞); R2) such that

ũn ⇀ ũ in L2((0,∞);R2), ỹn ⇀ ỹ in H 1((0,∞);R2),

and for all T ∈ (0, ∞)

ỹn → ỹ in C([0, T ];R2).

By the lower semi-continuity of the L2((0, ∞); R2) norm with respect to the weak topology of 
L2((0, ∞); R2) we get

∞∫
1

2
|ỹ(t)|2dt + β

2

∞∫
|ũ(t)|2dt �

∞∫
1

2
|y∞(t)|2dt + β

2

∞∫
|u∞(t)|2dt.
0 0 0 0
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Moreover by the definition of �α we get for all T ∈ (0, ∞)

1

2

T∫
0

|ỹn(t)|2ψ
( |ỹn(t) − z|

σ

)
dt � 1

αn

⎛
⎝ ∞∫

0

1

2
|y∞(t)|2dt + β

2

∞∫
0

|u∞(t)|2dt

⎞
⎠ .

Utilizing the uniform convergence of ỹn one obtains that for all T ∈ (0, ∞) one can take the limit 
as n goes to infinity to obtain

T∫
0

|ỹ(t)|2ψ
( |ỹ(t) − z|

σ

)
dt � 0,

from where we deduce that ψ
(

ỹ(t)−z
σ

)
= 0 for almost all t ∈ (0, T ). Since the former holds 

for all T > 0 and B(z, σ) = {y ∈ R2 : ψ(y) �= 0} we get that ỹ(t) /∈ B(z, σ) for all t > 0. In 
particular this proves that ũ is an optimal solution of (9.2). Since ỹ(t) /∈ B(z, σ) for all t > 0, 
there exists t̃ > 0 such that dist (ỹ(t̃), R ×{0}) � σ . On the other hand, we have that ỹn(t)e2 = 0
for all t > 0, which gives the desired contradiction. �
Remark 9.3. With the technique of the proof to the previous lemma it can also be argued 
that every sequence of solutions u∗

αn
to (9.1) with initial condition y0 ∈ R2 \ B(z, σ) and 

limn→∞ αn = ∞, contains a convergent subsequence and every such subsequence converges 
to a solution of (9.2).

Theorem 9.1. Let ᾱ > 0 and ŷα,1 be as in Lemma 9.6. Then every optimal solution u∗ ∈
L2((0, ∞); R2) of (9.1) with y0 = (y0,1, 0) satisfying y0,1 < ŷα,1 is such u∗(0) · e2 �= 0 and (9.1)
admits at least two solutions. Moreover for α > ᾱ the value function Vα is not differentiable in 
(y1, 0) for each y1 ∈ (−∞, ŷα,1).

Proof. Let α > ᾱ, y0,1 < yα,1 and u∗ ∈ L2((0, ∞); R2) be an optimal solution of (9.1) with 
associated state y∗ ∈ H 1((0, ∞); R2). By (9.1) we know that u∗, y∗ ∈ C∞([0, ∞); R2). By con-
tradiction, let assume that u∗(0) ·e2 = 0. Then by Lemma 9.5 we have y∗(t) ·e2 = 0, for all t > 0. 
Nevertheless, by Lemma 9.6 there exists t̄ > 0 such that y∗(t̄) · e2 �= 0 which is a contradiction. 
Hence u∗(0) · e2 �= 0. Moreover, defining ū ∈ L2((0, ∞); R2)

ū(t) =
(

1 0
0 −1

)
u∗(t),

and ȳ ∈ H 1((0, ∞); R2) as the unique solution of y′ = ū with y(0) = y0, we notice that 
�α(ȳ(t)) = �α(y∗(t)) and |ū(t)|2 = |u∗(t)|2. Consequently ū is an optimal solution of (9.1) as 
well, different from u∗.

If the value function Vα were differentiable at y0 we would have that D+Vα(y0) would be 
a singleton. However, by Proposition 9.3 we have that −βū(0) and −βu∗(0) are contained in 
D+Vα(y0) which is a contradiction to the fact that ū(0) �= u∗(0) and therefore the value function 
cannot be differentiable at y0. �
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10. Concluding remarks

In this work error bounds the convergence of feedback laws for infinite horizon problems with 
non-differentiable value functions were presented. These error bounds together with mollifica-
tions and the Moreau envelope permitted us to construct smooth sequences of feedback laws with 
the property that the associated value functions converge to the one of the original problem. We 
expect that these results will be important for both proving existence of solutions and conver-
gence for the techniques developed in [41–43,40,10], which find a feedback law by minimizing 
JT (u) = ∫

ω
Vu,T (y0)dy0 for u in a finite dimensional sub-space of smooth functions X and a 

finite time horizon T > 0. For sequences of sub-spaces Xn and time horizons Tn the convergence 
refers to the stability of the minimizers u∗

n ∈ Xn of JTn in Xn, after possibly adding a regular-
izing term which should vanish with n. We expect that this could be achieved by considering a 
sequence of sub-spaces Xn with the property that for each function u ∈ C2(�) the there exists a 
sequence un ∈ Xn which converges to u in C1

loc(�). In fact, assuming the hypotheses of Theo-
rem 5.4, a diagonalization argument may lead to the existence of a consistent sequence un ∈ Xn. 
This directly implies the existence of solutions for the learning problems and that Jn(u

∗
n) con-

verges to 
∫
ω

V (y0)dy0. However, the consistency of u∗
n requires a deep and careful analysis. 

Additionally, Corollary 5.1 says that the accumulation points of the controls obtained by these
techniques are optimal controls for almost all initial conditions.

As was seen, Hypothesis 4.2 is important in order to ensure that the trajectories resulting 
from the feedback law approximation do not escape from the domain where the value function 
is approximated. Indeed, this hypothesis allowed us to estimate the escape time of the feedback 
from the approximation region depending on the regularity of the value function. In this respect, 
a stronger assumption on the stabilizability of the dynamics of (2.1) could lead to strengthen the 
estimates in Section 7. For instance, in the case of exponential stabilizability, the escape time 
of the trajectories resulting from the feedback law approximation is expected to be infinity in a 
similar way as was done in [41, Section 4, Proposition 1] for the smooth case.

The results of Section 6 could also be applied to bound the error of feedback laws constructed 
from data driven approaches for the case of non-differentiable value function. However, in order 
to do this the constructed feedback laws must satisfy (6.4), which of course will depend on the 
particularities of the method (e.g. neural network, polynomials, etc) and the control problem 
under study. Moreover, a stability assumptions like Hypothesis 4.2 needs to be satisfied by the 
closed loop problem obtained from the constructed feedback law. In these regards, it could be of 
interest to study under which conditions the results in Section 6 could be applied to prove the 
convergence of data driven approaches.

The example presented in Section 9 proves that even if all the data of the control problem 
are smooth, the value function can be non-differentiable. On the other hand, for this example 
the value function was proved to be Lipschitz continuous and Hypothesis 4.2 was also proved to 
hold. This underline the importance of the results presented in this work concerning the syntheses 
of smooth feedback laws. It is also worth to mention that the non-uniqueness result is part due 
to the symmetry of both the objective function and the dynamics, which enable us to find a 
transformation of the optimal control which is still optimal. Further, the particular characteristics 
of this problem made it possible to demonstrate that the controls which are invariable under this 
transformation are not optimal solutions for α large enough. We expect that many interesting 
generalizations and modifications of this example are possible.

To conclude this work we mention some interesting extensions. We order them according to 
their apparent complexity and connection with this work. The error bound derived in Section 6
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and the escape time estimation in Section 7 could be easily extended to the finite horizon case 
with some modification on the hypotheses. Additionally, the case of restrictions on the state 
could be treated by first approximating the problem by a penalty method and followed by the 
construction of a sequence of approximating feedback laws. Further, a key condition in this work 
was the availability of an expression of the feedback law as a function of the gradient of the value 
function. This is also the case for problems with convex restrictions on the control, where this 
expression is given by the projection onto the restrictions set. Nevertheless, since the projection 
on a closed convex set is just Lipschitz continuous, following the methods of the present work 
will lead to a Lipschitz sequence of feedback laws. Finally, since we proved error estimates in 
Section 6 with respect to Lp norms with p ∈ (1, ∞), we believe that it could be possible to apply 
similar techniques to analyze the case of control problems with discontinuous value functions, 
for instance problems with final cost and escape time.

Data availability

No data was used for the research described in the article.
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