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Abstract

A control in feedback form is derived for linear quadratic, time-invariant optimal control
problems subject to parabolic partial differential equations with coefficients depending on
a countably infinite number of uncertain parameters. It is shown that the Riccati-based
feedback operator depends analytically on the parameters provided that the system operator
depends analytically on the parameters, as is the case, for instance, in diffusion problems
when the diffusion coefficient is parameterized by a Karhunen–Loève expansion. These novel
parametric regularity results allow the application of quasi-Monte Carlo (QMC) methods to
efficiently compute an a-priori chosen feedback law based on the expected value. Moreover,
under moderate assumptions on the input random field, QMC methods achieve superior error
rates compared to ordinary Monte Carlo methods, independently of the stochastic dimension
of the problem. Indeed, our paper for the first time studies Banach-space-valued integration
by higher-order QMC methods.

Keywords: Feedback control uncertainty, quasi-Monte Carlo method, parametric linear quadratic
optimal control, partial differential equations with random coefficients.
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1 Introduction
The design of regulators for controlled dynamical systems is a crucial task across various dis-
ciplines. While the governing equations are known in many real-world scenarios, the precise
values of certain coefficients within these equations often elude our grasp due to measurement
errors, material imperfections, or inherent randomness. A careful analysis of the uncertainty is
thus indispensable in order to ensure that the control objective can be achieved.

In the last decade there has been a lot of research on open-loop control problems under uncer-
tainty [1, 14, 22, 26]. In these works controls are developed that are optimal with respect to given
performance measures, which allow for different levels of risk aversion [19, 34]. The performance
measures typically involve high-dimensional integrals over the space of uncertain parameters, re-
sulting in computationally challenging problems. Strategies to reduce the computational burden
include, for instance, (multilevel) Monte Carlo methods [27, 30, 39], (multilevel) quasi-Monte
Carlo methods [14, 18, 24], sparse grids [4, 20], and variants of the stochastic gradient descent
algorithm [11, 25]. We point out that quasi-Monte Carlo methods are particularly well-suited,
since they retain the convexity structure of the optimal control problem while achieving faster
convergence rates as compared to Monte Carlo methods.
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Control strategies that are directly applicable to different problem configurations, such as
varying initial conditions, are highly desirable—especially in the presence of uncertainty. In
contrast to open-loop controllers, closed-loop (or feedback) controllers can be constructed in-
dependently of the initial condition; hence, this is one reason why they are favourable in the
presence of uncertainty. In [15] a robust feedback controller has been developed for stabilization
problems with uncertain parameters, and has been applied to tracking problems under uncer-
tainty in [17]. Adaptive choices of feedback controls for systems with uncertain parameters have
been developed in [16, 21].

In this manuscript, parameter-dependent tracking problems over a finite time-horizon T > 0
for linear autonomous control systems in the form

ẏσ = Aσyσ +Buσ + f, yσ(0) = y◦, (1.1)

are investigated with state yσ(t) ∈ H for every σ ∈ S ⊂ RN, for time t ∈ [0, T ], and ẏ := d
dty.

The state space H is a separable Hilbert space and identified with its own dual. Moreover,
the space V is another separable Hilbert space which is continuously and densely embedded
in H, leading to the Gelfand triplet V ⊂ H ⊂ V ′. The time evolution of the state is described
by Aσ ∈ L(V, V ′) depending on a (possibly infinite) sequence of uncertain parameters σ ∈ S.
The control operator B ∈ L(U,H) is a bounded linear operator and the control space U is
a finite-dimensional separable Hilbert space. The initial condition y◦ ∈ H and the external
forcing f ∈ L2(0, T ;V ′) are given and the choice of the control input u ∈ L2(0, T ;U) is at our
disposal.

More precisely, we aim at steering the state yσ as close as possible to targets g ∈ L2(0, T ;H),
gT ∈ H, using a control in feedback form. If the exact value of σ was known, one could follow
a classical strategy by considering the minimization of energy-like functionals as

J (yσ, uσ) = 1
2

∫ T

0

(
‖Q(yσ(t)− g(t))‖2H + ‖uσ(t)‖2U

)
dt+ 1

2‖P (yσ(T )− gT )‖2H , (1.2)

subject to (1.1), for a given observation operator Q ∈ L(H) and P ∈ L(H). In this way
one obtains an optimal feedback control input uσ(t) = K(t, yσ(t)), with the input feedback
operator K = Kσ depending on the parameter σ, arriving at the optimal closed-loop system

ẏσ(t) = Aσyσ(t) +BKσ(t, yσ(t)) + f(t), yσ(0) = y◦.

If the value of σ is unknown, one could find an estimate σ for σ. Applying the feedback Kσ
designed for the estimate σ, leads to

ẏσ(t) = Aσyσ(t) +BKσ(t, yσ(t)) + f(t)
= Aσyσ(t) +BKσ(t, yσ(t)) + f(t) + (Aσ −Aσ)yσ(t).

One may hope that the feedback Kσ will have good tracking properties provided that the
estimate σ for σ is good, in the sense that Aσ −Aσ is small.

However, finding a good estimate can be time consuming, computationally expensive or
even impossible in applications. Thus, we propose an input control operator K = KS, which is
based on the expectation with respect to the parameter σ ∈ S. As a consequence the feedback
is independent of a particular realization of the parameter σ and can be computed a-priori.
Moreover, we investigate quasi-Monte Carlo (QMC) approximations of the expected value of
the optimal feedback operator:

KS =
∫
S
K(σ)µ(dσ) ≈

∫
Ss
K((σs,0))µs(dσs) ≈

1
n

n−1∑
k=0

K((σ(k),0)), (1.3)
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where µ and µs are suitable product probability measures overS andSs ⊂ Rs, respectively. The
infinite-dimensional integral over S is first approximated by an s-dimensional integral over Ss ⊂
Rs, introducing the dimension truncation error. Here, the problem is truncated by setting all
components of σ with index larger than s to zero, i.e., (σs,0) := (σ1, . . . , σs, 0, 0, . . .). The s-
dimensional integral is then approximated by an n-point cubature rule with carefully chosen
QMC integration points σ(0), . . . ,σ(n−1) ∈ Ss. QMC rules are equal-weight quadrature rules
that are frequently used for approximating multi-variate integrals on bounded domains. In
this context, one tries to make a smart choice of the integration nodes in order to obtain
sufficiently fast error convergence for integrands with suitable properties; two prominent classes
of integration node sets are lattice point sets and polynomial lattice point sets, which we will
both use in this paper. For general introductions to the field, we refer to, e.g., [6, 8, 10, 29, 37].

The key contributions of this paper are:

• The parametric regularity analysis of the feedback law K(σ) = Kσ, consisting of the
solution of a differential Riccati equation Πσ associated to the optimal control problem
and the solution hσ of an additional differential equation in the nonhomogeneous case.

• Convergence rates for the approximation (1.3) that are superior to ordinary Monte Carlo
rates for sufficiently smooth input randomness, independently of the dimension. As we
will show, the integrands considered in this paper are infinitely smooth so that we can
obtain error convergence rates of arbitrarily high polynomial order when using suitable
integration methods. This manuscript is the first study of higher-order QMC methods for
the approximations of integrals with integrands taking values in separable Banach spaces.

• The propagation of the total approximation error to control and state trajectories and the
quantification of the suboptimality of the proposed feedback (1.3).

1.1 Contents

The manuscript is structured as follows. In Sect. 2 we state our working assumptions which
ensure that the optimality conditions of the parameterized linear quadratic optimal control
problem can be formulated as a parameterized family of linear operator equations. In Sect. 3,
under parametric regularity assumptions on Aσ, we show that this parameterized family of linear
operators falls into the class of p-analytic linear operator equations, which directly provides us
with parametric regularity results for the optimal state and adjoint state. In Sect. 4 we show
that the optimal feedback operator inherits essentially the same parametric regularity as the
optimal state and adjoint state, which is then used in the quasi-Monte Carlo error analysis in
Sect. 5. We investigate how the approximation error of the feedback operator propagates into
the controls and state trajectories in Sect. 6.

1.2 Notation

Given real numbers r < s and separable Banach spaces X and Y, the space of continuous func-
tions from [r, s] into X is denoted by C([r, s];X ) and the Bochner space of strongly measurable
square integrable functions from the interval (r, s) into X is denoted by L2(r, s;X ) and we also
denote the subspace W (r, s;X ,Y) := {v ∈ L2(r, s;X ) | v̇ ∈ L2(r, s;Y)}. Since the time hori-
zon T > 0 will be fixed throughout this manuscript, to shorten the exposition, sometimes we
shall denote

XT := L2(0, T ;X ) and WT (X ,Y) := W (0, T ;X ,Y).

By L(X ,Y) we denote the space of linear continuous mappings from X into Y, and in
case X = Y we use the shorter L(X ) := L(X ,X ).
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Throughout this manuscript, boldfaced symbols are used to denote multi-indices while the
subscript notation mj is used to refer to the jth component of a multi-index m. Further, let

F := {m ∈ NN
0 | |m| <∞}

denote the set of finitely supported multi-indices, where the order of a multi-indexm is defined
as |m| := ∑

j≥1mj . For a sequence σ := (σj)∞j=1 of real numbers and m ∈ F , we define

∂mσ := ∂m1

∂σ1

∂m2

∂σ2
· · · , and σm :=

∞∏
j=1

σ
mj
j ,

where we follow the convention 00 := 1. Further, we write δm,0 = 1 ifmj = 0 ∀j ≥ 1 and δm,0 = 0
otherwise.

For positive integers `,m with ` ≤ m we write {` : m} to denote the set {`, ` + 1, . . . ,m}.
Furthermore, for u ⊆ {1 : s} and a point x ∈ [−1, 1]s, we write xu to denote the projection
of x onto those components corresponding to the indices in u. For x = (x1, . . . , xs) and y =
(y1, . . . , ys) ∈ [−1, 1]s, we write (xu : y{1:s}\u) to denote the point z = (z1, . . . , zs), where

zj =
{
xj if j ∈ u,
yj otherwise.

In order to indicate that an object G depends on a parameter sequence σ ∈ S, we use both
notations G(σ) and Gσ (even for the exact same object) throughout the manuscript.

2 Optimality conditions of the parameterized linear-quadratic
control problem

We assume that the parameter-dependent operator Aσ in (1.1) can be associated with a contin-
uous and V -H-coercive parameter-dependent bilinear form a(σ; ·, ·), that is

〈Aσv, w〉V ′,V := −a(σ; v, w), ∀v, w ∈ V, ∀σ ∈ S, (2.1)

where ∃(ρ, θ) ∈ R× [0,∞) such that

a(σ; v, v) + ρ‖v‖2H ≥ θ‖v‖2V ∀v ∈ V and ∀σ ∈ S. (2.2)

In addition we assume that the operators have a uniform upper bound, that is

‖Aσ‖L(V,V ′) ≤ CA ∀σ ∈ S. (2.3)

Then, we define the parameterized family of parabolic evolution operators Aσ := A(σ) ∈
L(WT (V, V ′), V ′T ×H) as

〈Aσw, (v1, v2)〉V ′T×H,VT×H := 〈ẇ, v1〉V ′T ,VT − 〈Aσw, v1〉V ′T ,VT + 〈w(0), v2〉H (2.4)

for all w ∈ WT (V, V ′) and all v = (v1, v2) ∈ VT × H. Using the parabolic operator Aσ, the
necessary and sufficient optimality conditions for (1.2) subject to (1.1) can be written as

A(σ)y(σ) =
(
Bu(σ) + f

y◦

)
(2.5a)

A(σ)∗
(
q1(σ)
q2(σ)

)
= −Q∗Q(y(σ)− g)− E∗TP ∗P (ET y(σ)− gT ) (2.5b)
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u(σ) = B∗q1(σ), (2.5c)

where for t ∈ [0, T ] the operator Et : WT (V, V ′) → H evaluates a function at time t. Note
that (2.5a) is an equivalent formulation to (1.1). Further, the adjoint equation (2.5b), for
every σ ∈ S, is understood in a weak sense as

〈w,−q̇1(σ)−A∗σq1(σ)〉VT ,V ′T + 〈w(T, ·), q1(σ;T, ·)〉H
− 〈w(0, ·), q1(σ; 0, ·)〉H + 〈w(0, ·), q2(σ)〉H

= −〈w,Q∗Q(y(σ)− g)〉HT − 〈w(T, ·), P ∗P (yT (σ)− gT )〉H

for all w ∈WT (V, V ′). In particular, testing with w ∈WT (V, V ′) satisfying w(T, ·) = w(0, ·) = 0,
leads to −q̇1(σ) − A∗σq1(σ) = −Q∗Q(y(σ) − g), and thus q1(σ) ∈ WT (V, V ′) for every σ ∈ S.
Then, testing with w ∈ WT (V, V ′) satisfying w(T, ·) = 0, leads to q1(σ; 0, ·) = q2(σ). Finally,
testing with arbitrary w ∈WT (V, V ′) leads to q1(σ;T, ·) = −P ∗P (yT (σ)− gT ).

Using the additional regularity of the adjoint variable q1(σ) ∈WT (V, V ′) the optimal state-
adjoint-pair (y(σ), q1(σ)) ∈WT (V, V ′)×WT (V, V ′) can be found by solving

G(σ)
(
y(σ)
q1(σ)

)
=


f
y◦

Q∗Qg
P ∗PgT

 ∈ V ′T ×H ×HT ×H, (2.6)

where, for every σ ∈ S, the operator G(σ) ∈ L(WT (V, V ′) ×WT (V, V ′), V ′T ×H × V ′T ×H) is
defined as

G(σ) =


d
dt −Aσ −BB∗
E0 0
Q∗Q − d

dt −A
∗
σ

P ∗PET ET

 . (2.7)

In the next section we specify the parametric dependence of the dynamics and then inves-
tigate the parametric regularity of several quantities of interest related to the optimal control
problem.

3 Parametric regularity analysis
In order to derive parametric regularity results for the feedback law Kσ = K(σ) in Sect. 4, we
rely on the concept of p-analytic operators. We shall verify that Gσ is a p-analytic family of
operators, utilizing a parametric regularity assumption on Aσ. To this end, let

σ := (σ1, σ2, . . . , σs, . . .) ∈ S := [−1/2, 1/2]N ,

which we equip with the uniform product probability measure

µ(dσ) = dσ =
∞⊗
j=1

dσj .

Definition 3.1. Let X and Y be two separable Hilbert spaces. A family of bounded linear
operators {G(σ) ∈ L(X,Y ′) | σ ∈ S} is called p-analytic, for p ∈ (0, 1], if the following
conditions hold:

(i) The family of operators G(σ) has a uniformly bounded inverse, i.e., there exists a con-
stant C1 > 0 such that

sup
σ∈S
‖G(σ)−1‖L(Y ′,X) ≤ C1. (3.1)
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(ii) There exists a nonnegative sequence b̃ = (b̃j)j∈N ∈ `p(N) such that for all ν ∈ F \ {0} it
holds that

sup
σ∈S
‖G(0)−1(∂νσG(σ))‖L(X,X) ≤ C1b̃

ν
. (3.2)

Solutions of linear operator equations are analytic functions of the parameters σ, if the
operator is p-analytic. This fact is made precise in the following theorem.

Theorem 3.1 ([22, Thm. 4]). Let G(σ) be a p-analytic family of operators. Then, for every f ∈
Y ′ and every σ ∈ S, there is a unique solution y(σ) ∈ X of the parameterized operator equation

G(σ)y(σ) = f in Y ′.

Moreover, the parametric solution y(σ) depends analytically on the parameters, with

sup
σ∈S
‖(∂νσy)(σ)‖X ≤ C1‖f‖Y ′ |ν|!bν

for all ν ∈ F , where bj = b̃j/ ln 2.

3.1 Affine parameter dependence

Consider a family of operators Gσ which depends on the parameters σ ∈ S = [−1/2, 1/2]N in an
affine manner. This situation arises, e.g., in diffusion problems where the diffusion coefficients
are parameterized in terms of a Karhunen–Loève expansion [2, 36]. More precisely, consider a
family (Gj)j≥0, where Gj ∈ L(X,Y ′) for each j ≥ 0 such that Gσ can be represented as

G(σ) = G0 +
∑
j≥1

σjGj .

If G0 = G(0) satisfies (3.1) with a constant 1
c0

and the fluctuations Gj are small relative to G0 in
the sense that there exists 0 < κ < 2 such that ∑j≥1 ‖G−1

0 Gj‖L(X) ≤ κ, then Gσ satisfies (3.1)
and (3.2) with C1 = 1

(1−κ/2)c0 and bj = ‖Gj‖L(X)
(1−κ/2)c0 , j ≥ 1, see [35, Coro. 1].

3.2 Uniform bounded invertibility of A and G

In this section, we show that the norms of the inverses of the parameterized family of saddle
point operators (2.7) are uniformly bounded with respect to σ ∈ S, i.e., satisfy (3.1). To do so,
we first derive such a bound for the parabolic evolution operators.

Similar bounds have been obtained in [22], where it is shown that saddle point operators
of linear quadratic control problems subject to p-analytic parameterized parabolic evolution
operators are p-analytic, see [22, Thm. 22].

However, the continuity and inf-sup condition constants derived in [22] involve the con-
stant % := sup0 6=w∈WT (V,V ′)

‖w(0,·)‖H
‖w‖WT (V,V ′)

depending on the time horizon T . This embedding
constant becomes unbounded as T → 0, rendering it unsuitable for our subsequent analysis. In-
stead, we derive bounds that are uniform with respect to σ ∈ S and remain bounded as T → 0.
Moreover, our bounds depend continuously and monotonically on the time horizon T . This, in
conjunction with the time-invariance of the problem, will enable us later in Sect. 4.1 to establish
the analytic dependence of the feedback law at any time t ∈ [0, T ].

Lemma 3.1. Under the assumptions (2.1), (2.2), and (2.3) the parameterized family of parabolic
evolution operators Aσ ∈ L(WT (V, V ′), V ′T × H), as defined in (2.4), has uniformly bounded
inverses

‖A−1
σ ‖L(V ′T×H,WT (V,V ′)) ≤ cA(T ) ∀σ ∈ S,

with T 7→ cA(T ) continuous and monotonically increasing and independent of σ.
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The proof of Lemma 3.1 follows standard arguments and thus is presented in Appendix A
for completeness. Under the conditions of Lemma 3.1, we next derive a uniform bound for the
inverses of the parameterized family of operators Gσ defined in (2.7).

Theorem 3.2. Under the conditions of Lemma 3.1, the parameterized family of operators Gσ =
G(σ) ∈ L(WT (V, V ′)×WT (V, V ′), V ′T ×H×V ′T ×H), as defined in (2.7), has uniformly bounded
inverses

‖G−1
σ ‖L(V ′T×H×V

′
T×H,WT (V,V ′)×WT (V,V ′)) ≤ cG(T ), ∀σ ∈ S,

with
cG(T ) = (Cy(T )2 + Cq(T )2)

1
2 ,

independent of σ ∈ S, and depending continuously and monotonically on T , where

Cq(T )2 := cA(T )22
(
c2
H

(
1 + ‖Q∗Q‖L(H)c

2
V Cy(T )2

)
+ 1 + ‖P ∗P‖2L(H)

(
1 + θ−1 + 2ρTe2ρT

))
,

Cy(T )2 := cA(T )2(c2
H‖B‖2L(U,H)Cu(T )2 + 1),

Cu(T )2 := 2
(
‖Q‖2L(H)c

2
V cA(T )2 + ‖P‖2L(H)

(
1 + θ−1 + 2ρTe2ρT

)
+ 4φ(T )

)
with C1 := 1 + θ−1 + 2ρTe2ρT , and cH and cV denoting the embedding constant ‖ · ‖V ′ ≤ cH‖ · ‖H
and ‖ · ‖H ≤ cV ‖ · ‖V , respectively.

Proof. For every σ ∈ S, we will show that, for arbitrary functions (a, b, c, d) ∈ V ′T ×H×V ′T ×H,
there exists a unique solution (w1, w2) ∈WT (V, V ′)×WT (V, V ′) of

G(σ)
(
w1(σ)
w2(σ)

)
=


a
b
c
d

 , (3.3)

which depends continuously on (a, b, c, d). First, observe that (3.3) can be written as

ẇ1(σ)−A(σ)w1(σ) = a+Bu(σ) (3.4a)
w1(σ; 0) = b (3.4b)

−ẇ2(σ)−A(σ)w2(σ) = −(Q∗Qw1(σ)− c) (3.4c)
w2(σ;T ) = −(P ∗Pw1(σ;T )− d) (3.4d)

u(σ) = B∗w2(σ). (3.4e)

Moreover, for every σ ∈ S, the set of equations (3.4) defines necessary and sufficient optimality
conditions of the linear quadratic optimal control problem minw1(σ),u(σ) J(w1(σ), u(σ)), subject
to (3.4a) and (3.4b), where

J(w1(σ), u(σ)) := 1
2
(
‖Qw1(σ)‖2HT + ‖u(σ)‖2UT + ‖Pw1(σ;T )‖2H

)
− 〈w1(σ), c〉VT ,V ′T − 〈w1(σ;T ), d〉H .

The existence of a minimizer (w1(σ), u(σ)) of this linear quadratic optimal control problem (and
thus the existence of a solution (w1(σ), w2(σ)) of (3.3)) follows by the direct method in calculus
of variations. Furthermore, the minimizer is unique since J is strictly convex.

Next, we will prove that G(σ)−1 is uniformly bounded with respect to σ ∈ S. For this
purpose, it remains to obtain a uniform bound on w1(σ), w2(σ) in terms of (a, b, c, d).

To this end, denoting by w̄1(σ) the solution of the uncontrolled system (A.1), we observe
that, for every σ ∈ S, the optimal state-control pair (w1(σ), u(σ)) satisfies J(w1(σ), u(σ)) ≤
J(w̄1(σ), 0). Thus,

1
2‖u(σ)‖2UT ≤

1
2
(
‖Qw̄1(σ)‖2HT − ‖Qw1(σ)‖2HT + ‖Pw̄1(σ;T )‖2H − ‖Pw1(σ;T )‖2H

)
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− 〈w̄1(σ)− w1(σ), c〉HT − 〈w̄1(σ;T )− w1(σ;T ), d〉H

≤ 1
2
(
‖Qw̄1(σ)‖2HT + ‖Pw̄1(σ;T )‖2H

)
+ ε

2‖w̄1(σ)− w1(σ)‖2HT + 1
2ε‖c‖

2
HT

+ ε

2‖w̄1(σ;T )− w1(σ;T )‖2H + 1
2ε‖d‖

2
H ,

for an arbitrary ε > 0 with Young’s inequality. Denoting by cV the embedding constant ‖ · ‖H ≤
cV ‖ · ‖V , we obtain

‖w̄1(σ)− w1(σ)‖2HT ≤ c
2
V ‖w̄1(σ)− w1(σ)‖2VT ≤ c

2
V ‖w̄1(σ)− w1(σ)‖2WT (V,V ′).

We note that by the linearity of the state equation, w̄1(σ)−w1(σ) solves (A.1) with f = Bu(σ)
and y◦ = 0. Thus, from Lemma 3.1 it follows that

‖w̄1(σ)− w1(σ)‖2HT ≤ c
2
V cA(T )‖Bu(σ)‖2V ′T ≤ c

2
V cA(T )c2

H‖B‖2L(U,H)‖u(σ)‖2UT , (3.5)

where cH denotes the embedding constant ‖ · ‖V ′ ≤ cH‖ · ‖H . Further, from (A.3) and (A.4)
below we conclude that

‖w̄1(σ;T )− w1(σ;T )‖2H ≤
(1
θ

+ 2ρTe2ρT
)
c2
H‖B‖2L(U,H)‖u(σ)‖2UT .

Setting φ(T ) :=
(

1
θ + 2ρTe2ρT + c2

V cA(T )
)
c2
H‖B‖2L(U,H), we arrive at(1

2 − εφ(T )
)
‖u(σ)‖2UT ≤

1
2

(
‖Qw̄1(σ)‖2HT + ‖Pw̄1(σ;T )‖2H + 1

ε
‖c‖2HT + 1

ε
‖d‖2H

)
,

and selecting ε = 1
4φ(T ) gives

‖u(σ)‖2UT ≤ 2
(
‖Qw̄1(σ)‖2HT + ‖Pw̄1(σ;T )‖2H + 4φ(T )

(
‖c‖2HT + ‖d‖2H

))
≤ 2

(
‖Q‖2L(H)‖w̄1(σ)‖2HT + ‖P‖2L(H)‖w̄1(σ;T )‖2H + 4φ(T )

(
‖c‖2HT + ‖d‖2H

))
. (3.6)

Moreover, using (A.4) together with (A.3) gives

‖w̄1(σ;T )‖2H ≤ ‖b‖2H + 2ρTe2ρT (‖b‖2H + ‖a‖2V ′T ) + 1
θ
‖a‖2V ′T

≤ (1 + 1
θ

+ 2ρTe2ρT )(‖b‖2H + ‖a‖2V ′T ). (3.7)

Further, with ‖w̄1(σ)‖2HT ≤ c2
V ‖w̄1(σ)‖2VT ≤ c2

V ‖w̄1(σ)‖2WT (V,V ′) and Lemma 3.1, we have
that ‖w̄1(σ)‖2HT ≤ c2

V cA(T )2(‖b‖2H + ‖a‖2V ′T ). Then, together with (3.6) and (3.7) we conclude
that

‖u(σ)‖2UT ≤ 2
(
‖Q‖2L(H)c

2
V cA(T )2 + ‖P‖2L(H)(1 + 1

θ
+ 2ρTe2ρT )

)
(‖b‖2H + ‖a‖2V ′T )

+ 8φ(T )
(
‖c‖2HT + ‖d‖2H

)
,

and thus

‖u(σ)‖2UT ≤ Cu(T )2(‖a‖2V ′T + ‖b‖2H + ‖c‖2HT + ‖d‖2H), (3.8)

with Cu(T ) as above.
From (3.8) and Lemma 3.1 it follows that

‖w1(σ)‖2WT (V,V ′) ≤ cA(T )2(‖Bu(σ) + a‖2V ′T + ‖b‖2H)
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≤ Cy(T )2(‖a‖V ′T + ‖b‖2H + ‖c‖2V ′T + ‖d‖2H).

for every σ ∈ S with Cy. Analogously to (A.7) we obtain for the adjoint equation (3.4c)–(3.4d)
the following estimate

‖w2(σ)‖2WT (V,V ′) ≤ cA(T )2
(
‖Q∗Qw1(σ)− c‖2V ′T + ‖P ∗Pw1(σ;T )− d‖2H

)
= C2

q(‖a‖2V ′T + ‖b‖2H + ‖c‖2V ′T + ‖d‖2H),

for every σ ∈ S. We conclude that for every σ ∈ S it holds that

‖(w1(σ), w2(σ))‖2WT (V,V ′)×WT (V,V ′) = ‖w1(σ)‖2WT (V,V ′) + ‖w2(σ)‖2WT (V,V ′)

≤ (C2
y + C2

q)(‖a‖2V ′T + ‖b‖2H + ‖c‖2V ′T + ‖d‖2H),

which shows the desired result.

3.3 Parametric regularity of A and G

In Theorem 3.2 we have shown that G−1
σ is uniformly bounded with respect to σ ∈ S by

a constant cG(T ) provided that A−1
σ is uniformly bounded by a constant cA(T ). Similarly, the

following result shows that the parametric regularity of Aσ determines the parametric regularity
of Gσ.

Theorem 3.3. Let the assumptions (2.1), (2.2), and (2.3) hold, and assume that there exists a
sequence b̃ ∈ `p(N), for some 0 < p ≤ 1, of nonnegative numbers, such that ‖∂νσAσ‖L(V,V ′) ≤ b̃

ν

for all ν ∈ F \ {0}. Then, for every σ ∈ S, the tracking problem of minimizing J (yσ, uσ)
subject to (1.1) over (yσ, uσ) can be formulated as an operator equation (2.6), and the associated
operator, as defined in (2.7), is p-analytic with the same regularity parameter p. Moreover, from
Theorem 3.1 it follows that the state and adjoint state depend analytically on the parameters σ ∈
S:

∥∥∥∥∥∂νσ
(
y
q1

)
(σ)

∥∥∥∥∥
WT (V,V ′)×WT (V,V ′)

≤ cG(T )|ν|!bν

∥∥∥∥∥∥∥∥∥


f
y◦

Q∗Qg
P ∗PgT


∥∥∥∥∥∥∥∥∥
V ′T×H×V

′
T×H

, (3.9)

for all ν ∈ F , with bj := b̃j/ ln 2, and a constant cG(T ) > 0 depending continuously and
monotonically increasing on T and which is independent of σ ∈ S.

Proof. From Lemma 3.2 we know that Gσ satisfies (3.1) with constant cG(T ) > 0. Hence, it
remains to show that there is a nonnegative sequence b̃ ∈ `p(N), such that for all ν ∈ F \ {0},
the operator Gσ satisfies (3.2).

In order to prove this, we observe that for all ν ∈ F \{0} and for all (w1, w2) ∈WT (V, V ′)×
WT (V, V ′) we have

‖G(0)−1∂νσG(σ)(w1, w2)‖2WT (V,V ′)×WT (V,V ′) ≤ cG(T )2‖∂νσG(σ)(w1, w2)‖2V ′T×H×V ′T×H
= cG(T )2

(
‖∂νσAσw1‖2V ′T + ‖∂νσA∗σw2‖2V ′T

)
≤ cG(T )2‖∂νσAσ‖2L(V,V ′)‖(w1, w2)‖2WT (V,V ′)×WT (V,V ′).

Thus, it holds that

‖G(0)−1∂νσG(σ)‖L(WT (V,V ′)×WT (V,V ′)) ≤ cG(T )b̃ν ,

and Gσ is p-analytic with the constant cG(T ).
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We remark that the condition that there exists a sequence b̃ ∈ `p(N), for some 0 < p ≤
1, of nonnegative numbers, such that ‖∂νσAσ‖L(V,V ′) ≤ b̃

ν for all ν ∈ F \ {0} follows from
assumption (2.3) provided that Aσ satisfies (3.2). In particular, if Aσ satisfies (3.2) for some
sequence ρ, then we can take b̃j = CAC1ρj , j ≥ 1.

Since ‖ · ‖2WT (V,V ′)×WT (V,V ′) = ‖ · ‖2WT (V,V ′) + ‖ · ‖2WT (V,V ′), the bound (3.9) holds in particular
for the state and adjoint individually, that is

‖(∂νσy)(σ)‖WT (V,V ′) ≤ cG(T )|ν|!bν‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H (3.10)

and

‖(∂νσq1)(σ)‖WT (V,V ′) ≤ cG(T )|ν|!bν‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H . (3.11)

3.4 Parametric regularity of the optimal cost

In order to establish the parametric regularity of the feedback law in the next section, we first
investigate the parametric regularity of the following quantities of interest (QoI) related to the
objective functional (1.2):∣∣∂νσ‖Q(y(σ)− g)‖2HT

∣∣ and
∣∣∂νσ‖u(σ)‖2UT

∣∣ and
∣∣∂νσ‖P (yT (σ)− gT )‖2H

∣∣. (3.12)

For future reference, we include the general cases 0 6= g ∈ HT and 0 6= gT ∈ H in the
following regularity analysis: for g independent of σ, we have ∂νσg = g if ν = 0 and ∂νσg = 0
otherwise.

Lemma 3.2. Let the assumptions of Theorem 3.3 hold. Then, it holds that∣∣∂νσ‖Q(y(σ)− g)‖2HT
∣∣ ≤ C1(T )(|ν|+ 1)! bν∣∣∂νσ‖u(σ)‖2UT
∣∣ ≤ C2(T )(|ν|+ 1)! bν∣∣∂νσ‖P (yT (σ)− gT (σ))‖2H
∣∣ ≤ C3(T )(|ν|+ 1)! bν ,

for all ν ∈ F , where

C1(T ) := ‖Q‖2L(H)
(
cV cG(T )‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H + ‖g‖HT

)2
C2(T ) := ‖B‖2L(U,H)c

2
V cG(T )2‖(f, y◦, Q∗Qg, P ∗PgT )‖2V ′T×H×V ′T×H

C3(T ) := ‖P‖2L(H)(‖gT ‖H + (cG(T )2 + 1)‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H)2.

In particular, the following regularity result holds for the optimal cost,

∣∣∂νσJ (yσ, uσ)
∣∣ ≤ C4(T )

2 (|ν|+ 1)!bν , (3.14)

for all ν ∈ F with C4(T ) = ∑3
i=1Ci(T ) depending continuously and monotonically increasing

on T .

Proof. Let ν ∈ F . We begin with the first QoI in (3.12). Using that Q is independent of σ ∈ S,
with (3.10), we have

‖∂νσQ(y(σ)− g)‖HT ≤
(
‖∂νσQy(σ)‖HT + ‖∂νσQg‖HT

)
≤ Cg|ν|!bν , (3.15)

where Cg := ‖Q‖L(H)
(
cV cG(T )‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H + ‖g‖HT

)
. Then, for the first

QoI in (3.12) we have∣∣∂νσ‖Q(y(σ)− g)‖2HT
∣∣ =

∣∣∂νσ〈Q(y(σ)− g), Q(y(σ)− g)〉HT
∣∣
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=
∣∣ ∑
m≤ν

(
ν

m

)
〈∂mσ Q(y(σ)− g), ∂ν−mσ Q(y(σ)− g)〉HT

∣∣.
Using the Cauchy–Schwarz inequality, the triangle inequality, and (3.15) we obtain

∣∣∂νσ‖Q(y(σ)− g)‖2HT
∣∣ ≤ ∑

m≤ν

(
ν

m

)
Cg|m|!bmCg|ν −m|!bν−m

= C2
gb
ν
|ν|∑
`=0
|`|!(|ν| − `)!

∑
|m|=`
m≤ν

(
ν

m

)
= C2

gb
ν(|ν|+ 1)!,

where we used the Vandermonde convolution ∑|m|=`
m≤ν

( ν
m

)
=
(|ν|
`

)
= |ν|!

`!(|ν|−`)! .

For the second QoI in (3.12) we use the optimality condition (2.5c), i.e., u(σ) = B∗q1(σ).
Using the Cauchy–Schwarz inequality and the triangle inequality, and (3.11) yields

∣∣∂νσ‖B∗q1(σ)‖2UT
∣∣ ≤ ∑

m≤ν

(
ν

m

)
‖∂mσ B∗q1(σ)‖UT ‖∂ν−mσ B∗q1(σ)‖UT

≤
∑
m≤ν

(
ν

m

)
‖B‖L(U,H)cV cG(T )|m|!bm‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H

× ‖B‖L(U,H)cV cG(T )|ν −m|!bν−m‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H

≤ ‖B‖2L(U,H)c
2
V cG(T )2‖(f, y◦, Q∗Qg, P ∗PgT )‖2V ′T×H×V ′T×Hb

ν
|ν|∑
`=0
|`|!(|ν| − `)!

∑
|m|=`
m≤ν

(
ν

m

)

= ‖B‖2L(U,H)c
2
V cG(T )2‖(f, y◦, Q∗Qg, P ∗PgT )‖2V ′T×H×V ′T×Hb

ν(|ν|+ 1)!,

where we used the Vandermonde convolution as in the steps for the first QoI.
In order to prove the bound for the third QoI in (3.12), we use the following estimate:

‖∂νσyσ(T )‖2H − ‖∂νσyσ(0)‖2H =
∫ T

0

d
dt‖∂

ν
σyσ(t)‖2H dt = 2

∫ T

0
〈 d
dt∂

ν
σyσ(t), ∂νσyσ(t)〉V ′,V dt

≤ 2‖ d
dt∂

ν
σyσ‖V ′T ‖∂

ν
σyσ‖VT ≤ ‖∂

ν
σyσ‖2WT (V,V ′).

Together with (3.10), this leads to

‖∂νσyσ(T )‖2H ≤ ‖∂νσyσ‖2WT (V,V ′) + ‖∂νσyσ(0)‖2H
≤ (cG(T )2 + 1)(|ν|!bν)2‖(f, y◦, Q∗Qg, P ∗PgT )‖2V ′T×H×V ′T×H , (3.16)

where we used ‖∂νσyσ(0)‖2H ≤ (|ν|!bν)2‖(f, y◦, Q∗Qg, P ∗PgT )‖2V ′T×H×V ′T×H for all ν ∈ F . Then,
setting Cter := (cG(T )2 + 1), and by application of the Cauchy–Schwarz inequality as well as the
triangle inequality, we get by (3.16)

∣∣∂νσ‖P (yσ(T )− gT )‖2H
∣∣ ≤ ∑

m≤ν

(
ν

m

)
‖∂mσ P (yσ(T )− gT )‖H‖∂ν−mσ P (yσ(T )− gT )‖H

=
∑
m≤ν

(
ν

m

)
‖P∂mσ (yσ(T )− gT )‖H‖P∂ν−mσ (yσ(T )− gT )‖H

≤ ‖P‖2L(H)
∑
m≤ν

(
ν

m

)
‖∂mσ (yσ(T )− gT )‖H‖∂ν−mσ (yσ(T )− gT )‖H .
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Since gT is independent of σ ∈ S, we have for all ν ∈ F that ‖∂νσgT ‖H ≤ δν,0|ν|!bν‖gT ‖H ≤
|ν|!bν‖gT ‖H . Setting C̃ter := Cter‖(f, y◦, Q∗Qg, P ∗PgT )‖V ′T×H×V ′T×H we get by (3.16)∣∣∂νσ‖P (yσ(T )− gT )‖2H

∣∣
≤ ‖P‖2L(H)

∑
m≤ν

(
ν

m

)
(‖gT ‖H + C̃ter)|m|!bm(‖gT ‖H + C̃ter)|ν −m|!bν−m

≤ ‖P‖2L(H)(‖gT ‖H + C̃ter)2 ∑
m≤ν

(
ν

m

)
|m|!bm|ν −m|!bν−m

≤ ‖P‖2L(H)(‖gT ‖H + C̃ter)2(|ν|+ 1)!bν ,

which proves the desired result.

4 Analytic dependence of the feedback law on the parameters
It is well-known that the optimal control, minimizing (1.2) subject to (1.1), can be written as a
feedback law (depending on σ) applied to the optimal state, that is

u(σ) = K(σ, y(σ)).

In order to apply QMC integration to approximate the mean-based feedback (1.3) in Sect. 5, we
investigate the regularity of σ 7→ K(σ). In fact, under the conditions of the previous section,
we will show that the optimal feedback law depends analytically on the parameters.

In the presented parameterized linear quadratic optimal control problem the feedback is
based on a parameter-dependent differential Riccati equation. In [33] the authors investigate
the analyticity of the solution to the algebraic Riccati equations with respect to perturbations in
the system matrices. However, no bounds on the derivatives are provided, which are of central
importance in our work.

We divide the following analysis into two cases: first we investigate the case g = gT = f = 0,
and then we consider nontrivial target functions g and gT as well as nontrivial external forcing f .

4.1 Homogeneous constraint

In the homogeneous case, with f = g = gT = 0, the optimal feedback law is given as

Kσ(t) = −B∗Πσ(T − t), (4.1)

where Πσ(t), for t ∈ (0, T ), solves the operator-valued differential Riccati equation

Π̇σ = ΠσAσ +A∗σΠσ −ΠσBB∗Πσ +Q∗Q, Πσ(0) = P ∗P. (4.2)

For our analysis, we will use the fact that for all σ the optimal cost is given by
1
2〈Πσ(T )y◦, y◦〉H = J (yσ, uσ), (4.3)

and that q1(σ; 0) = Πσ(T )y◦. First, we show that ∂νσq1(σ; 0) ∈ H, and thus ∂νσΠσ(T )y◦ ∈ H,
for all ν ∈ F . To this end, we estimate, similar to (3.16),

‖∂νσq1(σ; 0)‖2H ≤ ‖∂νσq1(σ; ·)‖2WT (V,V ′) + ‖∂νσP ∗Py(σ;T )‖2H ≤ C(|ν|!bν)2,

for some C > 0, where we use q1(σ;T ) = −P ∗Py(σ;T ), as well as (3.11) and (3.16). Thus, we
have ∂νσ〈Πσ(T )y◦, y◦〉H = 〈∂νσΠσ(T )y◦, y◦〉H for all ν ∈ F . Taking the ν-th derivative of (4.3),
we find due to Lemma 3.2,∣∣〈∂νσΠσ(T )y◦, y◦〉H

∣∣ ≤ C4(T )(|ν|+ 1)!bν , ∀ν ∈ F ,
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where C4(T ) is defined in Lemma 3.2. In the case f = g = gT = 0 we have

C4(T ) =
(
‖Q‖2L(H)c

2
V cG(T )2 + ‖B‖2L(U,H)c

2
V cG(T )2 + ‖P‖2L(H)(2cG(T )2 + 1)

)
‖y◦‖2H .

Since ∂νσΠσ(T ) is bounded, linear and self-adjoint, taking the supremum over all initial
conditions y◦ on the unit sphere in H leads to

‖∂νσΠσ(T )‖L(H) = sup
‖y◦‖H=1

|〈∂νσΠσ(T )y◦, y◦〉H |.

Thus, it holds that

‖∂νσΠσ(T )‖L(H) ≤ sup
‖y◦‖H=1

(
C4(T )(|ν|+ 1)!bν

)
= C5(T )(|ν|+ 1)!bν , (4.4)

with C5(T ) :=
(
‖Q‖2L(H)c

2
V cG(T )2 + ‖B‖2L(U,H)c

2
V cG(T )2 + ‖P‖2L(H)(2cG(T )2 + 1)

)
.

To bound Πσ(τ) for τ ∈ [0, T ] consider (1.2) with T replaced by τ . In view of the autonomy
of Aσ, B, P , and Q the corresponding Riccati equation is (4.2) restricted to [0, τ ]. Thus, we can
replace T in (4.4) by any τ ∈ [0, T ] and then take the supremum over all τ ∈ [0, T ] leading us to

‖∂νσΠσ(τ)‖L(H) ≤ sup
τ∈[0,T ]

(
C5(τ)(|ν|+ 1)!bν

)
= C5(T )(|ν|+ 1)!bν , (4.5)

since C5(T ) is continuous and monotonically increasing in T .
We have thus shown the following result.

Theorem 4.1. Under the assumptions of Theorem 3.3, the feedback law (4.1) depends analyti-
cally on the parameters σ ∈ S with

‖∂νσ(−B∗Πσ(T − t))‖L(H,U) ≤ ‖B‖L(U,H)C5(T )(|ν|+ 1)!bν ∀t ∈ [0, T ],

for all ν ∈ F .

4.2 Nonhomogeneous case

Let us consider the nontrivial tracking problem with g 6= 0 and gT 6= 0 in (1.2), as well as f 6= 0
in (1.1). After the variable transformation xσ := yσ − g the nonhomogeneous term rσ :=
f(t) +Aσg(t)− ġ(t) naturally arises in the state equation of tracking-type problems. We recall
the following result from [3, Thm. 7.1, Part IV, Ch. 1], for which we assume the additional
regularity f ∈ HT and g ∈W 1,2(0, T ;H) ∩ L2(0, T ;D(Aσ)).

Theorem 4.2. Given σ ∈ S, let Πσ ∈ C([0, T ];L(H)) denote the unique self-adjoint and
nonnegative solution of (4.2). Then, there exists a unique minimizer (xσ, uσ) of (1.2) subject
to (1.1). This optimal pair satisfies, for t ∈ (0, T ),

1. uσ is given in feedback form by

uσ(t) = −B∗ (Πσ(T − t)xσ(t) + hσ(t)) ; (4.6)

2. xσ is the mild solution to the closed-loop system

ẋσ(t) = (Aσ −BB∗Πσ(T − t))xσ(t)−BB∗hσ(t) + rσ(t), x(0) = x◦;

where

−ḣσ(t) = (A∗σ −Πσ(T − t)BB∗)hσ(t) + Πσ(T − t)rσ(t), hσ(T ) = 0; (4.7)
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3. the optimal cost is given by

J (x, u) = 1
2〈Πσ(T )x◦, x◦〉H + 〈hσ(0), x◦〉H

+
∫ T

0

(
〈hσ(s), rσ(s)〉H −

1
2‖B

∗hσ(s)‖2U
)

ds.

We see from (4.6) that, for t ∈ [0, T ], the optimal feedback Kσ(t, ·) : H → U in the nonho-
mogeneous case is an affine function of the optimal state xσ(t). It is given by

Kσ(t, ·) = −B∗
(
Πσ(T − t) ·+hσ(t)

)
.

The parametric regularity of the linear part −B∗Πσ is derived in Sect. 4.1. Thus, it remains to
investigate the parametric regularity of hσ. For this purpose we make the following assumptions:

D(Aσ) is independent of σ ∈ S and D(Aσ) = D(A∗σ) for all σ ∈ S, (4.8)
∃ a sequence of nonnegative numbers b̃ ∈ `p(N) with 0 < p ≤ 1
such that ‖∂νσAσ‖L(D(A),H) ≤ b̃

ν ∀ν ∈ F \ {0},
(4.9)

‖Aσ‖L(D(A),H) ≤ C̃A ∀σ ∈ S. (4.10)

In view of (4.8) we will denote D(A) = D(Aσ) = D(A∗σ) for all σ ∈ S.

Proposition 4.1. Let the assumptions (2.1), (2.2), (2.3), (4.8), (4.9), and (4.10) hold, and
assume that there exists a sequence b̃ ∈ `p(N), with 0 < p ≤ 1, of nonnegative numbers, such
that ‖∂νσAσ‖L(V,V ′) ≤ b̃

ν for all ν ∈ F \ {0}. Then, the solution hσ of (4.7) satisfies

‖∂νσhσ‖W 0
T (V,V ′) ≤

1
2(1 + C)max{|ν|−1,0}Cδν,0(C + C2)1−δν,0(|ν|+ 2)!bν , ∀ν ∈ F ,

with bj = b̃j/ ln 2, for some constant C > 0 independent of σ ∈ S.

Proof. Let us define W 0
T (V, V ′) := {w ∈ WT (V, V ′) | w(T ) = 0} and the parametric evolution

operator Dσ = − d
dt − (A∗σ − Πσ(T − t)BB∗) mapping from W 0

T (V, V ′) to V ′T , so that we can
write (4.7) as

Dσhσ = Πσrσ. (4.11)

Following the arguments in the proof of Lemma 3.1 and using the uniform bound on Πσ ((4.5)
with ν = 0), it can be shown that there is a constant cD > 0 such that ‖D−1

σ ‖L(V ′T ,W
0
T (V,V ′)) ≤ cD

for all σ ∈ S. Moreover, for arbitrary w ∈W 0
T (V, V ′) and for all ν ∈ F \ {0}, we find

‖∂νσDσw‖V ′T = ‖∂νσA∗σw − ∂νσΠσBB∗w‖V ′T
≤
(
‖∂νσA∗σ‖L(V,V ′) + cHcV ‖∂νσΠσBB∗‖L(H)

)
‖w‖W 0

T (V,V ′),

where cH and cV are the embedding constants ‖ · ‖V ′ ≤ cH‖ · ‖H and ‖ · ‖H ≤ cV ‖ · ‖V ,
respectively. Recalling that ‖∂νσAσ‖L(V,V ′) ≤ b̃

ν for all ν ∈ F \ {0}, and by (4.5) and the fact
that b̃j ≤ bj , j ≥ 1, we have

‖∂νσDσ‖L(W 0
T (V,V ′),V ′T ) ≤ C

(
b̃
ν + (|ν|+ 1)!bν

)
= C(|ν|+ 2)!bν , (4.12)

for some C > 0 independent of σ ∈ S. Thus, Dσ is a p-analytic operator. However, in
order to deduce the parametric regularity of the solution hσ of (4.11), we cannot directly apply
Theorem 3.1 since the right-hand side in (4.11) depends on σ ∈ S.
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Instead, we will prove the result by induction on |ν|. For the base case, ν = 0, we esti-
mate the right-hand side of (4.11): by (4.10) we have for ν = 0 that ‖∂νσrσ‖HT ≤ ‖f‖HT +
C̃A‖g‖HT + ‖ġ‖HT for all σ ∈ S. Together with the uniform boundedness of Πσ and D−1

σ , the
base step ‖hσ‖W 0

T (V,V ′) ≤ C follows. For the induction step let ν ∈ F \ {0}. By (4.9) we have
that ‖∂νσrσ‖HT = ‖∂νσAσg‖HT ≤ ‖∂νσAσ‖L(D(A),H)‖g‖HT ≤ ‖g‖HT b̃

ν , and thus

‖∂νσrσ‖HT ≤ C6b̃
ν
,

for some constant C6 > 0 independent of σ ∈ S. In the following, let ν ∈ F . Then, by (4.5)
and the Leibniz product rule we have

‖∂νσΠσ(T − t)rσ(t)‖HT =
∥∥∥ ∑
m≤ν

(
ν

m

)
∂mΠσ(T − t)∂ν−mrσ(t)

∥∥∥
HT

≤ C5(T )C6
∑
m≤ν

(
ν

m

)
(|m|+ 1)!bmb̃ν−m

= C7(T )bν
|ν|∑
`=0

(`+ 1)! |ν|!
`!(|ν| − `)! ≤ C7(T )bν(|ν|+ 2)!, (4.13)

where C7(T ) = C5(T )C6 and b̃j ≤ bj , j ≥ 1.
Applying ∂νσ to (4.11) leads by the Leibniz product rule to

∑
m≤ν

(
ν

m

)
∂mσ Dσ∂

ν−m
σ hσ =

∑
m≤ν

(
ν

m

)
∂mΠσ(T − t)∂ν−mrσ(t),

provided that the derivatives of hσ exist. Their existence can be shown as follows: separating
out the m = 0 term on the left-hand side leads to the recurrence relation

Dσ∂
ν
σhσ = −

∑
m≤ν
m 6=0

(
ν

m

)
∂mσ Dσ∂

ν−m
σ hσ +

∑
m≤ν

(
ν

m

)
∂mΠσ(T − t)∂ν−mrσ(t). (4.14)

The existence of ∂νσhσ follows from (4.14) by induction on |ν|: for ν = 0 it follows from (4.11).
Then, with (4.12) and (4.13) the existence of ∂νσhσ follows from (4.14) for any ν ∈ F assuming
that it has been shown for all multi-indices with order less than |ν|.

Furthermore, (4.14) leads to

‖∂νσhσ‖W 0
T (V,V ′) ≤

∑
m≤ν
m6=0

(
ν

m

)
‖D−1

σ ∂mσ Dσ∂
ν−m
σ hσ‖W 0

T (V,V ′)

+
∑
m≤ν

(
ν

m

)
‖D−1

σ ∂mΠσ(T − t)∂ν−mrσ(t)‖W 0
T (V,V ′)

≤ Ĉ
∑
m≤ν
m6=0

(
ν

m

)
(|m|+ 2)!bm‖∂ν−mσ hσ‖W 0

T (V,V ′) + Ĉ(|ν|+ 2)!bν ,

for some Ĉ > 0 independent of σ ∈ S. Then, setting C = 2Ĉ, by Lemma B.1 in Appendix B
we have

‖∂νσhσ‖W 0
T (V,V ′) ≤

1
2(1 + C)max{|ν|−1,0}Cδν,0(C + C2)1−δν,0(|ν|+ 2)!bν ,

which proves the desired result for all ν ∈ F .
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The regularity results for the feedback are summarized in the following theorem. The result
directly follows by combining the embedding maxt∈[0,T ] ‖∂νσhσ(t)‖H ≤ C(T )‖∂νσhσ‖WT (V,V ′) with
Proposition 4.1 and Theorem 4.1.

Theorem 4.3. Under the conditions of Proposition 4.1 we have

sup
t∈[0,T ]

(
‖∂νσ(−B∗Πσ(T − t))‖L(H,U) + ‖∂νσ(−B∗hσ(t))‖U

)
≤ ‖B‖L(H,U) C̃ (|ν|+ 2)! bν ,

for all ν ∈ F and a constant C̃ > 0 depending on T > 0, but independent of σ ∈ S.

This regularity result is used in Sect. 5 for the error analysis of the QMC approximation of
the mean-based feedback (1.3).

5 QMC approximation of the feedback K

In numerical practice (1.3) signals the necessity of approximately evaluating integrals of the
form ∫

[−1/2,1/2]N
Kσ(t) dσ,

for fixed t, where

Kσ(t) = −B∗Πσ ∈ Z = L(H,U), or Kσ(t) = −B∗hσ ∈ Z = U.

For this purpose, in the following section we investigate the potential of QMC methods for
the feedback optimal control problem of minimizing (1.2) subject to (1.1).

The QMC approximation of integrals with Banach space-valued integrands was first studied
in [14], where the error analysis is presented for randomly shifted lattice rules. Higher-order
QMC methods have been studied in [24] in a Hilbert space setting. In order to use higher-order
QMC rules for the approximation of integrals over the feedback law, we provide a novel error
analysis for higher-order QMC rules in separable Banach spaces.

Recall that the state space H is a separable Hilbert space. This separability assumption
allows to guarantee that L(H,U) is a separable Banach space [40, Prop. 3.13], since in our
case U is chosen to be finite-dimensional. Furthermore, by Theorem 4.3 the mapping σ 7→ Kσ

is continuous. Thus, σ 7→ G(Kσ) is continuous for all G ∈ Z ′, and in particular it is measurable.
By Pettis’ Theorem Kσ is strongly measurable. Moreover, the upper bound in Thm. 4.3 implies
with Bochner’s Theorem that Kσ is integrable over S = [−1/2, 1/2]N.

Our strategy for approximation is to truncate the domain of σ to the finite-dimensional do-
main [−1/2, 1/2]s first, and then, after some transformations, apply a quasi-Monte Carlo (QMC)
rule to the truncated integral. Indeed, for s ∈ {1, . . . , d}, we write (σs,0) := (σ1, . . . , σs, 0, 0, . . .),
and Kσ,s := Kσ((σs,0)). With this strategy, the total approximation error consists of:∥∥∥∥∥

∫
[−1/2,1/2]N

(Kσ(t)−Kσ,s(t)) dσ
∥∥∥∥∥
Z︸ ︷︷ ︸

dimension truncation error

+
∥∥∥∥∥
∫

[−1/2,1/2]s
Kσ,s(t) dσ − 1

N

N−1∑
k=0

Kxk

∥∥∥∥∥
Z︸ ︷︷ ︸

QMC error

,

where the points x0, . . . ,xN−1 ∈ [−1/2, 1/2]s are QMC points chosen as described in the re-
mainder of this section. To bound the dimension truncation error let us assume that, for
a.e. σ ∈ [−1/2, 1/2]N and for all t ∈ [0, T ], we have that

‖Kσ(t)−Kσ,s(t)‖Z → 0 as s→∞. (5.1)
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This assumption is addressed in Appendix C.
Due to Theorem 4.3 and (5.1), we can apply [12, Thm. 4.3], which yields∥∥∥∥∥

∫
[−1/2,1/2]N

(Kσ(t)−Kσ,s(t)) dσ
∥∥∥∥∥
Z

≤ C s−
2
p

+1
,

where C is a positive constant independent of s. The remainder of this section is devoted to the
development of QMC rules to approximate∫

[−1/2,1/2]s
Kσ,s(t) dσs,

where dσs = ⊗s
j=1 dσj is a “truncated” version of dσ.

Next, we shall use a result that was essentially shown in [14, Thm. 6.5]. We state this result
for completeness.

Theorem 5.1. Let Ws be a Banach space of functions F : [−1/2, 1/2]s → R, which is con-
tinuously embedded in the space of continuous functions. Consider an N -point QMC rule with
integration nodes x0, . . . ,xN−1 ∈ [−1/2, 1/2]s, given by

QN,s(F ) := 1
N

N−1∑
k=0

F (xk).

Furthermore, we define the worst case error of integration using QN,s in Ws by

ewor(QN,s,Ws) := sup
F∈Ws
‖F‖Ws≤1

∣∣∣∣∣
∫

[−1/2,1/2]s
F (x) dx−QN,s(F )

∣∣∣∣∣ .
Assume that Z is a separable Banach space and that Z ′ is its dual space. Moreover, let k be a
continuous mapping that maps any σ ∈ [−1/2, 1/2]s to some k(σ) ∈ Z. Then,∥∥∥∥∥

∫
[−1/2,1/2]s

k(σ) dσ − 1
N

N−1∑
k=0

k(xk)
∥∥∥∥∥
Z

≤ ewor(QN,s,Ws) sup
G∈Z′
‖G‖Z′≤1

‖G(k)‖Ws .

If we choose k = Kσ,s(t), and Z ∈ {U,L(H,U)} in Theorem 5.1, we can apply this result to
derive error bounds for approximating∫

[−1/2,1/2]s
Kσ,s(t) dσ.

To this end, we make a particular choice of the space Ws in Theorem 5.1. Actually, as we will
show, there are different ways of choosing Ws and a suitable QMC rule QN,s tailored to Ws,
leading to different variants of error estimates. We go through several cases separately below,
but before would like to explain the general idea of weighted function spaces as introduced by
Sloan and Woźniakowski in [38].

The motivation for the use of weighted spaces results from applications, where different
coordinates or different groups of coordinates may have different influence on a multivariate
problem. In our case, this is reflected in the upper bound in Theorem 4.3; indeed, in this bound
the terms bν differ, depending on which ∂νσhσ is considered. Consequently, as we will see below
(see (5.9) and (5.10)), these terms will have a crucial role in the choice of our weights, which are
nonnegative real numbers γu, one for each set u ⊆ {1, . . . , s}. Intuitively speaking, the number γu
models the influence of the variables with indices in u. Larger values of γu mean more influence,
smaller values less influence. Formally, we set γ∅ = 1, and we write γ = {γu}u⊆{1,...,s}. These
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weights are included in the norms of the function spaces, which are, in this context so-called
unanchored weighted Sobolev spaces. We will follow a strategy first outlined in [7], where we
essentially aim to choose the weights in a way that the norms of the elements of the function
space are bounded by a constant and the worst-case error of integration is minimized. This yields
the particular choices (5.9) and (5.10), respectively. As it turns out, in this way the problems
under consideration in this manuscript may even lose the curse of dimensionality, provided that
suitable conditions on the parameters involved hold. We refer to the sections below for details.

The aforementioned unanchored weighted Sobolev spaces of smoothness α are defined as
follows.

Let α ∈ N, 1 ≤ r ≤ ∞, and let 1 ≤ q ≤ ∞. We may choose Ws in Theorem 5.1 as the
Sobolev space Ws,α,γ,q,r, with positive coordinate weights γ = (γu)u⊆{1,...,s}, and with norm

‖F‖rWs,α,γ,q,r
:=

∑
u⊆{1,...,s}

( 1
γqu

∑
v⊆u

∑
τu\v∈{1,...,α}|u\v|∫

[−1/2,1/2]|v|

∣∣∣∣ ∫
[−1/2,1/2]s−|v|

∂(αv,τu\v,0)

∂yu
F (yu;y{1:s}\u) dy{1:s}\v

∣∣∣∣q dyv
) r
q

,

with the obvious adaptions if r = ∞. Here, by (αv, τ u\v,0) we denote a sequence ν with
components νj = α for j ∈ v, νj = τj for j ∈ u \ v, and νj = 0 for j /∈ u.

For technical reasons, we also define another unanchored Sobolev space Vs,α,γ of smoothness
α ∈ N, with the norm

‖F‖2Vs,α,γ :=
∑

u⊆{1,...,s}

1
γ2
u

∑
v⊆u

∑
τu\v∈{1,...,α−1}|u\v|∫

[−1/2,1/2]|v|

∣∣∣∣ ∫
[−1/2,1/2]s−|v|

∂(αv,τu\v,0)

∂yu
F (yu;y{1:s}\u) dy{1:s}\v

∣∣∣∣2 dyv,

with the following adjustment for the case α = 1: in this case, all summands in the second sum
for v ( u disappear. If v = u, then τ u\v is the “void” vector with no components such that the
corresponding summand in the second sum remains.

Essentially, the norm ‖ · ‖Vs,α,γ is similar to ‖ · ‖Ws,α,γ,2,2 , but with the difference that the
summation range for τ u\v is {1, . . . , α− 1}|u\v| instead of {1, . . . , α}|u\v|.

Note that for any F ∈ Ws,α,γ,2,2 we have ‖F‖Vs,α,γ ≤ ‖F‖Ws,α,γ,2,2 , and this implies, for any
QMC rule QN,s,

ewor(QN,s,Ws,α,γ,2,2) ≤ ewor(QN,s,Vs,α,γ). (5.2)

Thus, any upper bound on the worst-case error of a QMC rule QN,s in Vs,α,γ is also an upper
bound on the worst-case error of QN,s in Ws,α,γ,2,2.

We can then in principle proceed as in the proof of [14, Theorem 6.6] as follows. For dealing
withWs,α,γ,q,r, we distinguish the cases r <∞, and r =∞, and we assume q <∞ for simplicity.

For r =∞, and F ∈ Ws,α,γ,q,∞, we get

‖F‖Ws,α,γ,q,∞ ≤ max
u⊆{1,...,s}

1
γu

(∑
v⊆u

∑
τu\v∈{1,...,α}|u\v|

∫
[−1/2,1/2]s

∣∣∣∣∂(αv,τu\v,0)

∂yu
F (y)

∣∣∣∣q dy
) 1
q

,

and for r <∞ and F ∈ Ws,α,γ,q,r,

‖F‖rWs,α,γ,q,r
≤

∑
u⊆{1,...,s}

( 1
γu

∑
v⊆u

∑
τu\v∈{1,...,α}|u\v|

∫
[−1/2,1/2]s

∣∣∣∣∂(αv,τu\v,0)

∂yu
F (y)

∣∣∣∣q dy
) r
q

.
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In both cases, we can replace F (y) by G(Kσ,s(t)), integrate with respect to σ instead of y, and
obtain for G ∈ Z ′ with ‖G‖Z′ ≤ 1,∫

[−1/2,1/2]s

∣∣∣∣∂(αv,τu\v,0)

∂σu
G(Kσ,s(t))

∣∣∣∣q dσ =
∫

[−1/2,1/2]s

∣∣∣∣G
(
∂(αv,τu\v,0)

∂σu
Kσ,s(t)

) ∣∣∣∣q dσ

≤
∫

[−1/2,1/2]s
‖G‖qZ′

∥∥∥∥∥∂(αv,τu\v,0)

∂σu
Kσ,s(t)

∥∥∥∥∥
q

Z

dσ

=
∫

[−1/2,1/2]s

∥∥∥∥∥∂(αv,τu\v,0)

∂σu
Kσ,s(t)

∥∥∥∥∥
q

Z

dσ

≤
(
C̃ (|(αv, τ u\v,0)|+ 2)! b(αv,τu\v,0)

{1:s}

)q
,

where we used Theorem 4.3 in the last step. Thus,

sup
G∈Z′
‖G‖Z′≤1

‖G(Kσ,s(t))‖Ws,α,γ,q,∞

≤ max
u⊆{1,...,s}

C̃

γu

(∑
v⊆u

∑
τu\v∈{1,...,α}|u\v|

(
(|(αv, τ u\v,0)|+ 2)! b(αv,τu\v,0)

{1:s}

)q ) 1
q

≤ max
u⊆{1,...,s}

C̃

γu

∑
v⊆u

∑
τu\v∈{1,...,α}|u\v|

(|(αv, τ u\v,0)|+ 2)! b(αv,τu\v,0)
{1:s}

≤ max
u⊆{1,...,s}

C̃

γu

∑
νu∈{1:α}|u|

(|νu|+ 2)!
∏
j∈u

(2δ(νj ,α)b
νj
j ), (5.3)

where δ(νj , α) equals 1 if νj = α, and is zero otherwise.
Analogously,

sup
G∈Z′
‖G‖Z′≤1

‖G(Kσ,s(t))‖rWs,α,γ,q,r
≤

∑
u⊆{1,...,s}

(
C̃

γu

∑
νu∈{1:α}|u|

(|νu|+ 2)!
∏
j∈u

(2δ(νj ,α)bj)νj )
)r
. (5.4)

Reconsidering the above estimates implies that (5.4) remains unchanged for q =∞.
We will now apply Theorem 5.1 for different choices of α, r, and q, respectively, and outline

how we can use well chosen QMC rules in order to obtain a suitable error bound.

5.1 Randomly shifted lattice rules for smoothness one

In this section, we consider the weighted Sobolev space of smoothness one, Vs,1,γ, as introduced
above, with norm

‖F‖2Vs,1,γ :=
∑

u⊆{1:s}

1
γ2
u

∫
[−1/2,1/2]|u|

∣∣∣∣∣
∫

[−1/2,1/2]s−|u|

∂|u|

∂yu
F (yu;y{1:s}\u) dy{1:s}\u

∣∣∣∣∣
2

dyu.

The space Vs,1,γ is frequently considered in literature on lattice rules for multivariate integration.
Indeed, lattice point sets are highly-structured integration node sets in [0, 1)s. A sub-class of
these are rank-1 lattice point sets, essentially based on one generating vector z = (z1, . . . , zs).
They are among the most prominent QMC integration node sets (see, e.g., [6, 29, 37]). For a
natural number N ∈ N and an integer generating vector z ∈ {1, 2, . . . , N − 1}s, rank-1 lattice
points are of the form

xk :=
{
k

N
z

}
=
({

kz1
N

}
, . . . ,

{
kzs
N

})
∈ [0, 1)s, for k = 0, 1, . . . , N − 1,
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and the point set x0,x1, . . . ,xN−1 is sometimes denoted by P (z, N). For x ∈ Rs we apply {·}
component-wise, where {x} = x−bxc is the fractional part of x ∈ R. A QMC rule using P (z, N)
as integration nodes is called a (rank-1) lattice rule. Note that, given N and s, a rank-1 lattice
rule is completely determined by the choice of the generating vector z. However, not every choice
of z yields a rank-1 lattice rule with good quality for approximating the integral. The standard
procedure to choose a good z is the so-called component-by-component construction (or CBC
construction, for short); a CBC construction is a greedy algorithm to choose the components
of z one after another. Fast implementations of CBC constructions exist, many of them due to
Cools and Nuyens (see, e.g., [31]) and again [6] for an overview.

It is sometimes useful to introduce a random element in the application of lattice rules. One
way of doing so is to modify the lattice integration rule xk, k = 0, 1, . . . , N − 1 to {xk + ∆},
k = 0, 1, . . . , N − 1, where ∆ is chosen according to a uniform distribution on [0, 1]d, and where
{·} again denotes the fractional part. In this way, we obtain a randomly shifted lattice rule
(all points are shifted by the same random ∆). Note that by fixing a lattice point set and
generating M independent realizations of a random shift, one can study statistical properties of
the corresponding estimators for the integral to be numerically computed.

It is known (see, e.g., [6, Chapter 7]) that we can effectively construct (by a CBC algorithm)
a randomly shifted lattice rule with points x0, . . . ,xN−1 ∈ [−1/2, 1/2]s (shifted by a random
∆) such that

E∆([ewor(QN,s,Vs,1,γ)]2) ≤

 1
(φtot(N))

∑
∅6=u⊆{1:s}

γ2λ
u

(2ζ(2λ)
(2π2)λ

)|u| 1
λ

,

for all λ ∈ (1/2, 1], where φtot is Euler’s totient function. By Equation (5.2), we then also obtain

E∆([ewor(QN,s,Ws,1,γ,2,2)]2) ≤

 1
(φtot(N))

∑
∅6=u⊆{1:s}

γ2λ
u

(2ζ(2λ)
(2π2)λ

)|u| 1
λ

.

Next, we combine the latter inequality with (5.4), and slightly modify Theorem 5.1 (see [14,
Theorem 6.6]) to obtain

E∆

∥∥∥∥∥
∫

[−1/2,1/2]s
Kσ,s(t) dσ − 1

N

N−1∑
k=0

K{xk+∆},s(t)
∥∥∥∥∥

2

Z

 ≤ Cs,1,γ,λ 1
(φtot(N))1/λ , (5.5)

for all λ ∈ (1/2, 1], where Cs,1,γ,λ is a constant that is independent of N , but dependent on the
coordinate weights γ = (γu)u⊆{1,...,s} in the space Ws,1,γ,2,2,

Cs,1,γ,λ = C̃2

 ∑
∅6=u⊆{1:s}

γ2λ
u

(2ζ(2λ)
(2π2)λ

)|u| 1
λ
 ∑

u⊆{1:s}

[(|u|+ 2)!]2 ∏j∈u b
2
j

γ2
u

 .
5.2 Folded lattice rules for smoothness one

As an alternative to a randomly shifted lattice rule, it is also possible to derive a deterministic
error bound similar to (5.5) by employing so-called folded lattice rules, also referred to as tent-
transformed lattice rules. The tent transformation φ : [0, 1] → [0, 1] is a Lebesgue measure
preserving mapping defined by φ(x) = 1 − |2x − 1|. If we apply φ to a point x ∈ [0, 1]s, we
always mean component-wise application, i.e., φ(x) = (φ(x1), . . . , φ(xs)). For a given lattice
point set we then apply φ to all points, and thereby obtain the folded lattice point set; the
corresponding lattice rule is then called a folded lattice rule.
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Let us consider the same function space Vs,1,γ as in Section 5.1. It is known from results in
[9] that one can construct a folded lattice rule QφN,s by a CBC algorithm such that

[
ewor(QφN,s,Vs,1,γ)

]2
≤ 1

(φtot(N))1/λ

 ∑
∅6=u⊆{1:s}

γ2λ
u

(2ζ(2λ)
(π2)λ

)|u| 1
λ

for all λ ∈ (1/2, 1].
We can then proceed similarly to Section 5.1, and employ Theorem 5.1. In this way, we can

construct by a CBC algorithm a folded lattice rule with points φ(x0), . . . , φ(xN−1) such that∥∥∥∥∥
∫

[−1/2,1/2]s
Kσ,s(t) dσ − 1

N

N−1∑
k=0

K{φ(xk)},s(t)
∥∥∥∥∥

2

Z

≤ Ĉs,1,γ,λ
1

(φtot(N))1/λ , (5.6)

for all λ ∈ (1/2, 1], and where Ĉs,1,γ,λ is a constant that is independent of N , but dependent on
the coordinate weights γ = (γu)u⊆{1,...,s} in the space Ws,1,γ,2,2,

Ĉs,1,γ,λ = C̃2

 ∑
∅6=u⊆{1:s}

γ2λ
u

(2ζ(2λ)
(π2)λ

)|u| 1
λ
 ∑

u⊆{1:s}

[(|u|+ 2)!]2 ∏j∈u b
2
j

γ2
u

 ,
which means that the error bound using a folded lattice rule is, up to a factor of 2, the same as
the probabilistic error bound using a randomly shifted lattice rule.

5.3 Higher-order QMC

We now consider the Sobolev space Ws,α,γ,q,∞. For integrands in Ws,α,γ,q,∞ it is natural to
hope that the smoothness α is reflected in the error convergence rate of a cubature rule, in the
sense that higher smoothness yields higher-order convergence. Indeed, this can be achieved by
using higher-order QMC rules which are based on polynomial lattice rules, another important
class of QMC node sets, which was introduced by Niederreiter (see, e.g., [29]). A polynomial
lattice rule can be constructed analogously to an ordinary lattice rule, by replacing integer
arithmetic by polynomial arithmetic over finite fields. The generating vector of a polynomial
lattice point set is then a vector of polynomials over a finite field, and can again be obtained by
a CBC construction. It was shown by Dick that one can use so-called higher-order polynomial
lattice rules (which are obtained from ordinary polynomial lattice rules as building blocks, by the
method of digit interlacing) for numerical integration in Sobolev spaces of higher smoothness and
obtain essentially optimal error convergence rates. We refer to [10] for details. While previous
studies of higher-order QMC methods consider real-valued integrads or integrands taking values
in a separable Hilbert space, a novelty of our work is the generalization to separable Banach
spaces.

Let β be prime, m ∈ N, and N = βm. Then, for r = ∞ and every 1 ≤ q ≤ ∞, it is
known (see, [7, Thm. 3.10]) that an interlaced polynomial lattice rule QN,s of order α can be
constructed using a CBC algorithm, such that

ewor(QN,s,Ws,α,γ,q,∞) ≤
( 2
N − 1

∑
∅6=u⊆{1:s}

γλu (ρα,β(λ))|u|
) 1
λ

(5.7)

for all λ ∈ (1/α, 1], where

ρα,β(λ) :=
(
Cα,β β

α(α−1)/2
)λ ((

1 + β − 1
βαλ − β

)α
− 1

)
,
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with Cα,β depending only on α and β.
Combining (5.7) with (5.3), we obtain∥∥∥∥∥

∫
[−1/2,1/2]s

Kσ,s(t) dσ − 1
N

N−1∑
k=0

Kxk,s(t)
∥∥∥∥∥
Z

≤ Cs,α,γ,λ
1

(N − 1)1/λ

for all λ ∈ (1/α, 1], where Cs,α,γ,λ is a constant that is independent of N , but dependent on the
coordinate weights γ = (γu)u⊆{1,...,s} in the space Ws,α,γ,q,∞,

Cs,α,γ,λ = C̃

(
2

∑
∅6=u⊆{1:s}

γλu (ρα,b(λ))|u|
) 1
λ 1
γu

∑
νu∈{1:α}|u|

(|νu|+ 2)!
∏
j∈u

(2δ(νj ,α)b
νj
j ). (5.8)

5.4 Choosing the weights

Now, we make a particular choice of the weights γ = (γu)u⊆{1,...,s}. These are so-called “SPOD
weights” (smoothness-driven product and order dependent weights),

γ∗u :=
∑

νu∈{1:α}|u|
(|νu|+ 2)!

∏
j∈u

(2δ(νj ,α)b
νj
j ). (5.9)

In the special case α = 1, the SPOD weights in (5.9) simplify to “POD weights” (product and
order dependent weights),

γ∗u := (|u|+ 2)!
∏
j∈u

(2bνjj ). (5.10)

Let us start by analyzing the bound (5.5) for randomly shifted lattice rules. From [23, Lemma
6.2] we know that Cs,1,γ,λ is minimized by choosing the set of weights γ∗ = (γ∗u)u⊆{1,...,s}, with

γ∗u =

(|u|+ 2)!
∏
j∈u

bj(2π2)λ/2√
2ζ(2λ)

1/(1+λ)

.

Using the same argumentation as in [14, Proof of Theorem 6.7] we then obtain that Cs,1,γ∗,λ is
bounded independently of s, by choosing

λ =
{

1/(2− 2δ) for arbitrary δ ∈ (0, 1) if p ∈ (0, 2/3],
p/(2− p) if p ∈ (2/3, 1].

Moreover, it follows—again by the same argument as in [14]—that the bound (5.5) on the
mean-square error is of order

κ(N) =
{

[φtot(N)]−2−2δ for arbitrary δ ∈ (0, 1) if p ∈ (0, 2/3],
[φtot(N)]−(2/p−1) if p ∈ (2/3, 1].

For the bound (5.6) on the squared integration error using folded lattice rules in the case of
smoothness one, we obviously can choose γ and λ in exactly the same way as for (5.5).

Next, we insert the SPOD weights as in (5.9) into (5.8), and we make use of the inequality
(∑k ak)

λ ≤
∑
k a

λ
k , which holds for any λ ∈ (0, 1] and nonnegative ak. Consequently, we can

bound the term Cs,α,γ,λ in (5.8),

Cs,α,γ,λ ≤ C̃
(

2
∑

∅6=u⊆{1:s}

∑
νu∈{1:α}|u|

((|νu|+ 2)!)λ
∏
j∈u

(E2δ(νj ,α)b
νj
j )λ

) 1
λ
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= C̃

(
2

∑
0 6=ν∈{0:α}s

((|ν|+ 2)!)λ
s∏
j=1
νj>0

(E2δ(νj ,α)b
νj
j )λ

) 1
λ

, (5.11)

where E := Cα,β β
α(α−1)/2((1 + β−1

βαλ−β )α − 1) 1
λ . Following the steps in [7, pp. 2694–2695], one

shows that the sum in (5.11) is finite independently of s if p ≤ λ < 1. In the case λ = 1, we
assume in addition that ∑j≥1 bj < (2αmax (E, 1))−1. Since λ needs to satisfy 1/α < λ ≤ 1, we
take λ = p and α = b1/pc+1. In this case, the integration error is thus of order O(N−α), where
the implied constant is independent of the dimension s.

6 Approximation error of trajectories and controls
In this section we investigate how the approximation error of the feedback propagates to the
trajectories and the controls. We consider the affine feedback

K(t, ·) :=
∫
S
Kσ(t, ·)dσ := −

∫
S
B∗Πσ(T − t)(·)dσ −

∫
S
B∗hσ(t)dσ (6.1)

for t ∈ [0, T ], which covers both the homogeneous (Section 4.1) and the nonhomogeneous (Sec-
tion 4.2) cases. Let us denote by

K̂(t, ·) :=
N∑
k=1

αkKσk,s(t, ·) := −
N∑
k=1

αkB
∗Πσk,s(T − t)(·)−

N∑
k=1

αkB
∗hσk,s(t)

an approximation of the feedback K(t, ·) using an N -point cubature rule with weights αk ∈ R,
and with s-dimensional integration nodes σ0, . . . ,σN−1 (as, for instance, described in Section 5),
leading to the closed-loop system

˙̂yσ = (Aσ +BK̂)ŷσ + f, ŷσ(0) = y◦. (6.2)

Denoting by yσ the closed-loop state associated to the feedback law K, as well as δyσ :=
yσ − ŷσ, B∗Π :=

∫
SB

∗Πσ dσ, B∗Π̂ := ∑N
k=1 αkB

∗Πσk,s, B∗δΠ := B∗Π − B∗Π̂, B∗h :=∫
SB

∗hσ dσ, B∗ĥ := ∑N
k=1 αkB

∗hσk,s, and B∗δh = B∗h−B∗ĥ, we have

δ̇y = (Aσ −BB∗Π)δy −B(B∗δΠŷ +B∗δh), δy(0) = 0, (6.3)

and we obtain the following result.

Theorem 6.1. Let (2.1), (2.2), (2.3), (4.8), (4.9), and (4.10) hold. Then, it holds that

‖yσ(t)− ŷσ(t)‖H ≤ Cy max
t∈[0,T ]

(
‖B∗δΠ(T − t)‖L(H,U) + ‖B∗δh(t)‖U

)
∀t ∈ [0, T ],

‖uσ(t)− ûσ(t)‖U ≤ Cu max
t∈[0,T ]

(
‖B∗δΠ(T − t)‖L(H,U) + ‖B∗δh(t)‖U

)
∀t ∈ [0, T ],

where the constants Cu and Cy are independent of σ ∈ S.

Proof. By (4.5) (with ν = 0) we have thatBB∗Π ∈ L∞((0, T );L(H)) andBB∗Π̂ ∈ L∞((0, T );L(H)).
Hence, for f ∈ V ′T and y◦ ∈ H, we have that y ∈ WT (V, V ′) and ŷ ∈ WT (V, V ′) (see, e.g., [3,
Thm. 1.2, Part II, Ch. 2]), and thus δy ∈WT (V, V ′). Testing (6.3) with δy leads to

1
2

d
dt‖δyσ(t)‖2H = 〈Aσδyσ(t), δyσ(t)〉V ′,V − 〈BB∗Π(T − t)δyσ(t), δyσ(t)〉H

− 〈B(B∗δΠ(T − t)ŷσ(t) +B∗δh(t)), δyσ(t)〉H
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≤ ρ‖δyσ(t)‖2H − θ‖δyσ(t)‖2V + ‖BB∗Π(T − t)‖L(H)‖δyσ(t)‖2H

+ 1
2‖B(B∗δΠ(T − t)ŷσ(t) +B∗δh(t))‖2H + 1

2‖δyσ(t)‖2H

≤
(
ρ+ ‖BB∗Π(T − t)‖L(H) + 1

2

)
‖δyσ(t)‖2H + 1

2‖B(B∗δΠ(T − t)ŷσ(t) +B∗δh(t))‖2H ,

where we used (2.1), (2.2) with θ ≥ 0, and Young’s inequality. Since supt∈[0,T ] ‖BB∗Π(T −
t)‖L(H) ≤ CBΠ, Gronwall’s lemma implies

‖δyσ(t)‖2H ≤
∫ t

0
e(1+2(ρ+CBΠ))(t−s)‖B(B∗δΠ(T − s)ŷσ(s) +B∗δh(t))‖2H ds

≤ max
(
1, e(1+2(ρ+CBΠ))T

)
‖B‖2L(H,U)

(
‖B∗δΠŷσ +B∗δh‖2UT

)
.

Thus, for all t ∈ [0, T ], we have

‖δyσ(t)‖H ≤ C̃y
(

max
s∈[0,T ]

(
‖B∗δΠ(T − s)‖L(H,U) + ‖B∗δh(s)‖U

))
, (6.4)

for some constant C̃y > 0 depending on B,Π, T, ŷσ. Furthermore, testing (6.2) with ŷ leads
after similar estimations to

‖ŷσ‖2HT ≤ T max
(
1, e(1+2(ρ+CBΠ̂))T

) (
‖y◦‖2H + ‖BB∗ĥσ + f‖2HT

)
, (6.5)

where supt∈[0,T ] ‖BB∗Π̂(T − t)‖L(H) ≤ CBΠ̂. Analogously, one can show that

‖yσ(t)‖2H ≤ max
(
1, e(1+2(ρ+CBΠ))T

) (
‖y◦‖2H + ‖BB∗hσ + f‖2HT

)
, ∀t ∈ [0, T ]. (6.6)

One may further apply Proposition 4.1 to obtain bounds for (6.5) and (6.6) which are indepen-
dent of σ ∈ S. Thus, the constant C̃y in (6.4) can be bounded independently of σ ∈ S, which
proves the first result.

Furthermore, for the controls we obtain

uσ(t)− ûσ(t) = −B∗Π(T − t)yσ(t) +B∗Π̂(T − t)ŷσ(t)−B∗δh(t)
= −B∗δΠ(T − t)yσ(t)−B∗Π̂(T − t)δyσ(t)−B∗δh(t)

and thus

‖uσ(t)− ûσ(t)‖U ≤ ‖B∗δΠ(T − t)‖L(H,U)‖yσ(t)‖H
+ ‖B∗Π̂(T − t)‖L(H,U)‖δyσ(t)‖H + ‖B∗δh(t)‖U

≤ Cu
(

max
s∈[0,T ]

(
‖B∗δΠ(T − s)‖L(H,U) + ‖B∗δh(s)‖U

))
,

where we used the bound on the difference of the trajectories, (6.6), as well as the fact that
‖B∗Π̂‖L(H,U) is bounded independently of σ ∈ S to make Cu independent of σ ∈ S.

We point out that Theorem 6.1 holds for arbitrary cubature rules. The regularity bounds
obtained in Sect. 4 can also be used for worst case error analysis of sparse grid integration, for
instance.

24



6.1 Suboptimality of the feedback

Suppose there is a ‘true’ parameter σ̄ ∈ S. Let us denote by Kσ̄(t, ·) = −B∗Πσ̄(T − t)(·) −
B∗hσ̄(t) the optimal feedback for σ̄ ∈ S, leading to the closed-loop system

ẏσ̄ = (Aσ̄ +BKσ̄)yσ̄ + f, yσ̄(0) = y◦.

The trajectory and control corresponding to the feedback (6.1) are close to the optimal
trajectory and optimal control for σ̄ provided that the feedback K is close to Kσ̄ meaning
that B∗Π :=

∫
SB

∗Πσdσ and B∗h :=
∫
SB

∗hσdσ are close to B∗Πσ̄ and B∗hσ̄, respectively.
Writing δyσ̄ := yσ̄ − yσ, B∗δΠσ̄ := B∗Πσ̄ −B∗Π, and B∗δhσ̄ = B∗hσ̄ −B∗h, we find

δ̇yσ̄ = (Aσ̄ −BB∗Πσ̄)δyσ̄ −BB∗(δΠσ̄y + δhσ̄), δyσ̄(0) = 0,

and the subsequent result follows.

Theorem 6.2. Let (2.1), (2.2), (2.3), (4.8), (4.9), and (4.10) hold. Then, it holds that

‖yσ̄(t)− yσ(t)‖H ≤ C̄y max
t∈[0,T ]

(
‖B∗δΠσ̄(T − t)‖L(H,U) + ‖B∗δhσ̄(t)‖U

)
∀t ∈ [0, T ],

‖uσ̄(t)− uσ(t)‖U ≤ C̄u max
t∈[0,T ]

(
‖B∗δΠσ̄(T − t)‖L(H,U) + ‖B∗δhσ̄(t)‖U

)
∀t ∈ [0, T ],

where the constants C̄u and C̄y are independent of σ ∈ S.

The proof of Theorem 6.2 follows the same steps as the proof of Theorem 6.1. For this
reason, Theorem 6.2 also remains true when K is replaced by its approximation K̂.

A Proof of Lemma 3.1
Proof. Let f ∈ V ′T and y◦ ∈ H be arbitrary. We will show that the solution of

ẏσ = Aσyσ + f, yσ(0) = y◦, (A.1)

satisfies the a priori estimate

‖yσ‖WT (V,V ′) ≤ cA(T )
(
‖f‖2V ′T + ‖y◦‖2H

) 1
2 , ∀σ ∈ S

with T 7→ cA(T ) continuous and monotonically increasing and independent of σ ∈ S, which
proves the result. To this end, we test (A.1) against y, leading, together with (2.2), to

d
dt‖y‖

2
H ≤ −2θ‖y‖2V + 2ρ‖y‖2H + 2‖f‖V ′‖y‖V (A.2)

≤ −2θ‖y‖2V + 2ρ‖y‖2H + 1
2θ‖f‖

2
V ′ + 2θ‖y‖2V ≤ 2ρ‖y‖2H + 1

2θ‖f‖
2
V ′ ,

which implies with Gronwall’s lemma that

‖y‖2H ≤ e2ρT
(
‖y◦‖2H + ‖f‖2V ′T

)
. (A.3)

Furthermore, using Young’s inequality, we obtain from (A.2) that

d
dt‖y‖

2
H + θ‖y‖2V ≤ 2ρ‖y‖2H + 1

θ
‖f‖2V ′ ,

25



which, after integration over [0, T ], gives

‖y(T )‖2H + θ

∫ T

0
‖y‖2V dt ≤ ‖y(0)‖2H + 2ρ

∫ T

0
‖y‖2Hdt+ 1

θ
‖f‖2V ′T , (A.4)

and thus

‖y‖2L2(0,T ;V ) ≤
1
θ
‖y◦‖2H + 2

θ
ρTe2ρT

(
‖y◦‖2H + ‖f‖2V ′T

)
+ 1
θ2 ‖f‖

2
V ′T
, (A.5)

where we used (A.3). Moreover, from (A.1) we obtain that

‖ẏ‖2V ′ ≤ 2‖Ay‖2V ′ + 2‖f‖2V ′ ≤ 2C2
A‖y‖2V + 2‖f‖2V ′ . (A.6)

Finally, integration of (A.6) together with (A.5) gives

‖y‖2WT (V,V ′) = ‖y(t)‖2VT + ‖ẏ(t)‖2V ′T ≤ cA(T )2
(
‖y◦‖2H + ‖f‖2V ′T

)
, (A.7)

where cA(T ) :=
(
(1 + 2CA)1+2ρTe2ρT

θ + (1 + 2CA)2
θρTe

2ρT + (1+2CA)
θ2 + 2

) 1
2 , which is continu-

ous and monotonically increasing in T .

B An auxiliary result
The following result is motivated by [13].

Lemma B.1. Let (Υν)ν∈F and b = (bj)j≥1 be sequences of nonnegative numbers satisfying

Υν ≤
1
2C

∑
m≤ν
m6=0

(
ν

m

)
(|m|+ 2)!bmΥν−m + 1

2C(|ν|+ 2)!bν for all ν ∈ F ,

where C > 0 is a constant. Then, it holds that

Υν ≤
1
2(1 + C)max{|ν|−1,0}Cδν,0(C + C2)1−δν,0(|ν|+ 2)!bν .

Proof. We prove the result by induction on |ν|. For ν = 0 we have Υ0 ≤ C. Let ν ∈ F \ {0}.
Below, we write m ≤ ν for two multi-indices m and ν if the inequality holds component-wise.
Assuming that the claim has been proved for all multi-indices with order less than |ν|, we arrive
at

Υν ≤
1
2C

∑
m≤ν
m 6=0

(
ν

m

)(
(|m|+ 2)!bm 1

2(1 + C)max{|ν|−|m|−1,0}Cδν−m,0(C + C2)1−δν−m,0

× ((|ν| − |m|+ 2)!)bν−m
)

+ 1
2C(|ν|+ 2)!bν .

Separating out the m = ν term and denoting ΛC,|ν|,b := 1
2C(1 + C)(|ν|+ 2)!bν leads to

Υν ≤
1
4C(C + C2)

∑
m≤ν

06=m6=ν

(
ν

m

)
(|m|+ 2)!bm(1 + C)|ν|−|m|−1((|ν| − |m|+ 2)!)bν−m + ΛC,|ν|,b

= 1
4C(C + C2)bν

|ν|−1∑
`=1

(|ν| − `+ 2)!(`+ 2)!(1 + C)|ν|−`−1 |ν|!
(|ν| − `)!`! + ΛC,|ν|,b

26



= 1
4C(C + C2)bν

|ν|−1∑
`=1
|ν|!(|ν| − `+ 2)(|ν| − `+ 1)(`+ 2)(`+ 1)(1 + C)|ν|−`−1 + ΛC,|ν|,b

= 1
4C(C + C2)bν |ν|!

|ν|−1∑
`=1

2(`+ 2)(`+ 1)(1 + C)|ν|−`−1 + ΛC,|ν|,b

≤ 1
2C(C + C2)bν(|ν|+ 2)!

|ν|−1∑
`=1

(1 + C)|ν|−`−1 + ΛC,|ν|,b

= (|ν|+ 2)!bν
(1

2C(1 + C) + 1
2C(C + C2)

|ν|−1∑
`=1

(1 + C)|ν|−`−1
)

= (|ν|+ 2)!bν
(1

2C(1 + C) + 1
2C(C + C2)(C + 1)|ν| − C − 1

C + C2

)
= (|ν|+ 2)!bν 1

2C(C + 1)|ν|.

This implies the claim.

C Consistency of the dimension truncation
Let Aσ,s := A((σs,0)) = A((σ1, σ2, . . . , σs, 0, 0, . . .)) and suppose that (4.8) holds true. In this
section we show that

Aσ,sx
s→∞−→ Aσx ∀x ∈ D(A) and A∗σ,sy

s→∞−→ A∗σy ∀y ∈ D(A∗) (C.1)

imply that ‖Kσ(t) − Kσ,s(t)‖Z s→∞−→ 0 for Kσ ∈ {−B∗Πσ,−B∗hσ}, and their s-dimensional
counterparts, with Z ∈ {L(H,U), U}.

We begin with the homogeneous case Kσ = −B∗Πσ. To do so, let (yσ,s, uσ,s) denote the
minimizer of the dimensionally truncated problem of minimizing (1.2) subject to (1.1) with Aσ
replaced by Aσ,s.

The operator δΠσ = Πσ,s − Πσ is bounded, linear, and self-adjoint. Thus, using [28,
Thm. 5.23.8], we have

‖Πσ,s −Πσ‖L(H) = sup
‖y◦‖H=1

|J (yσ,s, uσ,s)− J (yσ, uσ)| (C.2)

≤ sup
‖y◦‖H=1

1
2
(
‖Q‖2L(H)‖yσ,s − yσ‖HT ‖yσ,s + yσ‖HT + ‖uσ,s − uσ‖UT ‖uσ,s + uσ‖UT

+ ‖P‖2L(H)‖yσ,s(T )− yσ(T )‖H‖yσ,s(T ) + yσ(T )‖H
)
.

Hence, it remains to show that yσ,s → yσ in C([0, T ];H) and uσ,s → uσ in UT as s→∞.
As a consequence of the cost functional yσ,s and uσ,s are bounded uniformly in s in HT

and UT , respectively. Hence, there exist ỹσ,s and ũσ,s such that yσ,s ⇀ ỹσ,s in HT and uσ,s ⇀
ũσ,s in UT .

Next, let ū ∈ UT be arbitrary and let ȳσ,s and ȳσ be the solutions of

˙̄yσ = Aσȳσ +Bū, and ˙̄yσ,s = Aσ,sȳσ,s +Bū, (C.3)

under the same initial condition ȳσ(0) = ȳσ,s = y◦. Setting eσ,s := ȳσ − ȳσ,s, we find

eσ,s(t) = (Sσ(t)− Sσ,s(t)) y◦ +
∫ t

0
(Sσ(t− τ)− Sσ,s(t− τ))Bū(τ) dτ (C.4)

27



where Sσ and Sσ,s are the semigroups generated byAσ andAσ,s, respectively. With the fact that
‖Sσ(t)‖L(H) ≤Me−ρt and ‖Sσ,s(t)‖L(H) ≤Me−ρt, as well as the assumption that Aσ,sx→ Aσx
for all x ∈ D(A), the Trotter–Kato theorem (see [32, Thm. 4.5]) implies Sσ,s(t)x → Sσ(t)x
for all x ∈ H uniformly for all t ∈ [0, T ]. Moreover, the fact that ‖Sσ(t)‖L(H) ≤ Me−ρt

and ‖Sσ,s(t)‖L(H) ≤Me−ρt, Lebesgue’s dominated convergence theorem, and (C.4) imply that

sup
t∈[0,T ]

‖eσ,s(t)‖H → 0 as s→∞. (C.5)

Next, we show that yσ,s ⇀ ỹσ = ỹσ(ũσ). To this end, we observe for v ∈ D(A∗) that

〈yσ,s,A∗σ,sv〉HT = 〈yσ,s, (A∗σ,s −A∗σ)v〉HT︸ ︷︷ ︸
term1

+ 〈yσ,s − ỹσ,A∗σv〉HT︸ ︷︷ ︸
→0 as s→∞

+〈ỹσ,A∗σv〉HT , (C.6)

where term1 ≤ ‖(A∗σ,s −A∗σ)v‖H‖yσ,s‖HT → 0 as s→∞ by (C.1).
Further, integrating ẏσ,s(τ) = Aσ,syσ,s(τ) +Buσ,s(τ) with yσ,s(0) = y◦ over [0, t] leads to

〈yσ,s(t)− y◦, v〉H =
∫ t

0

(
〈yσ,s(τ),A∗σ,sv〉H + 〈Buσ,s(τ), v〉H

)
dτ ∀v ∈ D(A∗).

Combining the weak convergence of yσ,s and uσ,s with (C.6) we obtain

〈ỹσ(τ)− y◦, v〉H =
∫ T

0
(〈ỹσ(τ),A∗σv〉H + 〈Bũσ(τ), v〉H) dτ ∀v ∈ D(A∗),

which shows that yσ,s ⇀ ỹσ = yσ(ũσ).
In order to show optimality of ũσ let ŷσ,s denote the solution of ˙̂yσ,s = Aσ,sŷσ,s +Buσ with

ŷσ,s(0) = y◦. By the weak lower semicontinuity of J we obtain

J (ỹσ, ũσ) ≤ lim inf
s→∞

J (yσ,s, uσ,s) ≤ lim sup
s→∞

J (yσ,s, uσ,s) ≤ lim sup
s→∞

J (ŷσ,s, uσ) = J (yσ, uσ),

(C.7)

where the last step follows from (C.5) by taking ū = uσ in (C.3). By uniquenes of the solution
to (1.2) subject to (1.1) we have that (ỹσ, ũσ) = (yσ, uσ). It remains to show that uσ,s → uσ
strongly. For this purpose we use (C.7) and [5, Lem. 5.2], which implies that uσ,s converges
in norm to uσ. Together with the weak convergence this implies strong convergence of uσ,s
to uσ. With (C.2) we conclude that ‖Πσ,s − Πσ‖L(H) → 0 as s → ∞, which proves the claim
for Kσ = −B∗Πσ.

Furthermore, we conclude that
(
A∗σ,s −BB∗Πσ,s

)
x

s→∞−→ (A∗σ −BB∗Πσ)x for all x ∈
D(A∗), and thus by the Trotter–Kato theorem we have for the semigroups S̃σ and S̃σ,s, gener-
ated by A∗σ −BB∗Πσ and A∗σ,s −BB∗Πσ,s, that S̃σx

s→∞−→ S̃σ,sx for all x ∈ H uniformly for all
t ∈ [0, T ].

Let hσ be the solution of (4.7), and let ĥσ,s, and hσ,s be the solutions of

− ˙̂
hσ,s(t) =

(
A∗σ,s −Πσ,s(T − t)BB∗

)
ĥσ,s(t) + Πσ(T − t) (f(t) +Aσg(t)− ġ(t)) ,

−ḣσ,s(t) =
(
A∗σ,s −Πσ,s(T − t)BB∗

)
hσ,s(t) + Πσ,s(T − t) (f(t) +Aσ,sg(t)− ġ(t)) ,

which are bounded uniformly in s in C([0, T ];H) by taking ν = 0 in Proposition 4.1. Then, we
have

sup
t∈[0,T ]

‖hσ − hσ,s‖H ≤ sup
t∈[0,T ]

(
‖hσ − ĥσ,s‖H + ‖ĥσ,s − hσ,s‖H

)
. (C.8)
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For the first term on the right-hand side of (C.8) we have

hσ(t)− ĥσ,s(t) =
∫ t

0

(
S̃σ(t− τ)− S̃σ,s(t− τ)

)
(Πσ(t− τ) (f(τ) +Aσg(τ)− ġ(τ))) dτ.

By the Trotter–Kato theorem and Lebesgue’s dominated convergence theorem it follows that
supt∈[0,T ] ‖hσ − ĥσ,s‖H → 0 as s→∞.

For the second term we have

ĥσ,s(t)− hσ,s(t) =
∫ t

0
S̃σ,s(t− τ) (Πσ,s(t− τ)Aσ,sg(t)−Πσ(t− τ)Aσg(t)) dτ,

and hence by Lebesgue’s dominated convergence theorem we have supt∈[0,T ] ‖ĥσ,s− hσ,s‖H → 0
as s→∞, which by (C.8) proves the claim for K = −B∗hσ.

Remark 1. Let Aσ = A0 + ∑
j≥1 σjAj depend in an affine way on the parameters (as in

Section 3.1). Then, we estimate

‖(Aσ −Aσ,s)v‖H =
∥∥∥∥ ∑
j≥s+1

σjAjv

∥∥∥∥
H

≤
‖v‖D(A)

2
∑
j≥s+1

‖Aj‖L(D(A),H).

Taking the limit as s→∞, we get lims→∞ ‖(Aσ−Aσ,s)v‖H → 0 for all v ∈ D(A). Analogously,
the convergence for the adjoint operator is shown. Thus, a parameterized family of operators
depending in an affine way on the parameters satisfies (C.1) and consequently (5.1).
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