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Abstract. The application of the dynamic programming principle in continuous-time optimal control problems leads to nonlinear Hamilton-Jacobi-Bellman equations which require the minimization of a nonlinear mapping over the set of admissible controls. In the context of the numerical approximation of such equations, this minimization is often performed by comparison between a finite number of elements of the control set. In this paper we demonstrate the importance of an accurate realization of these minimization problems and propose algorithms by which this can be achieved effectively. The considered class of equations includes nonsmooth control problems with ℓ1 penalizations.
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1. Introduction. Since its introduction by Bellman in the 50’s, dynamic programming has become a fundamental tool in the design of optimal control strategies for dynamical systems. It characterizes the value function of the corresponding optimal control problem in terms of functional relations, the so-called Bellman and Hamilton-Jacobi-Bellman (henceforth HJB) equations. We begin by briefly recalling this setting in the context of infinite horizon optimal control.

We make the following assumptions. We equip Rn for n ∈ N with the Euclidean norm ∥ · ∥2. Furthermore, let

\[ f: \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}, \quad |f(x, u) - f(y, u)| \leq \omega_R \|x - y\|_2, \]
\[ l: \mathbb{R}^d \times \mathbb{R}^m \to \mathbb{R}, \quad |l(x, u) - l(y, u)| \leq \omega_R \|x - y\|_2, \]

for x, y ∈ Rd with ∥x − y∥2 ≤ R and modulus ωR: [0, ∞) → [0, ∞) satisfying limr→0+ ωR(r) = 0 of polynomial growth (cf. Ishii [9]), d, m ∈ N. Let the dynamics be given by

\[
\begin{cases}
\dot{y}(t) = f(y(t), u(t)), \\
y(0) = x
\end{cases}
\]

for t > 0, where x ∈ Rd and u ∈ U ≡ \{u: \mathbb{R} \to U \text{ measurable}\}, U ⊂ Rm compact.

We introduce the following cost functional J : U → R

\[ J(u) = \int_{0}^{\infty} l(y(s), u(s)) e^{-\lambda s} ds, \quad \lambda > 0, \]
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where \( y \) is the solution of (1.2) depending on \( x \) and \( u \). By the application of the dynamic programming principle, the value function

\[
v(x) \equiv \inf_{u \in U} J(u)
\]

is characterized as the viscosity solution [3, Chapter 3] of

\[
\lambda v(x) + \sup_{u \in U} \{-f(x, u) \cdot \nabla v(x) - l(x, u)\} = 0, \quad x \in \mathbb{R}^d.
\]

There exists an extensive literature concerning the construction of numerical schemes for HJB equations (citations). In particular, semi-Lagrangian methods are broadly used schemes to solve HJB equations arising in optimal control problems, see, e.g., [8]. We illustrate the basic steps in the formulation of a semi-Lagrangian schemes for our model problem.

The construction of a first-order semi-Lagrangian scheme begins by considering an Euler discretization of the system dynamics with time step \( h > 0 \)

\[
\begin{align*}
y^{n+1} &= y^n + hf(y^n, u^n), \\
y^0 &= x,
\end{align*}
\]

for \( n \in \mathbb{N}^0, x \in \mathbb{R}^d \), and controls \( u^n \in U \). Then, the application of the discrete-time version of the dynamic programming principle leads to the Bellman equation

\[
v(x) + \sup_{u \in U} \{- (1 - \lambda h) I[V](x + hf(x, u)) + hl(x, u)\} = 0, \quad x \in \mathbb{R}^d.
\]

To discretize this equation in space we introduce a bounded domain \( \Omega = [a, b]^d \subset \mathbb{R}^d \), \( a, b \in \mathbb{R} \), where we define a regular quadrangular mesh with \( N \) nodes and mesh parameter \( k \). We denote the set of nodes by \( \Omega_k \subset \Omega \). Let the discrete value function \( V \) be defined in all grid points, \( V := \{v(x)\}_{x \in \Omega_k} \). However, note that \( x + f(x, u) \) for \( x \in \Omega_k \) is not necessarily a grid point, and therefore the value function has to be evaluated by interpolation which is chosen as a linear one here. The interpolant \( I[\cdot](x) \) is defined on the basis of the dataset \( V \). The resulting fully linear scheme then reads

\[
V(x) = \min_{u \in U} \{ (1 - \lambda h) I[V](x + hf(x, u)) + hl(x, u)\} =: G(V), \quad x \in \Omega_k,
\]

which can be solved by a fixed point iteration given as

\[
V^{i+1} = G(V^i)
\]

and a given initialization \( V^0 \).

Finally, once the value function is computed this allows to derive a feedback control for a given state \( x \in \mathbb{R}^d \) by

\[
u(x) \in \arg\max_{u \in U} \{- (1 - \lambda h) I[V](x + hf(x, u)) - hl(x, u)\}.
\]

A characteristic feature of the class of HJB equations arising in optimal control problem is its nonlinear Hamiltonian,

\[
\sup_{u \in U} \{- f(x, u) \cdot \nabla v(x) - l(x, u)\},
\]
which requires a parametric maximization (minimization) over the control set $U$. For its discrete analogue $G(V)$, a common practice in the literature is to compute the minimization by comparison, i.e., by evaluating the expression in a finite set of elements of $U$ (see for instance [1, 7, 13] and references therein). In contrast to the comparison approach, the contribution of this paper is to demonstrate that an accurate realization of the min-operation on the right hand side of (1.3) can have an important impact on the optimal controls that are determined on the basis of the dynamic programming principle. In this respect, the reader can take a preview to Figure 4.2, where differences between optimal control fields obtained with different minimization routines can be appreciated. Previous works concerning the construction of minimization routines for this problem date back to [4], where a Brent algorithm is proposed to solve high dimensional Hamilton-Jacobi Bellman equations and to [6], where the authors consider a fast semi-Lagrangian algorithm for front propagation problems. In this latter reference the authors determine the minimizer of a specific Hamiltonian by means of an explicit formula. Moreover, for local optimization strategies in dynamic programming we refer to [12] for Brent’s algorithm and to [17] for a Bundle Newton method.

In this article, a first-order primal-dual method (also known as Chambolle-Pock algorithm [5]) and a semi-smooth Newton method [11, 16] are proposed within the semi-Lagrangian scheme for the evaluation of the right hand side in (1.3). In contrast to the minimization by comparison approach, the proposed algorithms lead for the same CPU time to more accurate solutions. Since we preserve the continuous nature of the control set, in some specific settings it is also possible to derive convergence results for our minimization strategies. Furthermore, it provides a solid framework to address challenging issues, such as nonsmooth optimal control problems with $l^1$ control penalizations in the cost functional.

The paper is organized as follows. In Section 2 we begin by recasting the discretized Hamiltonian as a minimization problem explicitly depending on the control $u$. In Section 3 we introduce and adapt the Chambolle-Pock and semi-smooth Newton method for the problem under consideration, and in Section 4 we present numerical examples studying the convergence of the schemes.

2. Explicitly control-dependent Hamiltonians. In this section we study the numerical evaluation of the nonlinear Hamiltonian

$$
\min_{u \in U} \{(1 - \lambda h)I[V](x + hf(x, u)) + hl(x, u)\}.
$$

This is a nonstandard minimization problem requiring the evaluation of the nonlinear mapping $u \rightarrow I[V](x + hf(x, u))$ which depends on the discrete dataset $V$ and the system dynamics $f(x, u)$. Therefore, a first step towards the construction of local minimization strategies is to recast (2.1) by assuming specific structures for $I[V], f(x, u)$, and $l(x, u)$, leading to explicit piecewise linear or quadratic optimization problems. This section is split between the treatment of the interpolation $I[V](x + hf(x, u))$, and the evaluation of $l(x, u)$. For the sake of simplicity we restrict the presentation to the two dimensional case $d = 2$. Nonetheless, the presented framework can be generalized to higher dimensions without additional difficulties.

2.1. The interpolation operator. To analyze the interpolation operator we consider for every node $x \in \Omega_k$ the patch of four triangular sectors defined upon the neighboring nodes, cf. Fig. 2.1. Assume that the arrival point $x + hf(x, u)$ for $x \in \Omega_k$, $u \in U$, is located in a triangle defined by the points $x = x^1$, $x^2$, and $x^3$ in $\mathbb{R}^2$ with
associated values $V_1$, $V_2$, and $V_3$ as indicated in Fig. 2.1. The linear interpolation formula then reads for a mesh point $x \in \Omega_k$

$$I[V](x) = cx_1 + dx_2 + e$$

with

$$
\begin{pmatrix}
  x_1^1 & x_2^1 & 1 \\
  x_1^2 & x_2^2 & 1 \\
  x_1^3 & x_2^3 & 1
\end{pmatrix}
\begin{pmatrix}
  c \\
  d \\
  e
\end{pmatrix} =
\begin{pmatrix}
  V_1 \\
  V_2 \\
  V_3
\end{pmatrix}.
$$

Note that for an arrival point $x + hf(x, u)$ sufficiently close to $x \in \Omega_k$, i.e.

$$h \leq \|f(\cdot, \cdot)\|_{\infty}^{-1} \frac{\sqrt{2}}{2} k,$$

it is in general possible to know a priori in which of the four triangular sectors it will be located. In the following we restrict the consideration to the dynamics of the form

$$f(x, u) = g(x) + Bu,$$

for $B \in \mathbb{R}^{d \times m}$, i.e. nonlinear in the state, linear in the control. In the special case of the Eikonal equation there is a simple correspondence between the computed triangulars in control and state spaces, see Subsection 2.3.

**Remark 2.1.** Note that in the considered case of first order approximations the passage from the interpolation on one triangular sector to another one is continuous. For the first order interpolation schemes in a point $x \in \Omega_k$, one might also think of considering one interpolant for a macro-cell. This could be computed by using $2^d$ suitably points. However, this means to consider a grid of size $2h$, which leads to less accuracy, which is, in particular, in higher dimensions a crucial issue. Alternatively one could consider one interpolant for the macrocell which is defined piecewise over all the triangular sectors. However, this piecewise smooth interpolation is not convenient for numerical optimization. As a further alternative one can resort to higher order interpolation schemes.
2.1.1. Relation between a local subdivision in the state and control space. Let us briefly focus on the correspondence between triangles in state space in which linear interpolation is done and an adapted decomposition of the control space. We assume that \( h > 0 \) is chosen such that

\[
\sup_{x \in \Omega, u \in U} \|g(x) + Bu\|_2 \leq \frac{\sqrt{2}}{2} k.
\]

Let the rows of \( B \) be denoted by \( \{b_i\}_{i=1}^d \). Further, let \( x_D \) denote a grid point in \( \Omega_h \), let \( I \subset \{1, \ldots, d\} \) be an index set with complement \( I^c \), and define a triangle \( Q_I \subset \mathbb{R}^d \) associated to \( x_D \) for the interpolation and \( I \) by

\[
Q_I = \{ \tilde{x} = x_D + x \mid \|x\|_1 \leq k, x_i \geq 0 \text{ for } i \in I, x_i \leq 0 \text{ for } i \in I^c \}.
\]

Then

\[
U_I = \{ u \in U \mid g(x_D)_i + b_i u \geq 0 \text{ for } i \in I, g(x_D)_i + b_i u \leq 0 \text{ for } i \in I^c \}
\]

has the property that \( x_A = x_D + h(g(x_D) + Bu) \in Q_I \) for \( u \in U_I \), and \( 0 \leq h \leq \frac{1}{h} \). In fact, \( x = x_A - x_D = h(g(x_D) + Bu) \), and we obtain with (2.5) that \( \|x\|_1 \leq k, x_i \geq 0 \) for \( i \in I \) and \( x_i \leq 0 \) for \( i \in I^c \). Note also that

\[
U = \bigcup_{I \in \mathcal{W}} U_I,
\]

where \( \mathcal{W} \) is the set of all subsets of index sets in \( \{1, \ldots, d\} \).

2.2. Evaluation of the cost term. Having approximated the interpolation term of the Hamiltonian, what is left is to provide an approximation of the running cost \( l(x, u) \). If this term is defined in a pointwise manner, this imposes no additional difficulty. For instance, in some of the examples we shall utilize

\[
l(x, u) = \|x\|^2 + \frac{\gamma}{2} \|u\|^2 = x_1^2 + x_2^2 + \frac{\gamma}{2} (u_1^2 + u_2^2).
\]

This introduces a constant and a quadratic term in \( u \) to be added to the above presented expressions for the interpolant (cf. (1.3)). Inserting \( l \) into (1.3), the explicit dependence on \( u \) reads

\[
[V]_I = \min_{I \in \mathcal{W}} \{ H_I(x, V, u, I) \},
\]

\[
H_I(x, V, u, I) = \min_{\beta I \in \mathcal{W}} \{ \beta I \mid V \mid (x + hf(x, u)) + h l(x, u) \},
\]

\[
= \min_{\beta I \in \mathcal{W}} \left\{ \beta (c_I u_1 + d_I u_2 + e_I) + h \left( x^2 + y^2 + \frac{\gamma}{2} (u_1^2 + u_2^2) \right) \right\},
\]

\[
= \min_{\beta I \in \mathcal{W}} \left\{ \frac{\tilde{a}_I}{2} u_1^2 + \frac{\tilde{b}_I}{2} u_2^2 + \tilde{c}_I u_1 + \tilde{d}_I u_2 + \tilde{e}_I \right\},
\]

with

\[
\beta = 1 - \lambda h, \tilde{a}_I = h \gamma, \tilde{b}_I = h \gamma, \tilde{c}_I = \beta c_I,
\]

\[
\tilde{d}_I = \beta d_i, \tilde{e}_I = \beta e_I + h (x^2 + y^2).
\]
Remark 2.2. For minimum time optimal control problems, the resulting semi-Lagrangian scheme for points \( x \in \Omega_k \) will read

\[
[V]_x = \min_{u \in U} \{ \beta I[V](x + hf(x + u)) + 1 - \beta \}, \quad \text{where } \beta = e^{-h}, \quad x \in \Omega_k,
\]

see [8], and the Hamiltonian takes the simplified form

\[
H_I(x, V, u, I) = \min_{u \in U_I} \{ \tilde{c}_I u_1 + \tilde{d}_I u_2 + \tilde{e}_I \}.
\]

To evaluate the right hand side in (2.6) numerically we compute (2.7) for \( I \in W \) by applying numerical optimization methods and then determine the minimizer on the macrocell by comparison over the \( U_I \).

To determine the minimizer of the right hand side in (2.8) we define

\[
F(u) = \frac{\tilde{a}_I}{2} u_1^2 + \frac{\tilde{b}_I}{2} u_2^2 + \tilde{c}_I u_1 + \tilde{d}_I u_2 + \tilde{e}_I.
\]

Then the minimization problem is given by

\[
(2.9) \quad \min_{u \in U_I} F(u), \quad I \in W.
\]

In particular, the following types of cost functionals are of interest for scalars \( a, b, c, d, e, r, l, s \in \mathbb{R} \), where \( a, c \geq 0 \):

1. Infinite horizon problem with quadratic control cost:

\[
(2.10) \quad F_2(u_1, u_2) = \frac{a}{2} u_1^2 + bu_1 u_2 + \frac{c}{2} u_2^2 + du_1 + eu_2 + r.
\]

The functional is smooth and convex if \( ac - b^2 > 0 \).

2. Minimum time problem:

\[
(2.11) \quad F_{MT}(u_1, u_2) = bu_1 u_2 + du_1 + eu_2 + r.
\]

The functional is non-convex if \( b \neq 0 \) but smooth.

3. Minimum time/Infinite horizon problem with \( L^1 \)-control cost:

\[
(2.12) \quad F_{MT/IH}(u_1, u_2) = a|u_1| + bu_1 u_2 + c|u_2| + du_1 + eu_2 + r.
\]

The functional is non-convex if \( b \neq 0 \) and non-smooth.

4. Infinite horizon problem with \( L^2 \)- and \( L^1 \)-control cost:

\[
(2.13) \quad F_{IH}(u_1, u_2) = \frac{a}{2} u_1^2 + l|u_1| + bu_1 u_2 + \frac{c}{2} u_2^2 + s|u_2| + du_1 + eu_2 + r.
\]

The functional is convex if \( ac - b^2 > 0 \) and non-smooth.

Remark 2.3. If \( U \) is compact all four functionals allow a minimum. If \( ac - b^2 > 0 \) it is unique for (2.10) and (2.11). For a discussion of optimal control problems of dynamical systems for functionals (2.12) and (2.13) we refer to [2, 14].

Remark 2.4. The term \( bu_1 u_2 \) naturally arises when bilinear interpolants are constructed over quadrangular cells. For the triangular interpolation used throughout this paper, we take \( b = 0 \).
2.3. Special case: Eikonal dynamics. We consider the relation between the subdivision of the state and control space in the context of minimum time problems with Eikonal dynamics. To set up the control problem we introduce a target $T \subset \mathbb{R}^n$ closed, $\text{int}(T) \neq \emptyset$, with smooth boundary and consider

$$t(x, \tilde{u}) = \begin{cases} \inf \{ t \in \mathbb{R}_+ : y(t, \tilde{u}) \in T \} & \text{if } y(t, u(t)) \in T \text{ for some } t, \\ +\infty & \text{otherwise}, \end{cases}$$

where $\tilde{u} \in \mathcal{U}$ and $y(\cdot, u(\cdot))$ denotes the solution of (1.2) depending on the control. Furthermore we assume a small-time local controllability assumption as formulated in [8, p. 216]. The minimum time problem is defined as

$$T(x) = \inf_{\tilde{u} \in \mathcal{U}} t(x, \tilde{u})$$

and the minimum time function can be characterized as the viscosity solution of

$$\sup_{u \in \mathcal{U}} \{-f(x, u)^T \nabla v(x)\} = 1 \quad \text{in } \mathcal{R} \setminus \mathcal{T},$$

$$v(x) = 0 \quad \text{on } \partial \mathcal{T},$$

where $\mathcal{R}$ are all points in the state space where the time of arrival is finite. We consider the dynamics

$$f(x, u) = \left( \begin{array}{c} u_1 \\ u_2 \end{array} \right), \quad \mathcal{U} = \{ u \in \mathbb{R}^2 : \|u\|_2 \leq 1 \}, \quad x \in \mathbb{R}^2,$$

which leads to an equation of Eikonal type.

For this problem we have a direct relation between the direction of the control $u$ and the identification of the arrival point in the state space; for instance, all the arrival points in the first quadrant will correspond to controls belonging to the set $\mathcal{U}_{\{1,2\}} = \{ u \in \mathcal{U} : 0 \leq u_1, 0 \leq u_2 \}$. It is possible to express the interpolation operator (1.3) for given node $x$ piecewise as

$$I[V](x + h f(x, u)) = I_{I}[V](x + h f(x, u))$$

with $x + h f(x, u)$ in quadrant $U_I$. For every quadrant we obtain control-dependent formulas of the form

$$I_{I}[V](x + h f(x, u)) = c_I u_1 + d_I u_2 + e_I.$$

3. Algorithms for solving minimization problems of the form (2.9). To solve minimization problems of type (2.9) we consider the following approaches:

a) Minimization by comparison over a finite subset $U_{\text{finite}} \subset \mathcal{U}_I$.

b) First order primal-dual method: Chambolle-Pock algorithm, see [5].

c) Second-order method: Two different types of semi-smooth Newton methods depending on the smoothness of the cost functional.

d) If the functional is of type (2.11), the controls are located on the sphere or in the origin and can be found by a classical Newton method with a suitable chosen initialization over the parameterized sphere.

The minimization by comparison approach a) is broadly used in the literature. It consists in choosing a finite subset $U_{\text{finite}} \subset \mathcal{U}$ where the cost function is evaluated and the minimum is selected among the corresponding values. Such a procedure induces a different optimization paradigm, in the sense that the continuous nature of
the control space is replaced by a discrete approximation. If a parameter-dependent discretization of the control set is considered, where errors with respect to the continuous set can be estimated, the discretization has to be fine enough such that the error is negligible compared to the errors introduced in the different discretization steps of the overall scheme. Furthermore, accurate discretization of the control space are far from trivial even in simple cases, as in the three-dimensional eikonal dynamics where \( U = \{ u \in \mathbb{R}^3 : \| u \| \leq 1 \} \), and a spherical coordinate-based discretization of the control introduces a concentration of points around the poles. In contrast to this approach, we propose a series of numerical algorithms for the treatment of problems of the form (2.9), which preserve the continuous nature of the optimization problem at a similar computational cost.

### 3.1. The smooth case: Cost functionals of type (2.10) and (2.11).

In this section we consider control constraints of the type \( U = \{ u \in \mathbb{R}^m : \| u \| \leq 1 \} \). To solve the optimization problem for smooth cost functionals of type (2.10) and (2.11) we present a first-order primal-dual algorithm and a semi-smooth Newton method.

#### 3.1.1. Primal-dual algorithm.

Here we assume that problem (2.9) can be reformulated as

\[
\min_{u \in \mathbb{R}^m} F(u) + I_K(u),
\]

where \( F \) is smooth, and convex and \( I_K(u) \) is the indicator function of \( K = U \). This fits in the setting presented in [5], where a primal-dual algorithm (also known as Chambolle-Pock algorithm) is formulated, when using the same \( F \), and by choosing the mappings denoted by \( K \) and \( G \) in the reference by id and \( I_K \). We recall the algorithm in the following.

**Algorithm 1: Chambolle-Pock algorithm**

**Data:** Choose \( n = 0, \tau > 0, \sigma > 0, \eta > 0, \vartheta \in [0, 1], (u_0, y_0) \in \mathbb{R}^m \times \mathbb{R}^d, \)

\( \bar{u}_0 = u_0. \)

**repeat**

Update \( x_{n+1} = (y_{n+1}, u_{n+1}, \bar{u}_{n+1}) \) as follows

\[
\begin{align*}
    y_{n+1} &= (I + \sigma \partial F^*)^{-1}(y_n + \sigma \bar{u}_n), \\
    u_{n+1} &= (I + \tau \partial G)^{-1}(u_n - \tau y_{n+1}), \\
    \bar{u}_{n+1} &= u_{n+1} + \vartheta(u_{n+1} - u_n).
\end{align*}
\]

Set \( n = n + 1. \)

**until** \( \| x_n - x_{n-1} \|_{\mathbb{R}^d \times \mathbb{R}^m \times \mathbb{R}^m} < \eta; \)

From identities from convex analysis, see [15], we have

\[
(I + \tau \partial G)^{-1}(y) = \arg\min_{u \in \mathbb{R}^m} \left\{ \frac{\| u - y \|_2^2}{\tau} + I_K(u) \right\} = P_K(y),
\]

\[
u - (I + \tau \partial F)^{-1}(u) = \tau \left( I + \frac{1}{\tau} \partial F^* \right)^{-1} \left( \frac{u}{\tau} \right)
\]

where \( P_K \) denotes the projection on \( K \). From (3.3) we have with \( \sigma = \frac{1}{\tau} \)

\[
(I + \sigma \partial F^*)^{-1}(\sigma u) = \sigma u - \sigma \left( I + \frac{1}{\sigma} \partial F \right)^{-1}(u),
\]
and hence

\[(I + \sigma \partial F^*)^{-1}(u) = u - \sigma \left( I + \frac{1}{\sigma} \partial F \right)^{-1} \left( \frac{1}{\sigma} u \right).\]

In the case \( I = \{1, 2\} \) the projection \( P_K \) is given by

\[(3.4) \quad P_K : \mathbb{R}^m \to \mathbb{R}^m, \quad P_K(p) = \frac{\max(0, p)}{\max(1, \| \max(0, p) \|_2)}.
\]

This leads to Algorithm 2.

**Algorithm 2:** Chambolle-Pock algorithm (variant)

**Data:** Choose \( n = 0, \tau > 0, \sigma > 0, \eta > 0, \vartheta \in [0, 1], (u_0, y_0) \in \mathbb{R}^m \times \mathbb{R}^d, \bar{u}_0 = u_0. \)

repeat

Update \( x_{n+1} = (y_{n+1}, u_{n+1}, \bar{u}_{n+1}) \) as follows

\[
\begin{align*}
    y_{n+1} &= y_n + \sigma \bar{u}_n - \sigma (I + \frac{1}{\sigma} \partial F)^{-1} \left( \frac{y_n}{\sigma} + \bar{u}_n \right), \\
    u_{n+1} &= P_K(u_n - \tau y_{n+1}), \\
    \bar{u}_{n+1} &= u_{n+1} + \vartheta (u_{n+1} - u_n).
\end{align*}
\]

Set \( n = n + 1. \)

until \( \| x_n - x_{n-1} \|_{\mathbb{R}^d \times \mathbb{R}^m \times \mathbb{R}^m} < \eta; \)

If \( (I + \frac{1}{\sigma} \partial F)^{-1} \) is linear, the first step can be reformulated as

\[y_{n+1} = (I + \frac{1}{\sigma} \partial F)^{-1} \partial F \left( \frac{y_n}{\sigma} + \bar{u}_n \right).\]

**Remark 3.1.** Since the cost functional has only quadratic and linear terms it is more convenient to use a linear interpolant rather than a bilinear one in the semi-Lagrangian scheme, since it does not produce any bilinear terms. If \( F \) has a bilinear term it is very challenging to compute \( (I + \frac{1}{\sigma} \partial F)^{-1} \) in higher dimensions, since then \( \partial F \) depends nonlinearly on \( u. \)

**3.2. Semi-smooth Newton method.** The Chambolle-Pock algorithm is a first order algorithm which requires convexity of the functional. We refer to [18] for an extension to a class of non-convex problems. As a second algorithm that we propose we turn to the semi-smooth Newton method which does not rely on global convexity. We recall some main aspects of semi-smooth functions, cf. [16].

**Definition 3.2 (Semi-smoothness).** Let \( V \subset \mathbb{R}^\mu \) be nonempty and open, \( \mu \in \mathbb{N}. \) Then function \( f : V \to \mathbb{R}^\nu \) is semismooth at \( x \in V \) if it is Lipschitz continuous near \( x \) and if the following limit exists for all \( s \in \mathbb{R}^\nu, \eta \in \mathbb{N}: \)

\[
\lim_{M \in \partial f(x+t\tau)} M d.
\]

Furthermore, there holds the following chain rule.

**Lemma 3.3 (Chain rule).** Let \( V \subset \mathbb{R}^\mu \) and \( W \subset \mathbb{R}^\nu \) be nonempty open sets, \( g : V \to W \) be semismooth at \( x \in V, \) and \( h : W \to \mathbb{R}^\eta, \eta \in \mathbb{N,} \) be semismooth at \( g(x) \) with \( g(V) \subset W. \) Then the composite map \( f := h \circ g : V \to \mathbb{R}^\eta \) is semismooth at \( x. \) Moreover,

\[f'(x, \cdot) = h'(g(x), g'(x, \cdot)).\]
To set up a semi-smooth Newton algorithm for (2.9) we proceed as follows. For simplicity, we focus on the case $\mathcal{I} = \{1, 2\}$. The first-order optimality condition for cost functionals of type (2.10) and (2.11) can be formulated as

$$u = P_K(u - \vartheta \nabla F(u)) \quad \forall \vartheta > 0$$

for $u \in \mathbb{R}^m$, $F = F_2$ or $F = F_{MT}$ with projection $P_K$ as in (3.4). We introduce $p = y - \vartheta \nabla F(y)$ and choose $\vartheta$ such that $\vartheta \nabla F(u)$ is of the same scale as $y$ and rewrite (3.5) as

$$u - P_K(p) = 0,$$
$$u - \vartheta \nabla F(u) - p = 0.$$

Setting $\beta = \max(1, \|\max(0, p)\|_2)$ we define

$$E(u, p, \beta) = \begin{pmatrix} \beta u - \max(0, p) \\ u - \vartheta \nabla F(u) - p \\ \beta - \max(1, \|\max(0, p)\|_2) \end{pmatrix}.$$ 

Now the optimality condition can be formulated as

$$E(z) = 0$$

with $z = (u, p, \beta)$. Then we set up a semi-smooth Newton method with $\delta x = (\delta u, \delta p, \delta \beta)$ as presented in Algorithm 3.

**Algorithm 3: Semi-smooth Newton algorithm**

**Data:** Choose $n = 0$, initialization $z_0 \in U \times \mathbb{R}^m \times \mathbb{R}$, $\eta > 0$.

repeat

Solve the Newton equation

$$DE(z_n) = \begin{pmatrix} \beta_n \mathbb{I} & D_{x, p_n \geq 0} & y_n \\ I - \vartheta \nabla^2 F(u_n) & -\mathbb{I} & 0 \\ 0 & -p_n^T D_{x, p_n \geq 0} & \chi_{m_n \geq 1} \end{pmatrix} \begin{pmatrix} \delta u \\ \delta p \\ \delta \beta \end{pmatrix} = -E(z_n)$$

(with matrix $D_{x, p_n \geq 0} = \text{diag}(\chi_{p_n \geq 0})$ and $m_n = \|\max(0, p_n)\|_2$).

Update

$$z_{n+1} = z_n + \delta z.$$ 

Set $n = n + 1$.

until $\|z_n - z_{n-1}\|_{\mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}} < \eta$.

We address solvability of (3.6).

**Lemma 3.4.** Set $M = I - \vartheta \nabla^2 F(u_n)$ and we set $q^+ = \max(0, q)$ for $q \in \mathbb{R}^m$.

The Newton matrix is regular if one of the following two conditions is satisfied:

1. $m_n < 1$: $\beta_n \neq 0$, $\left(\frac{1}{\beta_n} MD_{x, p_n \geq 0} + \mathbb{I}\right)$ regular.
2. $m_n \geq 1$: $\beta_n \neq 0$, $I - \frac{1}{\beta_n} M$ regular.
and \( \left\{ -\frac{1}{m_n} (p^+)^T (I - \frac{1}{\beta_n} M^+)^{-1} \left( -M^+ \frac{u_n^+}{\beta_n} + \hat{p}^+ \right)^+ + 1 \right\} \neq 0. \)

**Remark 3.5.** For \( \beta_n \approx 1 \) condition (3.8) is closely related to the regularity of the Hessian of \( F \). Moreover, if we set \( K = \sup_{u \in U_{(1, 2)}} \| \nabla^2 F(u) \| \) and assume that \( \beta_n \) are bounded away from 1, i.e. \( \beta_n \geq \kappa > 1 \). Then the choice \( \vartheta < \frac{\kappa - 1}{K} \) implies (3.8).

**Proof of Lemma 3.4.** The two cases are considered separately. For \( m_n < 1 \) the Newton-Matrix is given by

\[
DE(z_n) = \begin{pmatrix}
\beta_n I & D_{x_{p+n} \geq 0} & u_n \\
M & -I & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

The regularity of the matrix follows from the regularity of \( \left( \frac{1}{\beta_n} MD_{x_{p+n} \geq 0} + I \right) \).

For \( m_n \geq 1 \) the Newton-matrix is given by

\[
DE(z_n) = \begin{pmatrix}
\beta_n I & D_{x_{p+n} \geq 0} & u_n \\
M & -I & 0 \\
0 & \frac{(p^+)^T}{m_n} & 1
\end{pmatrix}
\]

and leads to the Newton equations

\[
\begin{align*}
\beta_n \delta u - \delta p^+ + \delta u_n &= z_1, \\
M \delta u - \delta p &= z_2, \\
\frac{1}{m_n} (p^+)^T \delta p^+ + \delta \beta &= z_3
\end{align*}
\]

for suitable \( z_1, z_2 \in \mathbb{R}^m, z_3 \in \mathbb{R} \) independent of \( (\delta u, \delta p, \delta \beta) \). From the first and second equations we obtain

\[
\frac{1}{\beta_n} M (\delta p^+ - \delta u_n) + \delta p = z_4
\]

for \( z_4 \in \mathbb{R}^m \). Without loss of generality we assume that the components of \( \delta p = (\delta p^+, \delta p^-) \) are ordered with respect to active and inactive sets. Then we have

\[
(1 - \frac{1}{\beta_n} M^+) \delta p^+ + \delta \beta M^+ \frac{u_n^+}{\beta_n} = z_4
\]

and hence

\[
\delta p^+ = \delta \beta (I - \frac{1}{\beta_n} M^+)^{-1} \left( -M^+ \frac{u_n^+}{\beta_n} + z_4^+ \right).
\]

With (3.11) we obtain

\[
\left\{ -\frac{1}{m_n} (p^+)^T (I - \frac{1}{\beta_n} M^+)^{-1} \left( -M^+ \frac{u_n^+}{\beta_n} + z_4^+ \right)^+ + 1 \right\} \delta \beta = \bar{\beta}.
\]

\( \square \)
Theorem 3.6. Let \( \bar{u} \) be a strict local minimizer of (2.9). Under the assumptions of Lemma 3.4 the semi-smooth Newton method converges locally superlinearly or terminates after a finite number of steps at \( \bar{u} \).

Proof. The operator \( E \) is semi-smooth and is as a composition of Lipschitz continuous functions again Lipschitz continuous. Furthermore from Lemma 3.4 we obtain the boundedness of the inverse derivative in a neighbourhood of \( \bar{u} \).

Consequently, the assertion follows from [16, p. 29] and [10, p. 220, Thm. 8.3].

3.3. Approach for cost functionals of type (2.11). To treat the problem (2.9) for cost functionals of type (2.11) we present an alternative approach. We show that all possible minimizers are located on the sphere or in the origin; cf. also the discussion in [6] where a linear functional is considered. To minimize over the sphere we parameterize the sphere by polar coordinates and consider the restriction of the functional on the sphere. There the minimizer can be found by applying a classical Newton method.

Lemma 3.7. For control problems (2.9) with cost functional (2.11) for \( r = 0 \) all minimizers are located either on the sphere or in the origin.

Proof. For simplicity we consider the case (2.9) for \( d = 2 \) and \( I = \{1, 2\} \). Let \( F(u) = du_1 + bu_1u_2 + e u_2, \) \( u \in \mathbb{R}^2, \) \( d, b, e \in \mathbb{R} \). Then we have
\[
\nabla F(u) = \left( \frac{d + bu_2}{e + bu_1}, \frac{-b}{b} \right), \quad \nabla^2 F(u) = \begin{pmatrix} 0 & b \\ b & 0 \end{pmatrix}.
\]
This implies, we have for \( b \neq 0 \) a saddle point with eigenvalues \( \pm 1 \) in
\[
\frac{u_1}{b}, \quad \frac{u_2}{-d}
\]
For \( b = 0 \) the minimum is reached in \( u = (0, 0)^T \). Consequently, all minimizers are on the boundary of \( \partial U(1, 2) \). However, since the restriction of the bilinear functional to the axes is linear the assertion follows immediately.

In two dimensions the functional \( F \) restricted to the sphere is given by
\[
\tilde{F}(\varphi) = a \cos(\varphi) + \frac{b}{2} \sin(2\varphi) + c \sin(\varphi), \quad 0 \leq \varphi \leq \frac{\pi}{2}.
\]

3.4. The non-smooth case: Cost functionals of type (2.12) and (2.13). In this section we consider two types of control constraints, box constraints as well as Euclidean constraints. Finally, we also present a splitting approach.

3.4.1. Semi-smooth Newton in case of Euclidean norm constraints. In this section we restrict the consideration to equations of Eikonal type and present the approach for a two dimensional problem, therefore the control set is given by \( U = \{ u \in \mathbb{R}^2 : \|u\|_2 \leq 1 \} \). Let us consider the equivalent problem formulation
\[
(3.15) \quad \min_{u \in \mathbb{R}^2} E(u) + h(u),
\]
where \( E: \mathbb{R}^2 \to \mathbb{R} \) is smooth and
\[
(3.16) \quad h(u) = \begin{cases} 
\alpha(|u_1| + |u_2|), & \text{if } u \in U_I, \\
\infty, & \text{if } u \notin U_I.
\end{cases}
\]
The optimality condition for the nonsmooth problem (3.15) is given by
\[
0 \in \nabla E(u) + \partial h(u),
\]
where $\partial h$ denotes the subdifferential of the convex function $h$. Setting $q = -\nabla E(u)$ the optimality condition can be equivalently written as

\begin{equation}
\begin{aligned}
q = -\nabla E(u), \\
q \in \partial h(u).
\end{aligned}
\end{equation}

(3.17)

With the convex conjugate we obtain equivalently

\begin{equation}
\begin{aligned}
q = -\nabla E(u), \\
u \in \partial h^*(q),
\end{aligned}
\end{equation}

(3.18)

with

$$h^*(q) = \sup_{v \in U_I} (v \cdot q - h(v)).$$

Note that on $U_I$

$$v \cdot q - h(v) = (q_1 - \alpha_1)v_1 + (q_2 - \alpha_2)v_2$$

with

$$\alpha_1 = \text{sgn}(L_1)\alpha, \quad \alpha_2 = \text{sgn}(L_2)\alpha$$

and

$$L_1 = \begin{cases} 1, & \text{if } I = \{1, 2\} \text{ or } I = \{1\}, \\
-1, & \text{if } I = \{2\} \text{ or } I = \emptyset,
\end{cases} \quad L_2 = \begin{cases} 1, & \text{if } I = \{1, 2\} \text{ or } I = \{2\}, \\
-1, & \text{if } I = \emptyset \text{ or } I = \{1\}.
\end{cases}$$

(3.19)

For fixed $q$ and $v \in U_I$ we define

$$l(v) = (q_1 - \alpha_1)v_1 + (q_2 - \alpha_2)v_2.$$

The sup of this linear function is attained on $\partial U_I$. We distinguish four cases

- $\text{sgn}(q_1 - \alpha_1) \neq \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) \neq \text{sgn}(L_2)$: $h^*_{L_1, L_2}(q) = 0$,
- $\text{sgn}(q_1 - \alpha_1) = \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) \neq \text{sgn}(L_2)$: $h^*_{L_1, L_2}(q) = q_1 - \alpha$,
- $\text{sgn}(q_1 - \alpha_1) \neq \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) = \text{sgn}(L_2)$: $h^*_{L_1, L_2}(q) = q_2 - \alpha$,
- $\text{sgn}(q_1 - \alpha_1) = \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) = \text{sgn}(L_2)$:

$$h^*_{L_1, L_2}(q) = \sup_{\varphi \in \Lambda} (q_1 - \alpha_1) \cos \varphi + (q_2 - \alpha_2) \sin \varphi$$

with

$$\Lambda = \begin{cases} 0 \leq \varphi \leq \frac{\pi}{2} & \text{if } I = \{1, 2\}, \\
\frac{\pi}{2} < \varphi \leq \pi & \text{if } I = \{2\}, \\
\pi < \varphi \leq \frac{3\pi}{2} & \text{if } I = \emptyset, \\
\frac{3\pi}{2} < \varphi \leq 2\pi & \text{if } I = \{1\}.
\end{cases}$$

(3.20)

In the following for simplicity in the following we only consider the problem for $I = \{1, 2\}$. From the first order condition we obtain the following relation between $q$ and $\varphi$

$$\tan \varphi = \frac{q_2 - \alpha}{q_1 - \alpha} > 0.$$
Summarizing we have

\[
\begin{aligned}
h^*(q) &= \begin{cases} 
(q_1 - \alpha) \cos \varphi + (q_2 - \alpha) \sin \varphi, & \text{if } q_1, q_2 \geq \alpha, \\
q_2 - \alpha, & \text{if } q_1 < \alpha, \ q_2 > \alpha, \\
0, & \text{if } q_1, q_2 < \alpha, \\
q_1 - \alpha, & \text{if } q_1 > \alpha, \ q_2 < \alpha.
\end{cases}
\end{aligned}
\]

for \( \varphi \) given by (3.22) and for the derivative

\[
\nabla h^*(q) = \begin{cases} 
(w_1(q), w_2(q))^T, & \text{if } q_1, q_2 > \alpha, \\
(0, 1)^T, & \text{if } q_1 < \alpha, \ q_2 > \alpha, \\
(0, 0)^T, & \text{if } q_1 < \alpha, \ q_2 < \alpha, \\
(1, 0)^T, & \text{if } q_1 > \alpha, \ q_2 < \alpha.
\end{cases}
\]

To set up a semi-smooth Newton method we introduce a piecewise affine, continuous regularization of the gradient in a \( \varepsilon \)-tube around the discontinuity and define

\[
\begin{aligned}
\nabla (h^*(q))_{\varepsilon} &= \begin{cases} 
(w_1(q), w_2(q))^T, & \text{if } q_1, q_2 > \alpha + \varepsilon, \\
(0, 1)^T, & \text{if } q_1 < \alpha, \ q_2 > \alpha + \varepsilon, \\
\left(0, \frac{q_2 - \alpha}{\varepsilon}\right)^T, & \text{if } q_1 < \alpha, \ \alpha < q_2 < \alpha + \varepsilon, \\
(0, 0)^T, & \text{if } q_1 < \alpha, \ q_2 < \alpha, \\
\left(q_1 - \frac{\alpha}{\varepsilon}, 0\right)^T, & \text{if } \alpha < q_1 < \alpha + \varepsilon, \ q_2 < \alpha, \\
(1, 0)^T, & \text{if } q_1 > \alpha + \varepsilon, \ q_2 < \alpha, \\
\left(\frac{r}{\varepsilon}w_1(q_p), w_2(q_p)\right)^T, & \text{if } \alpha < q_1, \ \alpha < q_2, \ \text{and } \|q - (\alpha, \alpha)^T\| \leq \varepsilon,
\end{cases}
\end{aligned}
\]

where

\[
\begin{aligned}
r &= \|q - (\alpha, \alpha)\|, \quad \theta = \tan^{-1}\left(\frac{q_2 - \alpha}{q_1 - \alpha}\right), & \text{and } q_p &= \varepsilon(\cos(\theta), \sin(\theta)) + (\alpha, \alpha).
\end{aligned}
\]

The semi-smooth Newton method is presented in Algorithm 4.
Algorithm 4: Semi-smooth Newton algorithm

Data: Choose $n = 0$, initialization $z_0 = (q_0, u_0) \in \mathbb{R}^2 \times U_I$, $\eta > 0$.

repeat

Solve the Newton equation

\begin{equation}
\begin{pmatrix}
I & \nabla E(u_n)
\end{pmatrix}
\begin{pmatrix}
\nabla^2 E(u_n)
\end{pmatrix}_\varepsilon \delta z = \begin{pmatrix} q_n + \nabla E(u_n) \\
-(\nabla h^*(q_n) + u_n) \end{pmatrix}.
\end{equation}

Update

\begin{equation}
z_{n+1} = z_n + \delta z.
\end{equation}

Set $n = n + 1$.

until $\|z_n - z_{n-1}\|_{\mathbb{R}^2 \times \mathbb{R}^2} < \eta$.

We can conclude the following theorem.

**Theorem 3.8.** Let $u \in \mathbb{R}^2$ be a strict local minimum of (3.15). If

\begin{equation}
I - \nabla^2 E(u_n) \partial(\nabla h^*(q_n))_\varepsilon
\end{equation}

is regular for all $k$, the semi-smooth Newton converges locally superlinearly.

*Proof.* We introduce the piecewise affine function

$$ G: \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2 \times \mathbb{R}^2, \quad G(q, u) = ((q_n + \nabla E(u) - \partial h^*(q))_\varepsilon + u_n). $$

$G$ is semi-smooth and together with condition (3.28) we get directly the regularity of the Hessian in the Newton equation given in (3.26). From both conditions we derive locally superlinear convergence as in Theorem 3.6. □

### 3.4.2. Semi-smooth Newton in case of box constraints.

Now, let the control set be given by $U = \{ u \in \mathbb{R}^m : u_a \leq u \leq u_b \}$ with $u_a \leq 0 \leq u_b$, $u_a, u_b \in \mathbb{R}^2$. As in the previous section, we consider a cost functional of the type

\begin{equation}
\min_{u \in \mathbb{R}^2} E(u) + h(u),
\end{equation}

where $E$ is smooth and

\begin{equation}
h(u) = \begin{cases} 
\alpha(|u_1| + |u_2|), & \text{if } u \in U_I, \\
\infty, & \text{if } u \notin U_I.
\end{cases}
\end{equation}

Proceeding as in the previous section we distinguish four cases

- $\text{sgn}(q_1 - \alpha_1) \neq \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) \neq \text{sgn}(L_2)$: $h_{L_1, L_2}^*(q) = 0$,
- $\text{sgn}(q_1 - \alpha_1) = \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) \neq \text{sgn}(L_2)$: $h_{L_1, L_2}^*(q) = |q_1 - \alpha_1| u_a$,
- $\text{sgn}(q_1 - \alpha_1) \neq \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) = \text{sgn}(L_2)$: $h_{L_1, L_2}^*(q) = |q_2 - \alpha_2| u_b$,
- $\text{sgn}(q_1 - \alpha_1) = \text{sgn}(L_1) \land \text{sgn}(q_2 - \alpha_2) = \text{sgn}(L_2)$: $h_{L_1, L_2}^*(q) = |q_1 - \alpha_1| u_a + |q_2 - \alpha_2| u_b$.
with $\alpha_1, \alpha_2$ as in (3.19) and $L_1, L_2$ as in (3.20). Further there holds

$$\nabla h^*(q) = \begin{cases} 
(\text{sgn}(q_1) u_a, \text{sgn}(q_2) u_b)^T, & \text{if } q_1 > \alpha, q_2 > \alpha, \\
(0, \text{sgn}(q_2) u_b)^T, & \text{if } q_1 < \alpha, q_2 > \alpha, \\
(0, 0)^T, & \text{if } q_1 < \alpha, q_2 < \alpha, \\
(\text{sgn}(q_1) u_a, 0)^T, & \text{if } q_1 > \alpha, q_2 < \alpha 
\end{cases}$$

(3.31)

for $\mathcal{I} = \{1, 2\}$ and accordingly for the other cases. To set up a semi-smooth Newton method we regularize the first component of the gradient with ramps of width $\varepsilon$ at $|q_1| = \alpha$ and the second component with ramps at $|q_2| = \alpha$. The overall algorithm has the same form as the semi-smooth Newton method in (3.26).

By a similar consideration as in the previous section Theorem 3.8 holds also for the semi-smooth Newton method described above.

#### 3.4.3. A splitting approach.

To treat the cost functionals (2.12) and (2.13) with $L^1$-terms we can reformulate the problem without non-differentiable terms by doubling the number of variables. This is illustrated for the two dimensional case with two dimensional control $(u, v) \in U_I$. For a scalar $z \in \mathbb{R}$ we define $z_+ = \max(0, z)$, $z_- = \min(0, z)$ (in particular $z_+ z_- = 0$ and $|z| = z_+ - z_-$. Then problem (2.9) with cost functional (2.13) is given by

$$\begin{align*}
\min_{u_+, u_-, v_+, v_-} & \quad au_+^2 + au_-^2 + cv_+^2 + cv_-^2 + bu_+ v_+ - bu_- v_+ - bu_+ v_- + bu_- v_- \\
& + l(u_+ - u_-) + s(v_+ - v_-) + d(u_+ + u_-) + e(v_+ + v_-) + r,
\end{align*}$$

s.t.

$$\begin{align*}
g_i & + b_i \begin{pmatrix} u_+ - u_- \\ v_+ - v_- \end{pmatrix} \geq 0, \\
u_+ u_- & = 0, \quad v_+ v_- = 0, \\
u_+ & \geq 0, \quad v_+ \geq 0, \quad u_- \geq 0, \quad v_- \geq 0, \\
\|u\|^2_2 + \|v\|^2_2 & \leq 1, \quad u, v \in U_I
\end{align*}$$

with $g$ chosen as in (2.4) and $b_i$ as the columns of $B$. This problem formulation can be simplified, by distinguishing four cases depending on $\mathcal{I}$; e.g. for $U_{\{1, 2\}}$ we obtain the equivalent problem

$$\begin{align*}
\min_{u_+, v_+} & \quad au_+^2 + cv_+^2 + bu_+ v_+ + (l + d)u_+ + (s + e)v_+ + r,
\end{align*}$$

s.t.

$$\begin{align*}
g_i & + b_i \begin{pmatrix} u_+ \\ v_+ \end{pmatrix} \geq 0, \quad i = 1, 2, \\
u_+ & \geq 0, \quad v_+ \geq 0, \\
u_+^2 + v_+^2 & \leq 1.
\end{align*}$$

(3.32)

Problem (3.32) can be solved by using algorithms of Section 3.1.

#### 4. Numerical examples.

In this section we present a set of numerical tests aiming at studying the performance and accuracy of the algorithms presented in the previous sections. We begin by assessing the performance of the proposed numerical optimization routines as a separate building block.
4.1. Preliminary tests. We consider a generic two-dimensional minimization problem of the form

\[
\min_{u \in U} \frac{1}{2} \|u\|_2^2 + L \cdot u + \gamma \|u\|_1
\]

subject to Euclidean norm or box constraints, i.e. \( U = \{u \in \mathbb{R}^2 \mid \|u\|_2 \leq 1\} \) or \( U = \{u \in \mathbb{R}^2 \mid 0 \leq u_1 \leq 1, 0 \leq u_2 \leq 1\} \), respectively. Results presented in Tables 4.1, 4.2 and 4.3 show the different performance scenarios found under different costs and constraints. For every setting we can observe that the minimization by the comparison algorithm (see Section 3) requires very fine discretizations of the control variable (and thus, higher CPU time) to achieve similar error levels as the optimization-based counterpart.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Tolerance</th>
<th>Iterations</th>
<th>CPU time</th>
<th>$| \cdot |_2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chambolle-Pock</td>
<td>1E-4</td>
<td>9</td>
<td>7.3E-5 [s]</td>
<td>4.31E-5</td>
</tr>
<tr>
<td>Semi-smooth Newton</td>
<td>1E-4</td>
<td>5</td>
<td>1.3E-2 [s]</td>
<td>7.74E-9</td>
</tr>
<tr>
<td>Comparison (1E4 evaluations)</td>
<td>–</td>
<td>–</td>
<td>1.1E-3 [s]</td>
<td>1.6E-2</td>
</tr>
<tr>
<td>Comparison (2E3 evaluations)</td>
<td>–</td>
<td>–</td>
<td>6.6E-4 [s]</td>
<td>4.1E-2</td>
</tr>
</tbody>
</table>

Table 4.1: Performance tests for an $\ell_2$-cost (i.e. $\gamma = 0$) with Euclidean norm constraint.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Tolerance</th>
<th>Iterations</th>
<th>CPU time</th>
<th>$| \cdot |_2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-smooth Newton</td>
<td>1E-4</td>
<td>101</td>
<td>4.53E-3 [s]</td>
<td>1.51E-3</td>
</tr>
<tr>
<td>Comparison (4E4 evaluations)</td>
<td>–</td>
<td>–</td>
<td>5.18E-3 [s]</td>
<td>5.77E-3</td>
</tr>
<tr>
<td>Comparison (2E5 evaluations)</td>
<td>–</td>
<td>–</td>
<td>2.08E-2 [s]</td>
<td>2.80E-3</td>
</tr>
</tbody>
</table>

Table 4.2: Combined $\ell_2$- and $\ell_1$-cost ($\gamma = 0.1$) with box constraint.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Tolerance</th>
<th>Iterations</th>
<th>CPU time</th>
<th>$| \cdot |_2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-smooth Newton</td>
<td>1E-4</td>
<td>58</td>
<td>1.47E-2 [s]</td>
<td>1.23E-3</td>
</tr>
<tr>
<td>Comparison (2E3 evaluations)</td>
<td>–</td>
<td>–</td>
<td>8.56E-4 [s]</td>
<td>4.18E-2</td>
</tr>
<tr>
<td>Comparison (1E5 evaluations)</td>
<td>–</td>
<td>–</td>
<td>1.20E-2 [s]</td>
<td>1.47E-2</td>
</tr>
</tbody>
</table>

Table 4.3: Combined $\ell_2$- and $\ell_1$-cost ($\gamma = 0.1$) with Euclidean norm constraint.
4.2. Interplay with the semi-Lagrangian scheme. Having embedded the minimization routines within a semi-Lagrangian scheme, we show in Fig. 4.1 the evolution of the average iteration count per gridpoint (at every fixed point iteration of the semi-Lagrangian scheme), for both a minimum time and an infinite horizon optimal control problem subject to Eikonal dynamics. Note the difference in the evolution of the subiteration count depending on the considered control problem. In the minimum time problem nodes that have not received information propagating from the optimality front are still minimized with irrelevant information until they are reached by the optimality front, whereas in the infinite horizon case “correct” information is available for every node from the first iteration due to the presence of a running cost. In this latter case, the impact of the available information from the previous semi-Lagrangian iteration is similar to a warm start of the optimization routine.

![Fig. 4.1](image)

**Fig. 4.1:** Subiteration count for 2D control problems with Eikonal dynamics

4.3. Infinite horizon problems with $\ell_2$ running cost. We present three different numerical tests for infinite horizon optimal control problem with cost functional and running cost given by

$$J(u, x) = \int_0^\infty l(x(s), u(s))e^{-\lambda s} ds, \quad \text{and} \quad l(u, x) = \frac{1}{2}\|x\|_2^2 + \frac{\gamma_2}{2}\|u\|_2^2, \quad \gamma_2 > 0, \lambda > 0.$$

As common setting, the fixed point iteration is solved until

$$\|V^{n+1} - V^n\| \leq \frac{1}{5}k^2, \quad n = 1, 2, 3, \ldots,$$

where $k$ stands for the space discretization parameter and the stopping tolerance for the inner optimization routine is set to $10^{-4}$. Further common parameters are $\lambda = 0.1$ and $\gamma_2 = 2$, and specific settings for every problem can be found in Table 4.4.

**Test 1: 2D Eikonal dynamics.** In this test we consider Eikonal dynamics of the form

$$(4.2) \quad f(x, u) = (u_1, u_2)^T, \quad \|(u_1, u_2)\|_2 \leq 1.$$

We study the accuracy and performance of the semi-Lagrangian scheme with different minimization routines: discretization of the control set and minimization by comparison, a semismooth Newton method given in Algorithm 3, and the approach by Chambolle and Pock given in Algorithm 1. In order to make a fair study of the different routines, we chose the discrete set of controls for the comparison algorithm
such that the CPU time for the semismooth Newton method and the Chambolle-Pock algorithm is almost the same. Table 4.5 shows errors in both the value function and in the optimal control between the exact solutions $v$ and $u$ and their numerical approximations $V_h$ and $U_h$ for the different schemes. Errors are computed with respect to the exact solution of the Hamilton-Jacobi-Bellman equation, which is not readily available in the literature. Since it is useful for numerical investigations, it is provided in Appendix B. The results show that we have similar CPU time of the approaches and independently of the meshsize, the optimization-based schemes yield more accurate approximations of the value function and the associated optimal control than the approach based on comparison. Further results are shown in Fig. 4.2, where we also consider nonhomogeneous Eikonal dynamics

\begin{equation}
    f(x, u) = (1 + \chi_{x_2 > 0.5})(u_1, u_2)^T, \
    \|(u_1, u_2)\|_2 \leq 1
\end{equation}

with $\chi_{x_2 > 0.5}(x)$ corresponds to the indicator function of the set $\{x = (x_1, x_2) | x_2 > 0.5\}$. The figure shows that both approaches, the SL-scheme with a semismooth inner optimization block and the one with a comparison-based routine, lead to very similar value functions. This is clearly not the case for the optimal control fields depicted in rows 2 and 3 of Fig. 4.2. Even by a post-processing step it would be difficult to obtain the results in the third row from those in the second row.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\Omega$</th>
<th>$U$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>$[-1, 1]^2$</td>
<td>$|u|_2 \leq 1$</td>
<td>$\frac{\sqrt{2}}{4}k$</td>
</tr>
<tr>
<td>Test 2</td>
<td>$[-1, 1]^3$</td>
<td>$|u|_2 \leq 1$</td>
<td>$\frac{\sqrt{3}}{16}k$</td>
</tr>
<tr>
<td>Test 3</td>
<td>$[-1, 1]^3$</td>
<td>$|u|_\infty \leq 0.3$</td>
<td>$\frac{\sqrt{3}}{16}k$</td>
</tr>
</tbody>
</table>

**Table 4.4:** Parameters for Tests 1-3.

<table>
<thead>
<tr>
<th>$k$</th>
<th>0.05</th>
<th>0.025</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time</td>
<td>$|v - V_h|_1$</td>
<td>$|u - U_h|_1$</td>
</tr>
<tr>
<td>Comparison</td>
<td>63.52 [s]</td>
<td>3.12E-2</td>
</tr>
<tr>
<td>Semismooth Newton</td>
<td>77.25 [s]</td>
<td>2.62E-2</td>
</tr>
<tr>
<td>Chambolle-Pock</td>
<td>63.05 [s]</td>
<td>2.60E-2</td>
</tr>
</tbody>
</table>

**Table 4.5:** Infinite horizon control of 2D Eikonal dynamics. CPU time and errors for a semi-Lagrangian scheme with different minimization routines. The comparison algorithm was run with a discrete set of 1280 control points in every node.
Test 2: 3D Eikonal dynamics. As a proof of the concept we consider the infinite horizon optimal control of three dimensional Eikonal dynamics

\[ f(x, u) = (u_1, u_2, u_3)^T, \quad \|(u_1, u_2, u_3)\|_2 \leq 1. \]

Errors and CPU time are shown in Table 4.6. The values for the comparison-based algorithm are similar. By the Chambolle-Pock algorithm we obtain more accurate solutions of the control field for a similar amount of CPU time.

Test 3: Triple integrator with two control variables. In this test the dynamics are given by a triple integrator with two control variables subject to box constraints

\[ f(x, y, z, u_1, u_2) = (y, z + u_1, u_2)^T, \quad |u_1| \leq a, \quad |u_2| \leq b, \quad a, b \in \mathbb{R}. \]
Table 4.6: Infinite horizon control of 3D Eikonal dynamics. CPU time and errors for a semi-Lagrangian scheme with different minimization routines. The comparison algorithm was run with a discrete set of 5120 control points.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CPU time</th>
<th>$|v - V_h|_1$</th>
<th>$|u - U_h|_1$</th>
<th>CPU time</th>
<th>$|v - V_h|_1$</th>
<th>$|u - U_h|_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison</td>
<td>93.76 s</td>
<td>2.49E-2</td>
<td>2.46E-2</td>
<td>2.89E-2</td>
<td>1.02E-2</td>
<td>1.89E-2</td>
</tr>
<tr>
<td>Chambolle-Pock</td>
<td>97.25 s</td>
<td>9.92E-3</td>
<td>2.07E-2</td>
<td>2.01E-2</td>
<td>5.66E-3</td>
<td>1.22E-2</td>
</tr>
</tbody>
</table>

The purpose of this example is to stress that the minimization strategy that we have introduced can be also applied to non-Eikonal dynamics, where the correspondence between octants in the state space and the control field is not trivial. For the sake of completeness the control space decomposition procedure for this example can be found in Appendix A. In this particular case, every octant will have associated a different rectangular sector in the control space for its arrival points. Results for the value function, optimal controls and trajectories are shown in Fig. 4.3. In the second row of this figure, we observe distinct differences between the optimal controls obtained from the Chambolle-Pock and comparison-based algorithms. These differences in the control lead to different approximated steady states as it can be seen in the left of the second row of Fig. 4.3. To also highlight the effect of closed-loop control we carried out an experiment with additive structural and output noise. In the third row of Fig. 4.3, the resulting states from open and closed-loop control can be compared.

4.4. Infinite horizon problems with combined $\ell_2$- and $\ell_1$-cost. We present two numerical tests for infinite horizon optimal control problems with cost function and running cost given by

$$J(u, x) = \int_0^\infty l(x(s), u(s))e^{-\lambda s}ds,$$

$$l(u, x) = \frac{1}{2}\|x\|^2 + \frac{\gamma_2}{2}\|u\|^2 + \gamma_1\|u\|_1, \quad \gamma_2 > 0, \gamma_1 > 0, \lambda > 0.$$  

The stopping rule for the fixed point iteration is defined in the same way as in the previous set of examples. All the optimization-based routines have been solved with a semismooth Newton method as the inner block, with a regularization parameter $\varepsilon = 1e - 3$. Further common parameters are $\lambda = 0.1$ and $\gamma_2 = 2$, and specific settings for every problem can be found in Table 4.7.

Test 4: 2D Eikonal dynamics. This test considers the same two dimensional dynamics as in Test 1, the only difference being the inclusion of an $\ell_1$-penalization in the cost functional. For the inner optimization block we apply the semismooth Newton method presented in Algorithm 4. Results are shown in Fig. 4.4, where differences in the shape of the value function can be observed as the $\gamma_1$ weight increases. In the second row of Fig. 4.4, the effect of sparsity on the first control component can be seen from the fact that it is identically zero in a band around the origin. Moreover, the width of the band increases with $\gamma_1$. As for the value function, introducing the
Fig. 4.3: Triple integrator with two controls, numerical results with $k = 0.05$. Top: different isosurfaces. Middle: differences in the optimal control lead to different trajectories. Bottom: the feedback approach leads to robustness with respect to noise in the dynamics.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\Omega$</th>
<th>$U$</th>
<th>$h$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 4</td>
<td>$[-1, 1]^2$</td>
<td>$|u|_2 \leq 1$</td>
<td>$\frac{\sqrt{2}}{4} k$</td>
<td>0.025</td>
</tr>
<tr>
<td>Test 5</td>
<td>$[0, 2\pi]^3$</td>
<td>$|u|_\infty \leq 0.3$</td>
<td>$0.2 k$</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 4.7: Parameters for Tests 4-5.

1 term breaks its radially symmetric structure, as it is shown in the first row of Fig. 4.4.

**Test 5: 3D car model.** In our last test, the dynamics are given by a nonlinear 3D car model with two control variables:

$$f(x, u) = (u_1 \cos(x_3), u_1 \sin(x_3), u_2)$$
with $u_1 \in [-\omega_1, \omega_1]$, and $u_2 \in [-\omega_2, \omega_2]$, $\omega_1 > 0$, $\omega_2 > 0$. For this problem we implement the semi-smooth Newton algorithm with box constraints introduced in Section 3.4.2. Results are shown in Fig. 4.5. The first row shows isovales which are consistent with the literature (refs.) for car models. The addition of an $\ell_1$-cost shrinks the region of a given cost. The second and third rows depict the effect of sparsity in both control variables, creating regions of zero action. A direct consequence of this can be seen at the bottom of Fig. 4.5, where the inclusion of the additional $\ell_1$-cost generates optimal trajectories which do not reach the origin due to the interplay between the control cost and the discount factor of the optimal control problem.

**Concluding remarks.** We have presented a numerical algorithm for the solution of HJB equations based on a semi-Lagrangian discretization and the use of different local minimization strategies for the approximation of the corresponding numerical Hamiltonian. The numerical results show a more accurate resolution of the optimal control field at a similar computational cost as the currently used schemes. Furthermore, the proposed approach can be also adapted to treat non-differential costs such as $\ell_1$ penalizations on the control. Since the numerical approximation of the Hamiltonian constitutes one building block within the construction of approximation schemes for HJB and related equations, the idea of using local minimization techniques can be conveniently recast in similar problems, such as front propagation problems and differential games, and in related approximation techniques, like fast marching schemes, policy iteration methods and high-order approximations.

**Fig. 4.4:** Sparse control of Eikonal dynamics. Top: inclusion of an $\ell_1$ cost breaks the radially symmetric structure of the solution. Bottom: the sparsity of the optimal control translates into a zero band around of the origin, depending on the weight $\gamma_1$. 
Appendix A: Decomposition of the control space for Test 3. We make an explicit presentation of the decomposition of the control space of Test 3. The dynamics is given by

\[ f(x, y, z, u_1, u_2) = (y, z + u_1, u_2), \quad |u_1| \leq a, \quad |u_2| \leq b, \quad a, b \in \mathbb{R}. \]

For a given departure point \((x_d, y_d, z_d) \in \mathbb{R}^3\) and a sufficiently small \(h\), we want to identify a relation between subsets \(U_I\) of the control space \(U = [-a, a] \times [-b, b]\) and the location of the corresponding arrival points

\[(x_d, y_d, z_d) + h(y_d, z_d + u_1, u_2), \quad (u_1, u_2) \in U_I.\]

In the three-dimensional case, the control set \(U\) can be decomposed into at most eight disjoint subsets, one per octant with

\[ U = \bigcup_{I \in W} U_I \]

for \(W = \{1, 2, 3\}\). Since every octant defines a unique linear interpolant, we solve eight different minimization problems, and then compute the global nodal minimizer by comparison. For instance, let us consider the sector

\[ Q_{1,2,3} = \{(x, y, z) \mid x_d \leq x, \quad y_d \leq y, \quad z_d \leq z, \quad (x-x_d) + (y-y_d) + (z-z_d) \leq k\}, \]

where the evaluation of the arrival point is defined upon the linear interpolant \(I_{1,2,3}\) depending on the points \((x_d, y_d, z_d), (x_d + k, y_d, z_d), (x_d, y_d + k, z_d),\) and \((x_d, y_d, z_d + k)\). The subset \(U_{1,2,3}\) related to this interpolant reduces to

\[ U_{1,2,3} = \{(u_1, u_2) \in U \mid z_d + u_1 \geq 0, u_2 \geq 0\}. \]

Note that for this definition to be meaningful, we need to assume that \(y_d \geq 0\), otherwise \(U_{1,2,3} = \emptyset\). Also note that the condition \((x-x_d) + (y-y_d) + (z-z_d) \leq k\) is omitted by assuming a sufficiently small \(h\) ensuring it. The next subset \(U_{2,3}\) relates to the sector

\[ Q_{2,3} = \{(x, y, z) \mid x_d \geq x, \quad y_d \leq y, \quad z_d \leq z, \quad -(x-x_d) + (y-y_d) + (z-z_d) \leq k\}, \]

and is given by

\[ U_{2,3} = \{(u_1, u_2) \in U \mid z_d + u_1 \geq 0, u_2 \geq 0\}. \]

Note that \(U_{1,2,3} \equiv U_{2,3}\), however, \(U_{2,3}\) is nonempty only when \(y_d \leq 0\). Therefore, for a given departure point, depending on the coordinate \(y_d\), only one of these two subsets will be active with arrival points in different sectors \(Q_{1,2,3}\) or \(Q_{2,3}\) (with different interpolation data). In a similar way, the remaining six subsets can be obtained. By assuming a linear structure of the control, the identification of the control subsets is simple, as it will only require the resolution of linear inequalities where the departure point enters as a fixed data.

Appendix B: Exact value function for Test 1. The exact value function for the infinite horizon optimal control problem with Eikonal dynamics in Test 1 is derived. The HJB-equation has the form

\[ \lambda v + \max_{u \in U} \left\{ -u^T \nabla v - \left( \frac{|x|^2}{2} + \frac{\gamma}{2} \|u\|^2 \right) \right\} = 0, \quad x \in \mathbb{R}^n, \]
where $U = \{ u \in \mathbb{R}^2 | \| u \|_2 \leq 1 \}$, for which we want to obtain an explicit solution. If \( \frac{1}{\gamma} \| \nabla v \|_2 < 1 \), then \( u^* = -\frac{1}{\gamma} \nabla v \) provides a maximum for the expression in brackets, and the HJB-equation becomes

\[
\lambda v + \frac{1}{2\gamma} \| \nabla v \|^2_2 - \frac{1}{2} \| x \|^2_2 = 0.
\]

Switching to polar coordinates \((r, \varphi)\) this equation can be expressed as

\[
\lambda v(r, \varphi) + \frac{1}{2\gamma} (v_r(r, \varphi)^2 + \frac{1}{r^2} v_\varphi(r, \varphi)^2) - \frac{r^2}{2} = 0,
\]

and assuming that the solution is radially symmetric

\[
\lambda v(r) + \frac{1}{2\gamma} v_r(r)^2 - \frac{r^2}{2} = 0.
\]

The ansatz \( v_1 = Ar^2 \), leads to \( \lambda Ar^2 + \frac{2}{\gamma} A^2 r^2 - \frac{r^2}{2} = 0 \) and hence \( A = \frac{\gamma}{\lambda}(\sqrt{\lambda^2 + \frac{4}{\gamma}} - \lambda) \).

The resulting expression for \( v_1 \) is the solution of (4.4), if \( (v_1)_r \leq \gamma \) which results in \( r \leq 2((\lambda^2 + \frac{4}{\gamma})^\frac{1}{2} - \lambda)^{-1} =: \overline{r} \). We note that \( v_1(\overline{r}) = \frac{\gamma}{2} \overline{r} \).

We turn to the case that \( \frac{1}{\gamma} \| \nabla v \|_2 > 1 \). In this case the max in (4.4) is achieved on the boundary of \( U \) at \( u^* = -\frac{\nabla v}{\| \nabla v \|_2} \). Again we look for a radially symmetric solution in polar coordinates

\[
(4.5)
\lambda v(r) + |v_r(r)| - \frac{r^2}{2} = \frac{\gamma}{2}.
\]

Assuming that \( v_r \geq 0 \) we make the Ansatz \( v_2(r) = ar^2 + br + c + de^{-\lambda r} \). Inserting into (4.5) and comparing coefficients we obtain

\[
v_2(r) = \frac{1}{2\lambda} r^2 - \frac{1}{\lambda^2} r + \frac{\gamma}{2\lambda} + \frac{1}{\lambda^3} + de^{-\lambda r}.
\]

Continuous concatenation with \( v_1 \) at \( \overline{r} \) implies that

\[
d = e^{\lambda \overline{r}} \left[ (\frac{\gamma}{2} + \frac{1}{\lambda^2}) \overline{r} - \frac{1}{2\lambda} \overline{r}^2 - \frac{\gamma}{2\lambda} - \frac{1}{\lambda^3} \right].
\]

Note that this latter coupling yields that \( v(r) \) is a \( C^1(\mathbb{R}^n) \) function and therefore it is also a classical solution of eq. (4.4). Summarizing we have

\[
v(r) = \begin{cases} 
\frac{\gamma}{4} (\sqrt{\lambda^2 + \frac{4}{\gamma}} - \lambda)r^2 & \text{for } r \leq \overline{r} \\
\frac{1}{2\lambda} r^2 - \frac{1}{\lambda^2} r + \frac{\gamma}{2\lambda} + \frac{1}{\lambda^3} + de^{-\lambda r} & \text{for } r > \overline{r},
\end{cases}
\]

where \( d \) is given in (4.6).
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Fig. 4.5: Sparse control of a 3D car model. Top: different isosurfaces with different $\ell_1$ cost. Rows 2 and 3: effect of sparsity on the optimal control field. Bottom: optimal trajectories with and without sparsity.