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1. Summary

Surface plasmons allow to bridge between the micrometer and nanometer

length scales of optics and nanodevices. This is accomplished by converting

light to coherent electron oscillations con�ned to the surface of nanostructures

and leads to additional evenascent �elds.

Of special interest are so-called hot spots that are regions with strong �eld

enhancement with only a few nanometers dimensions caused by the surface

plasmons situated e.g. at the edges and corners of a rectangular particle or in

the feedgap region of bowtie antennas. Recently, it has been shown that such

hot spots even with only small �eld enhancements [19] and surface plasmons

[7] serve as emitters of hot electrons.

In this thesis hot-electron emission is investigated for di�erent particle shapes

- rectangular particles and bowtie antennas - and dimensions. We simulate the

escaping electrons using the so-called simple man model [4, 7], where the elec-

tric �elds are computed using the MNPBEM-Toolbox for plasmonic nanopar-

ticles [15], and compare the results with measured electron spectra from litho-

graphically fabricated gold nanoparticles, excited by femtosecond laser pulses.

The simulations reveal pronounced di�erences between di�erent particle

shapes. In particular, we observe higher excess energies at the same exci-

tation intensity for bowtie antennas in comparison with rectangular particles.

In addition we �nd that the main sources of electron emission and high kinetic

energy electrons are the corners and edges of the particles. The higher excess

energies of bowtie antennas are attributed to the feedgap region, where the

�eld strength is enhanced in comparison to single rectangular particles. We

also �nd good agreement between our simulation results and the experimental

data.
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2. Introduction

Metallic nanoparticles have a size in the nanometer range, at least in one di-

mension. Typically, the particles under study are about 20 to 200 nm in size,

and have shapes of spheres, rectangular particles, or other geometries. These

particles are interesting because light can couple to the free electrons in the

conduction band of the metal and lead, under speci�c resonance conditions

(depending on the dimensions and materials of the nanoparticles), to electron

charge oscillations which are usually termed surface plasmons. Surface plas-

mons come together with so-called evenascent (exponentially decaying) electric

�elds with a strong �eld enhancement. Various applications in di�erent �elds,

including medicine, sensor technology, optoelectronics, or photovoltaics are

currently subject of intensive research [2].

Due to this highly localized �elds, electrons can become photoexcited (either

in multi-photon process or through quantum-mechanical tunneling) and accel-

erated in the evenascent �elds, �nally reaching high kinetic energies. Such

electrons from metallic nanostructures with a small �eld enhancement have

already been observed by various authors. Krüger et. al. [19] measured the

generation of hot electrons from a tungsten tip excited by attosecond-laser

pulses. They showed a dependence of the measured kinetic electron energies

on the carrier-envelope phase of the laser [19] and also above-threshold photoe-

mission [28]. Dombi et. al. [7] observed hot electron emission from metal �lms

generated by surface plasmons. Furthermore, dependence of the measured ki-

netic electron energies on the carrier-envelope phase of the laser pulse [19] and

above-threshold photoemission [28] was reported. In a recent work the group

of Ropers [13] measured wavelength dependent kinetic electron energies from

nanotips.

In this thesis we simulate electrons from fully plasmonic nanoparticles with

�eld enhancements up to a factor 110 and compare them with experimental

results obtained in the group of Peter Dombi in Budapest. Figure 2.1 shows

the main processes of the system under study: upon excitation with a lin-

5



2. Introduction

Figure 2.1.: Schematics of hot electron emission from metallic nanoparticles.

Lines pointing away from the nanoparticle show the electron trajectories of the

photon-emitted electrons, the colors correspond to their �nal kinetic energies.

The gray arrow points in the direction of the linear polarized electric �eld. Elec-

trons either absorb enough photons to overcome the barrier or tunnel through

the barrier when the �eld strength strongly bends the potential.

early polarized femtosecond pulse, collective oscillations of the free electron

gas of the gold nanoparticle (surface plasmons) are generated. Then electrons

are emitted in the enhanced electric �eld either by a multi-photon or tunnel-

ing process. In the multi-photon regime, that is for small �eld strengths, an

electron absorbs several photons to overcome the potential (work function) of

the metal. Tunneling occurs when the potential is bent strongly enough to

allow the electron to tunnel through the barrier. Last, the electrons become

ponderomotively accelerated by the evenascent �elds and gain high kinetic

energies.

In particular we are interested in the dependence of the �nal kinetic electron

energies on the surface plasmon resonances, and correspondingly will compare

resonant and o�-resonant nanoparticles. We also compare simulation and mea-

surement results from the same particles by the cut-o�'s (highest kinetic elec-

tron energy) of the electron spectra. Also the angle and phase dependence of

the process will be investigated. The simulation results allow to determine the
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2. Introduction

spots were the electrons with the highest kinetic energies are emitted.

The thesis is structured into four main parts. The �rst two chapters deal

with the theory behind the involved processes. The �rst chapter is devoted

to the optical excitation of surface plasmons at metal-air interfaces. The sec-

ond chapter deals with the theory of electron emission including models for

multi-photon absorption and tunneling. In chapter three we list the simula-

tion details: The main processes are addressed, which are evaluation of the

electromagnetic �elds on and away from the particle surface, electron-emission

by the electric �elds from the metal, and ponderomotive acceleration of the

electrons in the total electric �eld. The last chapter shows the results obtained

from simulation and experiment, as well as a detailed comparison.

7



3. Electromagnetic �elds at

interfaces

The understanding of hot electron emission from metallic nanoparticles re-

quires a theory to describe the induced �elds on the particles (surface plas-

mons). As we are dealing with su�ciently large particles (dimensions of 100

nanometers) we are safe with a classical description and do not need to stick

to quantum theory. The equations are given by famous Clark Maxwell, who

uni�ed the existing electromagnetic laws for describing electromagnetic e�ects,

like Faraday's or Gauss's law, to one theory, called classical �eld theory [21].

The electromagnetic �elds are treated as three dimensional, time dependent

vector �elds, which are determined by their curl and divergence in a medium.

To account for the interface between the particle and, e.g., vaccuum we also

need boundary conditions between di�erent media.

Applying classical �eld theory to an interface geometry, we will �nd a solu-

tion with propagating waves at an dielectric/metal interface, so-called surface

plasmons, and see that the constraints of excitation are given by the dielectric

functions ε(ω) of the di�erent media.

3.1. Maxwell equations

Maxwell's equations are the backbone of electrodynamics. They combine the

electric �eld E(r, t) and the magnetic �eld B(r, t) and read in Gaussian units
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3. Electromagnetic �elds at interfaces

and their macroscopic form as [17]

∇ ·D(r, t) = 4πρ(r, t), (3.1a)

∇ ·B(r, t) = 0, (3.1b)

∇×H(r, t) =
4π

c
j +

1

c

∂D(r, t)

∂t
, (3.1c)

∇× E(r, t) = −1

c

∂B(r, t)

∂t
, (3.1d)

where, for linear and isotropic media D = εE is the dielectric displacement,

ρ the free charge density, and B = µH the magnetic �eld. Here ε is the per-

mittivity, which is assumed to be uniform in each medium. µ is the magnetic

permeability. Since we are dealing with light only at optical frequencies we can

set µ = 1 throughout [17]. c is the speed of light, and j refers to the current

density.

Equation (3.1a) states that there are electric monopoles. It is called Gauss�s

law. Its magnetic analogon equation (3.1b) declares the magnetic �eld to be

free of sources. Equations (3.1c) and (3.1d) are called Ampére's and Faraday's

law, and describe that electric/magnetic �elds induce a curl magnetic/electric

�eld. If there are no sources present (ρ = 0 and j = 0) and assuming solu-

tions with time dependence in the form of1 e−iωt Maxwell�s equations read in

frequency form

∇× E(r, ω) = i
ω

c
B(r, ω) ∇ ·B(r, ω) = 0, (3.2a)

∇ ·D(r, ω) = 0 ∇×B(r, ω) = −iω
c

D(r, ω). (3.2b)

A simple mathematical trick (that is taking the curl on Ampére's law in fre-

quency form) leads to a second order partial di�erential equation, which is

called the Helmholtz wave equation

∇×∇× E = ∇(∇ · E)− (∇ ·∇) E = −∇2 E,

∇× iω
c

B(r, ω) = i
ω

c
(−iω

c
D) =

ω2

c2
εE = εk2 E,

1An arbitrary solution can be made with this ansatz for linear media by Fourier superpo-

sition.
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3. Electromagnetic �elds at interfaces

with the wavenumber k = ω
c
. A similar derivation can be made with Faraday's

law, and so we obtain for the electric and magnetic �elds

(∇2 + εk2) E(r, ω) = 0, (3.3a)

(∇2 + εk2) B(r, ω) = 0. (3.3b)

These are six second order di�erential equation, which are subject to k and ε.

By introducing a scalar and vector potential for the electromagnetic �elds we

are able to reduce them to four uncoupled second order di�erential equations.

This is done in a �rst step by substituting

B = ∇×A, (3.4a)

E = −∇Φ + ikA (3.4b)

into Maxwell's equations (3.2a). There is some arbitrariness in the de�nition

of the potentials: We can choose di�erent gauge transformations for the po-

tentials that leave the �elds E and B unchanged. This gives us some freedom

for manipulations. To uncouple the equations we make use of the so-called

Lorenz condition[20]:

∇ ·A− ikεΦ = 0. (3.5)

With this condition we can express the scalar potential through the divergence

of the vector potential and ∇Φ through ∇(∇ · A)/ikε, and arrive at the

Helmholtz wave equation for potentials. They are completely equivalent to

Maxwell's equations and read

(∇2 + εk2)Φ(r, ω) = −4πρ(r, ω), (3.6a)

(∇2 + εk2)A(r, ω) = −4π

c
j(r, ω). (3.6b)

3.1.1. The quasi-static approximation

If the size of a particle is small compared to the wavelength of the exciting elec-

tromagnetic �eld redartation e�ects (i.e. dependence of the electromagnetic

�eld on past times) do not play an important role anymore, and we can set

the wave number k = 0 in equation (3.1.1) . For the Lorenz gauge the vector

potential A thus vanishes. Also the Helmholtz wave equation transforms to

∇2Φ = −4πρ. (3.7)
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3. Electromagnetic �elds at interfaces

Without external charges this formula reduces to the well known Laplace equa-

tion:

∇2Φ = 0. (3.8)

One can solve this equation by using a Green's function by searching for a

solution of the form

∇2G(r, r′) = −4πδ(r− r′). (3.9)

It can be shown, that the following expression is an appropriate choice to

ful�ll equation (3.9). It is called the Green's function G, which mediates the

interaction between two points r and r′ of the system

G(r, r′) =
1

| r− r′ |
. (3.10)

In general, we have to regard the whole volume of the excited system, but

if we are dealing with homogeneous media, that is for constant ε(ω) inside

the particles, we can perform a substantial simpli�cation of the problem by

converting the volume integration into a surface integration. Then we are safe

to write the potential Φ as an integral equation in the ad-hoc form [14]

Φ(r) =

∮
∂Ω

σ(s′)G(r, s′)da′ + Φext. (3.11)

It is constructed such, that the Poisson equation is ful�lled everywhere, except

at the boundaries ∂Ω of two di�erent media. To involve the boundaries at

the di�erent media we have to take care of the boundary conditions for the

potentials (given in Appendix A.1):

n̂ ·(ε1∇Φ1 − ε2∇Φ2) = 0. (3.12)

Here ε1 is the permittivity of medium one, ε2 is the permittivity of medium two,

and n̂ is a normed vector pointing normal to the interface. So let's evaluate the

surface derivative n̂ ·∇Φ for the potential of the form (3.11). Here we have to

be careful about the singularity in the Green's function at s = s′. We perform

the limit

lim
r→s

n̂ ·∇Φ(r) = lim
r→s

n̂ ·∇
∫
∂Ω

G(r− s′)σ(s′)da′ + n̂ ·∇Φext

 .
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3. Electromagnetic �elds at interfaces

For the case where s = s′ we carry out the integral

lim
r→s′

n̂ ·∇Φ(r) = lim
r→s′

n̂ ·∇
∫
∂Ω

G(r− s′)σ(s′)da′.

Switching to polar coordinates with r = (0, 0, z)T normal to the surface and

s = (cosφ, sinφ, 0)T and for a small circle R where we assume σ(s′) ∼= σ(s) to

be a constant we get

lim
r→s′

n̂ ·∇
∫
∂Ω

G(r− s′)σ(s′)da′ = lim
z→±0

2πz

R∫
0

ρ

(ρ2 + z2)
3
2

σ(s)dρ = ±2πσ(s).

The plus/minus sign depends on whether we approach the surface from medium

1 or medium 2. Filling in the above result we arrive at

lim
r→s

n̂ ·∇Φ(r) = lim
r→s

n̂ ·∇
∫
∂Ω

G(r− s′)σ(s′)da′ ± 2πσ(s) + n̂ ·∇Φext

 .

or in a short-hand notation with F (s, s′) = n̂ ·∇G(r− s′) and lim
r→s

n̂ ·∇ = ∂
∂n
,

∂Φ

∂n
=

∫
∂Ω

F (s, s′)σ(s′)da′ ± 2πσ(s) +
∂Φext

∂n
(3.13)

An analytic solution for equation (3.13) only exists for a few restricted ge-

ometries, e.g. for spherical particles by Gustav Mie [23]. In order to achieve

results for arbitrary boundaries ∂Ω we use a boundary element method [14]

and discretize the surface ∂Ω into small surface elements ∂Ωi, which changes

the integral into a sum:(
∂Φ

∂n

)
i

=
∑
j

Fijσj ± 2πσi +

(
∂Φext

∂n

)
.

The above formula can be rewritten as a matrix equation:

∂Φ

∂n
= F̂σ ± 2πσ +

∂Φext

∂n
,

where Φ, Φext and σ are now vectors with the same size as the number of

surface elements N and F̂ is a matrix with dimensions N ×N . Inserting this

into our boundary conditions (3.12) �nally leads to an expression for σ:
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3. Electromagnetic �elds at interfaces

σ = −
[
Λ̂ + F̂

]−1∂Φext

∂n
, (3.14)

with

Λ̂ = 2π
ε2 + ε1
ε2 − ε1

1l.

We note, that σ depends (except from the external potential) only on the

material parameter Λ̂ and on the surface derivative F̂ of the Green function.

From the knowledge of σ we are now able to solve equation (3.11) and obtain

the potential and electric �eld at every point of our two media.

3.1.2. Solving the full Maxwell equations

When the particle size is no longer su�ciently small compared to the wave-

length of the exciting �eld, the wavenumber k 6= 0, and therefore the vector

potential does not vanish anymore. Then we have to search for a solution

of the full Helmholtz equations (3.1.1). That means, we are looking for the

retarded Green's function, which has to obey(
∇2 + k2

j

)
Gj(r, r

′) = −4πδ(r− r′), (3.15)

where kj = kεj(ω) and j = 1, 2 denotes media 1 or 2. A possible solution of

equation (3.15) is given by [16, 10]

Gj(r, r
′) =

eikj | r− r′ |

| r− r′ |
. (3.16)

It is now again possible to write the potentials in the ad hoc form as integrals

over the particle surfaces by similar considerations as in the quasistatic case

Φ(r) =

∮
∂Ωj

σ(s′)G(r, s′)jda
′ + Φext(r), (3.17)

A(r) =

∮
∂Ωj

hj(s
′)G(r, s′)jda

′ + Aext(r), (3.18)

where σj(s
′) and hj(s

′) are the surface charges and currents, respectively, for

each medium, and Φext and Aext are the external potentials, e.g. produced by a

plane wave or a dipole excitation. The solution (3.18) again satis�es Helmholtz

equation (3.1.1) everywhere except at the boundaries ∂Ωj and accordingly

Maxwell's boundary conditions (see Appendix A.1) lead to the constituting

equations for the surface charges and currents for each medium.
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3. Electromagnetic �elds at interfaces

3.2. Plasmons

When light interacts with a metal, the electromagnetic response is dictated by

the free electrons of the conduction band. Also interband excitations play an

important role if the energy of the electric �eld is large enough to exceed the

bandgap of the metal. All phenomena can be described classicaly by the com-

plex dielectric function. If the real part of the dielectric function is negative the

free electron gas can be forced by light to have surface charge density oscilla-

tions, called surface plasmons, which come together with a strongly enhanced

evanescent �eld at the interface.

We begin with a simple derivation of the dielectric function for metals using

the Drude model, and then look for the conditions for the generation of surface

plasmons at an interface.

3.2.1. Dielectric function

The optical properties of metals can be characterized by the frequency-dependent

dielectric function ε(ω) which has a real and an imaginary part. As already

stressed, the optical behavior is mostly determined by the free motion of the

electrons in the conduction band and by interband transitions.

We start with a microscopic description of the interaction between the free

electrons and the electric �eld. The interaction yields a displacement of the

electrons µ = e r. Summing up these dipolemomenta for all electrons results

in a macroscopic polarization P = nµ with n the number of electrons per unit

volume.

The macroscopic polarization can be written as

P(ω) = χe(ω) E(ω) (3.19)

and

D(ω) = ε(ω) E(ω) = E(ω) + 4πχe(ω) E(ω), (3.20)

which leads to the dielectric function in the form of

ε(ω) = 1 + 4πχe(ω). (3.21)

The polarization P and the susceptibility χe are obtained by solving the equa-

tion of motion of the electrons under the driving force of an external electric

�eld.

14



3. Electromagnetic �elds at interfaces

Drude-Sommerfeld theory

First, we consider the e�ect of the driving �eld for the conduction electrons,

which reads according to the Drude-Sommerfeld model (see e.g. [25]), as

me
∂2 r

∂t2
+meΓ

∂ r

∂t
= eE0 e−iωt, (3.22)

with e the charge andme the e�ective mass of a free electron, E0 the amplitude

and ω the frequency of the driving electric �eld. Γ = νf/l denotes a damping

term where νf is the Fermi velocity and l is the electron mean-free path. We

solve equation (3.22) with the ansatz r(t) = r0 e−iωt and obtain P. Then we

get for the susceptibility

χe(ω) =
|P|
|E |

= −
ω2
p

ω2 + iΓω
(3.23)

with ωp =
√

4πne2/(me) the plasma frequency, and �nally

εDrude(ω) = 1−
ω2
p

ω2 + iΓω
(3.24)

is the dielectric function for the free electron gas, which is shown in �gure 3.1.

It reproduces the experimental values e.g. for gold quite accurately above a

wavelength λ = 550 nm. For shorter wavelengths interband transitions come

into play and εDrude deviates appreciably from the measured values.

Interband transitions

At short wavelengths or higher photon-energies, transitions from lower bands

to the conduction band set in. In a classical picture, we can make a similar

ansatz as before to describe the response of the lower lying band:

m
∂2 r

∂t2
+mγ

∂ r

∂t
+ α r = eE0 e−iωt, (3.25)

where m is the e�ective mass of the bound electrons, γ is again a damping

term and α is the spring constant of the binding potential. We �nd in the

same way as before

εinterband(ω) = 1 +
ω̃2
p

(ω2
0 − ω2)− iγω

, (3.26)
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3. Electromagnetic �elds at interfaces

with ω̃p =
√
ñe2/(m) and ñ the density of bound electrons. Furthermore, we

introduce a new constant ω0 =
√
α/m. Figure 3.1 shows a plot of εDrude+interband

where the peak in the imaginary part at around 450 nm is attributed to the

interband transition. Now the model is in good agreement with the experi-

mental values, espescially when we only look at wavelengths larger than 450

nm.
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Figure 3.1.: Imaginary and real part of the dielectric function of gold: The

experimental values taken from [26] agree for optical wavelengths with the Drude

model if interband transitions are taken into account and a constant o�set ε∞ =

6 is introduced, which accounts for all higher-energy band transitions. Below

λ = 450nm the model is still inappropriate.
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3. Electromagnetic �elds at interfaces

3.2.2. Surface plasmons at interfaces

Following [25], we will now derive the dispersion relation for surface plasmons,

that are collective surface charge oscillations at an interface. We consider a

plane interface in the xy-plane between the media shown in �gure 3.2. One

medium is characterized by a real dielectric function ε1(ω), e.g. vacuum or air,

and the other by a complex dielectric function ε2(ω), e.g. a metal. We are

looking for solutions of the wave equation (3.3a)

(
∇2 + ε(ω)

ω2

c2

)
E(r, ω) = 0, (3.27)

together with boundary conditions for the interface. In general the electric �eld

can be split into two components, one parallel and one perpendicular to the

plane of incidence (de�ned by the k-vector of the plane wave and the surface

normal n̂ of the interface). The perpendicular component is called s-polarized

(from german 'senkrecht' - perpendicular) or TE-mode (transversal-electric),

and the parallel is named p-polarized or TM-mode (transversal-magnetic).

There is no homogeneous solution existing for the case of s-polarization, so we

deal with p-polarized electric �elds Ej only ,where j = 1, 2 is the index to the

media

Ej =

Ej,x0

Ej,z

 ei(kxx+kj,zz−ωt) (3.28)

Since the wave vector component parallel to the interface is conserved, the

following relation for the wave vectors holds:

k2
x + k2

j,z = εjk
2, (3.29)

with k = 2π/λ. From equation (3.2b) we �nd

kxEj,x + kj,zEj,z = 0. (3.30)

Inserting into the equation of p-polarized plane waves (3.28) leads to

Ej = Ej,x

 1

0

−kx/kj,z

 ei(kxx+kj,zz−ωt) . (3.31)
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3. Electromagnetic �elds at interfaces

Figure 3.2.: Electric �eld at a plane interface with two di�erent media. We

are dealing only with p-polarized light.

What is left to do is to impose the boundary conditions at the interface (see

Appendix A.1), which read for our problem

E1,x − E2,x = 0,

ε1E1,z − ε2E2,z = 0. (3.32)

So we get four equations for four unknowns, namely equations (3.30) and

(3.32). We require that the determinant of the set of equations vanishes. This

is the case for either kx = 0, where we clearly do not get excitations traveling

along the interface, or

ε1k2,z − ε2k1,z = 0. (3.33)

The above solution leads together with the condition that the wave vector

component parallel to the surface is conserved, which is described in equation

(3.29), to a relation between the wave vector component along the interface

direction and the angular frequency ω:

k2
x =

ε1ε2
ε1 + ε2

k2 =
ε1ε2
ε1 + ε2

ω2

c2
, (3.34)

k2
j,z =

ε2j
ε1 + ε2

k2. (3.35)
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3. Electromagnetic �elds at interfaces

For a wave traveling along the surface we require a real kx. This can be

achieved if the sum and product of the real parts of the dielectric functions

are either positive or negative. Next, in order to reach a "bound" solution

we want kj,z to be purely imaginary, which means that the �eld is trapped at

the surface and can not travel into the media. In order to ful�ll both of these

conditions, we need for the dielectric functions the properties

ε1(ω) · ε2(ω) < 0, (3.36)

ε1(ω) + ε2(ω) < 0. (3.37)

So, one dielectric function must be positive and the other must be negative.

Also the absolute value of the negative dielectric function has to be greater

than the otherone. Metals, especially noble metals such as gold or silver, are

a good choice for exciting surface plasmons. This can be seen in �gure 3.1 for

gold, where the real part of the dielectric function is negative and much larger

than e.g the dielectric constant of air, which is around one.

In order to excite a plasmon we have to ful�ll momentum and energy con-

servation. So let us look at the dispersion relation we just derived to see how

it can be done.

Excitation of surface plasmons

We take ε1 = 1 (e.g. air), and for ε2 the Drude function for gold, but neglect

the imaginary part, that is we do not consider dissipative e�ects. A plot of the

dispersion relation for the surface wave, according to equation (3.35) is given in

�gure 3.3. We see that in order to ful�ll momentum and energy conservation,

we have to tilt the light line. This can be done by slowing down light with a

dielectric medium, for example with the so called Kretschmann con�guration

or the Otto con�guration [25].

Particle plasmons

Until now we have talked about plasmons which are con�ned to a surface with

in�nite extension. If we consider nanosized particles, we have a closed surface,

where the system is in general no longer translational invariant and the electron

density oscillations are bound to the surface structure. Furthermore, the wave

number is no longer conserved. In a simpli�ed picture, the free electrons act

like a oscillator and at resonance they have a phase shift of 90 degrees with
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Figure 3.3.: Dispersion relation for the Drude model. The red line shows the

light dispersion for exciting a plasmon con�ned to the surface. Dashed, light line

tilted by a factor ω = ckx/n. The point where the tilted light line matches the

surface dispersion relation is shown by the green ellipse. The blue line accounts

for the excitation of a bulk plasmon, where the wavewector in z-direction is a

real quantity.
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3. Electromagnetic �elds at interfaces

respect to the exciting �eld. If the resonance is red-shifted with respect to the

exciting �eld the phase-shift is 180 degree, whereas blue-shifted particles have

a phase-shift of zero degrees.
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4. Nonlinear Photoionization

Ionization of electrons in su�ciently strong laser �elds can either take place

by photon absorption or by tunneling through the barrier.

The theoretical description of this processes is best understood for atoms.

Approaches for a metal surface are di�cult, but the description for atoms

matches, at least qualitatively, the one for surfaces. So we will restrict ourself

to the basic processes studied by atoms. A �rst, and also commonly used

approach was formulated by Keldysh [18]. In his work a so called adiabacity

parameter γ accounts quantitatively for the transition between multiphoton

and tunneling electron emission

γ =

√
Φ

2Up
, (4.1)

where

Up =
e2E2

0

4meω2
,

E0 is the peak electric �eld strength of the exciting �eld, Φ is the binding

energy of the electron and ω is the circular frequency of the exciting �eld.

In the case of a metal this is the work function φ, which is the work done

by an electron to escape from the metal (e.g. for gold φ = 5.1 eV). In the

limit γ � 1 (low electric �eld strength compared to ω
√

4meΦ
e

) a multiphoton

process takes place and in the limit γ � 1 (high electric �eld strength with

respect to ω
√

4meΦ
e

) tunneling occurs. According to Einstein's work, for which

he received the Nobel-price [8], the photon-energy has to ful�ll ω > Ei in order

to emit an electron from a metal by photon absorption. In the visible regime

we typically have 1 eV< ω < 2 eV and therefore ω < Ei. However, if more than

one photon excites the electron the ionization condition can be satis�ed with

kω > Ei, where k is the number of photons needed to overcome the binding

energy. In �gure 4.1 we see a three-photon process (k =3) schematically. As

the interaction in the multiphoton regime is su�ciently small, we will use

perturbation theory in section 4.1 to describe the multiphoton process.
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4. Nonlinear Photoionization

Figure 4.1.: a) Multi-photon process. Each absorbed photon raises the energy

of an electron by h̄ω to intermediate states until the electron escapes from the

potential. b) Tunneling process: the barrier is bent strongly by the electric �eld,

which allows an electron to tunnel through the barrier.

In the tunneling regime (depicted in �gure 4.1b) a perturbation technique

is no longer possible because the interaction between the electric �eld and the

system is too strong and, thus we solve our system with a di�erent technique

assuming a short range potential. This was done e.g. by Keldysh, Krainow

and Delone and others [6, 18, 5]. We will derive the Wentzel-Kramer-Brillouin

approximation, which gives the correct exponential factor for tunneling, and

summarize the Keldysh approach. Also the Yudin-Ivanov formula, a non-

adiabatic expression for the emission probability describing both regimes, will

be discussed.

4.1. Multiphoton process

In this section we will derive the perturbative solution of an ionization process.

The derivation follows [3]. We want to solve the time-dependent Schrödinger

equation

ih̄
∂Ψ(r, t)

∂t
= HΨ(r, t). (4.2)
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4. Nonlinear Photoionization

The Hamiltonian of our system can be written as an unperturbed Hamiltonian

H0 and a part interacting with the electric �eld H1 = qV = −eV , where
V = − r ·E,

H = H0 + µ · E(t). (4.3)

Here we introduced µ = e r the interaction energy with the exciting �eld. We

assume the electric �eld to be a plane wave switched on suddenly at t = 0,

that is

E(t) = E0 e−iωt +c.c. (4.4)

The solution of the Schrödinger equation without a perturbation can be written

in the form

Ψn(r, t) = un(r) e−iωnt . (4.5)

Inserting into the time-dependent Schrödinger, we �nd that ωn = En/h̄, if

un(r) satis�es

H0un(r) = Enun(r), (4.6)

where En are the eigenvalues of the unperturbed system. The solution of (4.2)

can be written as a linear combination of energy eigenstates of H0, which form

a complete set,

Ψ(r, t) =
∑
l

al(t)ul(r) e−iωlt . (4.7)

Plugging equation (4.7) into equation (4.2), making use of the orthonormality

condition
∫
u∗m(r)ul(r)d3r = δml, integrating over all space and multiplying

with u∗m(r) from the left, we obtain

ih̄
dam
dt

=
∑
l

al(t)Vml e
−iωlmt, (4.8)

with ωlm = ωl−ωm (here we get a �rst glimpse of the condition for a transition),

and

Vml =

∫
u∗m(r)V ul(r)d3r (4.9)

is the matrix element for transitions from level l to level m. Equation (4.8)

can not be solved exactly, so we will use perturbation technique to gain some

insight. We impose a continuous parameter λ that goes from zero to one,

where λ = 1 corresponds to the whole interaction and replace Vml by λVml.

Next we write am(t) in a power series of λ

am(t) = a0
m(t) + λa1

m(t) + λ2a2
m(t) + · · · . (4.10)
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4. Nonlinear Photoionization

Inserting (4.10) into (4.8), with our new interaction λVml, and sorting in powers

of λ we get

i
daNm
dt

=
∑
l

aN−1
l (t)Vml e

−iωlmt, (4.11)

where N = 1, 2, 3.... This is an iterative set of equations. So we can calculate

the N-th order of the power series (4.10) by using the (N-1)-th order, and for

N = 0 we already have the result of H0.

One photon absorption

Having derived (4.11), we are ready to describe the process of one photon

absorption by setting N=1 and assuming our unperturbed system to be in

state g, which means

a0
g(t) = 1, a0

l = 0 for l 6= g (4.12)

We can write the interaction (4.4) by use of equation (4.9) as

Vmg = −µmg
(
E e−iωt +E∗ eiωt

)
, (4.13)

where µmg = e
∫
µ∗m(r · n̂)µgd

3r and n̂ is the vector in E direction. Now we

have on the right side of equation (4.11) only the term a0
g(t), and we evaluate

by integration a1
m(t):

a1
m(t) = −(ih̄)−1µmg

t∫
0

[
E ei(ωmg−ω)t +E∗ ei(ωmg+ω)t

]
=

µmgE

h̄(ωmg − ω)

[
ei(ωmg−ω)t−1

]
+

µmgE
∗

h̄(ωmg + ω)

[
ei(ωmg+ω)t−1

]
. (4.14)

In the expression above, the �rst term can get resonant for one photon ab-

sorption, that is if ωmg = ω, whereas the second term describes a one photon

emission process. Since we are interested in an absorption process we ignore

the second term. This simpli�cation is known as the rotating wave approxi-

mation. The probability to be in the state m is then given by

p1
m(t) = |a1

m(t)| = |µmgE|
2

h̄2

∣∣∣∣ei(ωmg−ω)t−1

ωmg − ω

∣∣∣∣2 =
|µmgE|2

h̄2 f(t). (4.15)
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It can be shown that for large t

lim
t→∞

f(t) = 2πtδ(ωmg − ω), (4.16)

where δ(x − x0) is the well known Dirac delta-function. So we write for the

probability of being in the state m

p1
m(t) =

|µmgE|2

h̄2 t2πδ(ωmg − ω). (4.17)

Since the probability is increasing with time we de�ne a probability per unit

time or transition rate determined by

P 1
m =

d

dt
p1
m =

|µmgE|2

h̄2 2πδ(ωmg − ω). (4.18)

To account for a continuous �nal state m, we �nally multiply the transition

rate with the number of states dm and integrate over the �nal states. This

gives

P 1
m =

∞∫
−∞

dm

dEm
dEm

|µmgE|2

h̄2 2πδ(ωmg − ω)

=
|µmgE|2

h̄2 2πρm
∣∣
ωmg=ω

, (4.19)

where ρm = dm/dEm is the energy density of the unperturbed �nal states. It

is convenient to describe the absorption in terms of an absorption cross section

σ1
mg(ω), leading to

P 1
m = σ1

mg(ω)I. (4.20)

Here I = 2nε0c|E|2 and

σ1
mg(ω) =

π

nε0c

|µmg|2

h̄2 ρm
∣∣
ωmg=ω

. (4.21)

Multi photon ionization

In a similar manner, we can evaluate two photon ionization, which is solving

equation (4.11) for N = 1 and N = 2. Since the idea of the derivation is the
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4. Nonlinear Photoionization

same as for one photon ionization, we will restrict ourself to the result for the

ionization probability (for the derivation see Appendix B.2 or [3] or [6]):

P 2
n = σ2

ng(ω)I2, (4.22)

σ2
ng(ω) =

π

2n2ε20c
2

∣∣∣∣∑
m

µnmµmg

h̄2(ωmg − ω)

∣∣∣∣2ρn∣∣ωng=2ω
. (4.23)

So, if there are no resonances with level m than this is a nice result. But

because of the possible singularity at ωmg = ω, for intermediate resonance

levels we would have to stick to another description, which can be found e.g.

in [6] . The result (4.23) can be easily generalized to higher-order processes. We

see from (4.20) and (4.23) that the photon ionization probability is proportional

to the intensity and the intensity squared, respectively. This holds also in

general:

P k
i ∝ σkig(ω)Ik. (4.24)

Finally we note that the perturbative approach deals with a time-averaged

ionization probability. The intensity of the electric �eld is to be taken as

an absolute value, where the oscillations of the plane wave excitation have

canceled out.

4.1.1. Above-threshold ionization

In the multiphoton limit, according to perturbation theory, the number of

photons needed to free an electron is k = 〈Φ/ω〉, where Φ is the work function,

ω is the frequency of the exciting �eld and the brackets stand for the integer

value. For intermediate values of γ ≈ 1 the electron can gain more photons

than needed to overcome the barrier, which is called above threshold ionization.

Then the electron absorbs an energy of ε = h̄ω(k+s) where the portion of h̄ωk

is used to overcome the ionization potential and h̄ωs is left as kinetic energy.

Therefore these above threshold electrons start with a velocity unequal to zero.

This e�ect can be seen at �eld strengths beginning from about 10 V/nm [31].

From sharp metal tips there have been reported up to six additional absorbed

photons [28].
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4. Nonlinear Photoionization

Figure 4.2.: Potential and turning points for the Wentzel-Kramer-Brillouin

method. Here, εf denotes the Fermi-energy.

4.2. Tunneling

Tunneling occurs only for intense laser �elds where the Keldysh parameter

γ � 1. Then, the potential where the electron is captured is bent strong

enough (see �gure 4.1) to let tunneling occur. With the WKB-approximation,

we will derive the exponential factor of the emission probability for the one-

dimensional stationary case. Then the Keldysh approach, where a time-varying

�eld is assumed, is discussed, and extensions of the Keldysh approach are

summarized. Last, we will represent a non-adiabatic emission rate, the Yudin-

Ivanov formula, which accounts for multiphoton processes, tunneling and the

regime in between.

4.2.1. The WKB-approximation

We derive the tunneling rate T (ε) for a static electric �eld using the Wentzel-

Kramer-Brillouin approximation [30]. Starting with the one-dimensional sta-

tionary Schrödinger equation(
− h̄

2me

∂2

∂x2
+ V (x)

)
Ψ(x) = εΨ(x), (4.25)
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we evaluate the transmission probability for an arbitrary barrier with two

turning points (see Appendix B.17) as

T (ε) = exp

−2

h̄

x2∫
x1

√
2me(V (x)− ε)dx

 . (4.26)

For our problem (depicted in �gure 4.2) the potential reads

V (x) =

{
Φ0 x < 0,

Φ1 − eEx x ≥ 0,
(4.27)

where e and me are the electron charge and mass. The turning points are at

x1 = 0 and x2 =
Φ1−εf
eE

. By inserting the potential (4.27) and the turning

points, the integral in (4.26) takes the form

x2∫
0

√
2me(Φ1 − eEx− εf )dx =

2
√

2me(Φ1 − εf )3/2

3eE
.

So the transmission probability �nally reads

T (εf ) = exp

(
−4
√

2me(Φ1 − εf )3/2

3h̄eE

)
. (4.28)

4.3. Keldysh-theory

There are several ways to derive the main result of the Keldysh approach that

is the transition probability of a time-varying �eld. E.g., one can use a s-matrix

approach [18, 5] or the Landau-Dykhne adiabatic approximation [6]. Here we

will give a short review of the �rst one and follow the derivation of [5].

The transition amplitude from an initial state i to a �nal free state f is given

by the matrix element between the initial unperturbed wave function Ψi and

the exact �nal wave function in the continuum Ψf :

aif = −i
t∫

0

〈Ψi|V (r, t′) |Ψf〉 dt′, (4.29)
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where V (r, t) is the interaction potential of the electron with the electromag-

netic �eld. The Keldysh derivation replaces the exact �nal wave function by

the wave function of an electron in an electromagnetic �eld Ψ
(V )
f , which reads

Ψ
(V )
f (r, t) = (2π)−3/2 exp

i r(p +A(t)/c)− i

2

t∫
0

(p +A(t′)/c)2dt′

 . (4.30)

Here A is the vector potential of the electromagnetic �eld. It is related to the

�eld strength by E(t) = −(1/c)dA/dt. As an interaction we use the dipole

approximation of an electron in an electromagnetic �eld:

V (r, t) = −e r ·E(t). (4.31)

By inserting equation (4.30) in equation (4.29) and deriving the integral by

the saddle-point method [18], one obtains an expression for the ionization rate,

which is in the case of a linearly polarized electromagnetic �eld

T ∝ exp [−(2Ei/ω)f(γ)] , (4.32)

f(γ) =
(
1 +

1

2γ2

)
sinh−1 γ − 1

2γ

√
1 + γ2, (4.33)

where γ is the Keldysh-parameter and Ei is the energy of a single bound state.

Limiting cases

In the limit γ2 � 1 f(γ) reduces to f(γ) = 2
3
γ and we �nd for the transmission

probability

T = exp

[
−4
√

2|Ei|3/2

3E

]
, (4.34)

which is within exponential accuracy the transmission probability of an elec-

tron in a static �eld (see subsection 4.2.1).

In the multiphoton limit, when γ � 1 we �nd for f(γ) = ln(2γ/e1/2) and T

reduces to

T =

(
e1/2E

2(2|Ei|)1/2ω

)2|Ei|/ω

. (4.35)

This result coincides with the perturbative derived multiphoton expressions of

the |Ei|/ωth order in subsection 4.1, where |Ei|/ω = k is the number of photons

needed to excite an electron from the bound state into the continuum.
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4.3.1. Extensions of the Keldysh approach

Extensions of the Keldysh approach appeared shortly after its publication [24].

The so-called PPT-theory [27] generalizes the transmission probability to three

dimensions and is applicable for hydrogen atoms with arbitrary initial ground

states of a projection quantum number m in direction of the electric �eld, a

principal quantum number n and an orbital angular momentum l.

A generalization of the PPT-theory is given by Ammosov, Delone and Krainov

[1] for linearly polarized light, who used instead of the principal quantum num-

ber n an e�ective principle quantum number n∗, which accounts for complex

atoms or atomic ions.

Other approaches, especially for metal surfaces, where re�ections at the

surface are taken into account or the exact Schrödinger equation is solved

numerically with a Cranck-Nicholson procedure can be found in [31].

Yudin-Ivanov formula

In contrast to the above mentioned models, which all lead to results aver-

aged over one oscillation cycle, the Yudin-Ivanov formula [33] computes the

instantaneous tunneling probability in a linearly polarized electric �eld (see

also �gure 4.3). The derivation is also based on the Landau-Dykhne adiabatic

and the strong �eld approximation. The transition probability reads

T (t) ∝ exp

(
−E

2fp(t)
2

ω
f(γ(t), φ(t))

)
, (4.36)

where E is the electric �eld strength, fp(t) is the pulse envelope and f(γ(t), φ(t))

is a function dependent on the instantaneous Keldysh parameter γ and phase φ

of the electric �eld. The assumption for this formula is that the laser envelope

changes between two cycles are small.

The instantaneous probability is strongly depending on the value of the

Keldysh parameter (see �gure 4.3). In the multiphoton limit the probability is

almost constant during the period of the �eld, whereas in the tunneling regime

we observe a strong dependence on the electric �eld: When the electric �eld

is peaked also the ionization rate has its maximum.
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Figure 4.3.: Instantenous tunneling ionization rates given by the Yudin-Ivanov

formula as a function of the phase of the exciting laser. Red curve shows the

electric �eld strength, black line is the normalized tunneling ionization rate for

γ � 1, green the probability for γ ≈ 1 and blue line is the probability in the

multiphoton regime γ � 1.
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5. Simulation

5.1. Simple man's model

The simulation of electron trajectories is carried out with the so called simple-

man's model [4, 7], where �rst electrons are photoemitted from the surface

and then oscillate and get accelerated by the total electric �eld (exciting plus

induced) of the nanoparticle, which is computed with a boundary element

method. In our simulation we place the electrons after the photoemission,

either through a multiphoton or a tunneling process, right above the centroids

of the boundary elements. After a su�ciently long time (about 50 fs), when the

electrons have moved su�ciently far away from the particle and do not feel the

acceleration of the induced electric �eld anymore, the simulation ends and we

obtain their �nal kinetic energies εkin. This procedure runs for di�erent phases

φ of the plane wave excitation with the restriction that only at positive values

of the total electric �eld electron emission takes place. Then the accelerating

force is pointing away from the surface. So the total electric �eld reads

E(r, t, φ) = Re
[
e−i(ω+φ)t

(
Eexc(r, ω) + Eind(r, ω)

)]
, (5.1)

where ω is the frequency of the plane wave excitation, Eexc(r, ω) and Eind(r, ω)

are the exciting and induced �elds in the frequency domain at the point r,

respectively, which we evaluate with a boundary element method.

5.1.1. Boundary element method

The discretization as well as the computation of the spectra and the electric

�elds is done with the MNPBEM-Toolbox [15]. For the optical excitation

Eexc(r, ω) we use a plane wave excitation with a wavelength of λ = 800nm.

First of all, one has to discretize the particle surface into small boundary

elements as shown for a rectangular and a bowtie-geometrie particle in �gure

5.1. The surface charges are placed at the centroids of each element. Now
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Figure 5.1.: a) Rectangular particle b) bowtie geometrie. The blue lines show

the discretization of the particles used in the simulation. ε1 is the dielectric

function of gold, values used are from experiment. ε2 = 1.3 is the e�ective

dielectric function of the surrounding and accounts for a mixture of glass and

ITO used in experiments.

we are able to evaluate equation (3.28) for di�erent geometries and obtain the

surface charges at each boundary element, which allows us to compute the

electric �elds everywhere else. In a similar manner we solve the full Maxwell

equations and obtain surface charges and currents for the evaluation of the

electric (and magnetic) �eld Eind(r, ω). Then we are, in order to achieve the

resonance wavelength of a particle, in position to evaluate the particle spectra

(extinction, scattering and absorption cross section). These are computed with

[17]

Csca = nb

∮
∂Ω

Re
[
n̂(E×B∗)

]
da, (5.2)

Cext = − 1

nb

∮
∂Ω

Re
[
n̂(E×B∗inc + E∗inc×B)

]
da, (5.3)

Cabs = Cext − Csca, (5.4)

where nb is the refractive index of the embedding medium, Einc, Binc are

the exciting electromagnetic �elds and E, B are the scattered electromagnetic

�elds. The integration is taken over a sphere at in�nity around the particle,

but it is also possible to de�ne a surface (e.g from a detector).

Armed with the �elds we are ready to evaluate the electron trajectories.
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Figure 5.2.: Z-component of an electron from one boundary element moving

in the electric �eld of a nanoparticle for di�erent phases of the exciting laser.

5.1.2. Electron trajectories

In order to compute the �nal electron energies εkin we place right above each

boundary element an electron and then accelerate it with E(r, t, φ):

mer̈ = −eE(r, t, φ), (5.5)

where me is the electron mass and e is the electron charge. After a su�ciently

long time, when the induced evanescent �eld Eind(r, ω) is not a�ecting the

particle anymore we obtain the �nal kinetic energy εkin = me v2

2
of the electron.

The numerical scheme for the solution of the semiclassical Newton's equa-

tions of motion is a simple velocity Verlet algorithm [29] with an error of

O(∆t2), where we stepwise calculate the position, velocity and acceleration of

the particle:

r(t+ ∆t) = r(t) + v(t)∆t+
E(r, t, φ)∆t2

2
,

v(t+ ∆t) = v(t) +

(
E(r, t, φ) + E(r, t+ ∆t, φ)

)
∆t

2
. (5.6)

As was derived in section 4.1 in the multiphoton limit, that is for Keldysh

parameters γ � 1, the energy of the electron is raised by the electric �eld
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always by a portion of h̄ω, which is for an excitation with a wavelength of

λ = 800 nm about 1.5 eV. Therefore, with a work function of gold Φ = 5.1 eV

and a four-photon process, which is needed to overcome the barrier of gold, a

kinetic energy of approximately 1 eV is left. To account for this initial energy

we assume the electron to have in the multiphoton limit a starting energy of 1

eV with a velocity pointing in the direction of the surface normal. In contrast,

in the tunneling regime with Keldysh parameters γ � 1 the electron has no

initial energy. In �gure 5.2 we show the z-component of an electron trajectory

obtained from the described algorithm for di�erent phases of the exciting laser.

In the �rst periods of the exciting �eld the electron is accelerated in z-direction,

whereas at later times it moves with almost constant velocity.

For di�erent values of the plane wave excitation E(r, ω) we found, that the

�nal energies of the electrons scale linearly with the intensity |Eexc(r, ω)|2 as

shown for a large number of boundary elements in �gure 5.3. This relation is

formulated for the boundary element k as

εkkin(φ) = λk|Eexc(φ)|2, (5.7)

where

λk =
εkkin,0(φ)

|Eexc,0(φ)|2
,

and εkkin,0(φ) denotes the �nal kinetic energy of the electron starting from

boundary element k of the simulation and Eexc,0(φ) stands for the external

electric �eld strength of the simulation. The simulation time for one �eld

strength is quiet long, but in a manageable framework to be executed. For a

more realistic scenario of the exciting electric �eld than a plane wave excitation,

for example a Gaussian laser pulse, one would have to sum up over a large

number of di�erent �eld strengths, and therefore simulation results, which is

too time consuming. But provided with this scaling law we are in position to

do so, by just simulating one exciting �eld strength and then using the scaling

law to average over the laser pulse. We note that this procedure is limited to a

su�ciently long pulse duration, where the acceleration of the electron can be

approximated by the acceleration of a plane wave excitation, or in other words

τp � τe, where τp is the laser pulse duration and τe is the electron escape time,

i.e. the time needed for the electron to escape from the induced evenascent

�eld Eind.
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Figure 5.3.: Final kinetic energies as a function of exciting intensity for a large

number of boundary elements. Here the linear relation of equation (5.7) is shown

for values of Eexc from 0.1− 1V/nm in steps of 0.1V/nm at a phase of φ = 0.

5.1.3. Emission probability

As already derived in chapter 4 the electron emission probability is depending

on the Keldysh parameter γ. For values of γ � 1 electron emission takes

place in the multiphoton regime, whereas for γ � 1 the barrier is bent strong

enough and tunneling occurs.

In the multiphoton limit the emission probability is almost constant during

one laser cycle and scales with

P (E(r, t = 0, φ)) ∝ |E(r, t = 0, φ)|2n, (5.8)

where n is the number of photons needed to overcome the work function of

the material. With a wavelength of the electric �eld of λ = 800 nm every

absorbed photon raises the electron energy by 1.5 eV. So we assume a four

photon process in the simulation, which is su�cient to overcome the work

function Φ = 5.1 eV of gold.

As γ decreases to the tunneling limit, the emission probability gets phase

dependent and has an exponential dependence on the �eld strength, as can be
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seen from equation (4.28):

T (E(r, t = 0, φ)) = A(E(r, t = 0, φ)) exp

(
− 4

√
2me(Φ)3/2

3h̄e|E(r, t = 0, φ)|

)
. (5.9)

Usually the pre-exponential factor in (5.9) is obtained from the Fowler-Nordheim

approach [9] and reads

A(E(r, t = 0, φ)) = C|E(r, t = 0, φ)|2, (5.10)

where C is a constant depending on the mass of the electron in the dielectric

and the work function.

To account for both e�ects, the e�ective multiphoton emission probability

and the phase dependent tunneling regime, we use a non-adiabatic ionization

probability, the Yudin-Ivanov formula [33], which interpolates between the two

regimes and produces an instantenous, phase dependent ionization rate.

Nonetheless the Yudin-Ivanov formula produces a good estimate for the

ionization rate at metal surfaces at both γ � 1 and γ � 1 until today there

is no simple method available to describe the complex regime in between.

5.1.4. Electron spectra

Prepared with the scaling law (5.7) and the probabilities for emission we are in

the position to obtain a distribution function of �nal kinetic electron-energies

by summing over di�erent phases and the Gaussian laser pulse and weighting

with the respective emission probabilities P (E). To do so, we sample over the

Gaussian pulse

Eexc(t, φ) = Eexc,0(φ) e−t
2/2, (5.11)

and determine the initial electric �eld strength which gives the speci�ed �nal

kinetic energy εkin(t) (derived with (5.7)). In other words, we use

f(ε) =
∑
k

ak
2π∫

0

dφ

∞∫
−∞

dtδ(ε− εkin(t))P (Ek(t, φ)), (5.12)

where ak denotes the area of the k-th boundary element. We sum over the

boundary elements for the phases (0, 2π) where the initial electric �eld is point-

ing away from the surface and integrate over the Gaussian pulse. The Dirac-

delta function δ picks the ε = εkin(t) out and P (Ek) weighs them with the

respective emission probability.
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Figure 5.4.: Acceptance cone to account for experimental setup. Usually a

detector with a given acceptance cone placed above the nanoparticles measures

the electrons. So the electron spectra depend on the polar angle Θ. As the

dimensions of the particle compared to the length of the electron �ight to the

detector is very small a point-like particle can be assumed and we don't need to

take into account the spatial distribution of the di�erent emitted electrons.

5.1.5. Acceptance cone

To account for experimental setup, where usually only a certain solid angle of

emitted electrons is measured, we introduce an acceptance cone, which only

picks out the emitted electrons within a certain emission angle. A typical

situation is shown in �gure 5.4.

In the simulation �rst the electron trajectories from all boundary elements

are computed and then the angle in z-direction from the starting point to the

end point is evaluated by

Θs = arccos

(
n̂z ·(posend − posstart)
|posend − posstart|

)
, (5.13)

where posstart and posend denote the starting respectively the end point of the

trajectory and n̂z is the normal vector in z-direction. Then the trajectories

with Θ < Θs are omitted from the �nal distribution and only the ones which

are inside the acceptance cone are taken into account.
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In this chapter we present and discuss the simulation results. As this master

thesis was accompanied with an experiment done by the group of Peter Dombi,

we will sometimes also show the experimental data and see how good they agree

with the simulations. For the gold nanoparticles we used a dielectric function

extracted from experiment [26]. As a simpli�cation we used in the simulation

an e�ective dielectric constant ε = 1.3 for the embedding medium, which is

motivated by an average value of air and the ITO covered glass substrate.

Because of the e�ective embedding medium, the dimensions of the simulated

particles were slightly adapted to match the resonances of the lithographically

fabricated particles from the experiment.

In the �rst section we show the extinction spectra of the simulated particles

and obtain their resonance wavelengths. Then we look for the motion of the

electrons emitted from the nanoparticles, which gives us insight in the time

and spatial dependence of the process. Afterwards we look for the quantitative

electron spectra and see how they depend on acceptance cone and resonance

wavelength. We will also take a look at the distribution for di�erent emission

spots. Finally we see how the computed spectra agree with measured electron

distributions.

6.1. Spectra

In the extinction spectra of the di�erent particles, which were computed with

the MNPBEM-Toolbox as described in subsection 5.1.1, we can clearly see a

pronounced peak, where the dipole-excitation of the surface plasmon is located.

So we are in resonance, if we match this peak with the wavelength of the

exciting laser pulse by adapting the dimensions of the particle. Then the

induced �eld is phase-shifted by 90 degree, whereas in the o�-resonant case,

we get a phase-shift of zero degree or 180 degree, depending on whether the

particles are red-shifted or blue-shifted. For shorter particles we see that the
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Figure 6.1.: Simulated particle spectra for di�erent particle sizes of rod (con-

tinuous lines) and bowtie geometrie (dashed). The resonances of the spectra

were matched with the experimental ones. The wavelength of the excitation

was chosen to be λ = 800 nm (same as experiment).

resonance of the particle shifts into the region of smaller wavelength, whereas

for longer particles the peak is shifted to the region of larger wavelengths.

6.2. Field enhancement

The �eld enhancement of the plasmonic nanoparticle plays an important role

in the emission of hot electrons because of two points. First the evanescent

�eld accelerates the electrons, and second the emission probability depends on

the strength of the �eld. Therefore the parameters which lead to stronger or

weaker electromagnetic �elds determine the electron distribution.

As commonly known, plasmonic structures lead to a �eld enhancement of

the exciting �eld, which is sensitive to the geometry and the resonance of the

nanostructure. At the resonance we get the highest �eld enhancement, whereas

for o�-resonant particles the enhancement is less strong. A comparison between

di�erent geometries is given in �gure 6.2. As we see, the �eld enhancement

depends strongly on the chosen geometry. Also the curvature of the particles

plays an important role: smaller radii lead to a stronger enhancement at the
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Figure 6.2.: Field enhancement |Eind |/|Eexc | of rectangular and bowtie par-

ticle.

corners and edges of rods and triangles, whereas larger radii give a wider hot-

spot at the corners and edges, but lower �elds.

6.3. Electron trajectories

The electron trajectories are obtained from the simple-man's model described

in chapter 5. The electrons are initially placed right above the boundary

elements, and then get accelerated by the electric �eld. After a su�ciently long

time, that is when the electrons are not subject to the induced �eld anymore

and just oscillate accelerated by the exciting �eld around a certain mean value,

the trajectories end. As we see in �gure 6.3 the electrons get accelerated most

at the �rst two to four periods of the electric �eld. As the �eld strength of

the induced �eld Eind is depending on the geometry of the particle surface, we

get stronger �elds at some areas, so called hot-spots. These are mainly the

edges and corners and for the bowtie-geometrie the so called feed gap region.

Therefore, at these hot-spots the electrons gain more kinetic energy from the

electric �eld.

6.3.1. Phase dependence

The electrons are emitted by multiphoton and tunneling processes at di�erent

phases of the laser pulse, and then get accelerated by the total electric �eld. As

is shown in �gure 6.4 the electrons at small values of laser pulse phase φ ≈ 0

acquire the highest �nal kinetic energies, but do not contribute much to the

total distribution, whereas the emitted electrons at φ ≈ π/2, that is where the
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Figure 6.3.: Simulation results of electron trajectories for Eexc = 0.5 V/nm

corresponding to a laser intensity of 35 GW/cm2. a) Trajectories of a bowtie

particle with dimensions 120x90x40 nm3. The colors of the trajectories show

the �nal kinetic energy εkin of the electrons. At the hot spots εkin up to 60 eV

are simulated. b) Kinetic energy of electrons over time for a bowtie particle at

di�erent emission spots. Electrons are accelerated mainly by the induced �eld

at the �rst couple of periods and then oscillate around a certain value. After

the �rst acceleration the kinetic energy can be as large as 90 eV. c) Same as a),

but for a rectangular particle with dimensions 160x80x40 nm3. Here the highest

εkin ≈ 17 eV at the corner is lower than for bowties. d) same as b) but for

rectangular particle.
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Figure 6.4.: a) Electron distribution (logarithmic) for a rod-particle dimensions

160x80x40 nm3 dependent on �nal kinetic electron energies εkin and phase of

photoemission φ of an exciting laser pulse with intensity 46 GW/cm2 and λ =

800 nm. b) Same as a) but for bowtie geometrie with dimensions 130x90x40

nm3 and an laser intensity of 35 GW/cm2.

induced �eld is strongest, do contribute most to the electron distribution and

have values of εkin around 2−3 eV. In fact, the di�erent amounts of electrons at

di�erent phases is due to the photo-emission probability, which is also peaked

at the highest intensities (see �gure 4.3) where the induced �eld is strongest.

6.3.2. Angle dependence

As we see in �gure 6.5 the electron emission is angle dependent: The highest

kinetic electron energies are observed at angles larger than 30 degree, whereas

at small angles we observe only very slow electrons. A comparison between

rectangular and bowtie particles yields a similar behavior, although the highest

�nal kinetic electron energies are for bowtie antennas by a factor of about four

higher than for rectangular particles at the same excitation intensity.
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Figure 6.5.: Angle dependence of hot electrons. Colored points correspond

to the �nal kinetic energy of electrons of (left) rectangular particle and (right)

bowtie particle. Simulations were carried out at a laser �eld strength of 0.5

V/nm. Interval between black circles is 15 degree (zero degree in the middle).

6.4. Electron distribution

To obtain the electron distribution we weight the �nal kinetic electron energies

derived from the electron trajectories with the emission probability and the

area at the surface elements and average over the Gaussian laser pulse as

described in chapter 5.

6.4.1. Surface distribution

As already mentioned the �eld-enhancement of the nanoparticles strongly de-

pends on the chosen surface spot. For instance rectangular particles have a

strong �eld-enhancement at the corners and edges (see �gure 6.2). This is also

seen in the electron emission distribution (�gure 6.6), where the corners and

edges contribute most to the �nal distribution, although their surface area is

small compared to the planar faces. Also the yield from the hottest electrons

comes from the edges and especially from the corners (see also �gure 6.3).
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Figure 6.6.: Electron distribution of a resonant rectangular particle with

dimensions 160x80x40 nm3 for di�erent surface areas at an intensity of 35

GW/cm2 and a wavelength of 800 nm. Surface denotes the planar parts of

the particle.

6.4.2. Angle dependence

The electron-distribution of metallic nanoparticles is strongly angle-dependent

(see �gure 6.7). For instance, the highest kinetic electron energies at an inten-

sity of 33 GW/cm2 for rectangular particles are around 15 eV and for bowtie

structures around 45 eV at an angle of about 30 degree, whereas at an angle of

�ve degrees there are only very slow electrons with kinetic energies of 2-3 eV.

How can this be understood? The induced evenascent �eld Eind is pointing

mainly in the direction normal to the surface. As the acceleration of the

electrons is governed by Eind, whereas the exciting �eld Eexc does not play

an important role, the electron trajectories are also pointing in the direction

parallel to the surface normal of each boundary element. So, as we are dealing

with curvatures at the hot spots (edges and corners) we get especially at these

spots of fast electrons and high electron emission probability a strong angle

dependence (see also �gure 6.3).
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Figure 6.7.: Angle dependence of electron distribution (logarithmic color plot)

for resonant (top left) rod, o�-resonant rods (bottom) and (top right) bowtie

particle at an intensity of 33 GW/cm2.
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Figure 6.8.: Electron spectra for resonant and o�-resonant rectangular parti-

cles.

6.4.3. Resonant and o�-resonant case

We analyze in �gure 6.1 analyzed o�-resonant and resonant rectangular parti-

cles. The particle with dimensions 140x80x40 nm3 is blue-shifted (resonance

at 735 nm) and the particle with dimensions 180x80x40 nm3 is red-shifted

(resonance at λ =870 nm). Both particles were excited with the same plane

wave excitation as the resonant particle at a wavelength of λ =800 nm. As the

results in �gure 6.8 show (see also �gure 6.7 for results of the angle dependence

for the o�-resonant particles), the o�-resonant particles have lower cut-o� en-

ergies than the resonant one and a smaller number of emitted electrons. Both

e�ects are due to the smaller �eld-enhancement than in the resonant case,

which follows from the fact that the exciting �eld can not couple that strongly

to the electron gas. A phase shift of 180 degrees for the blue shifted particle

and a phase shift of zero degrees for the red-shifted particle in comparison with

the exciting �eld is also observed, whereas the phase-shift for resonant ones is

90 degrees.
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Figure 6.9.: Electron distribution with (4+5) and without (4) �ve-photon emis-

sion in comparison with experimental data from the group of Peter Dombi. (In

the range from zero to 3 eV the experimental data are not very accurate due to

measurement uncertainties.)

6.5. Simulation vs. experiment

The simulations under study were done in association with an experiment by

the group of Peter Dombi from the Research Inst. for Solid-State Physics and

Optics, Budapest. So we are able to compare our model with experimental

�ndings.

The particle spectra are well reproduced by the simulation with the bound-

ary element method. The results also show that the cut-o� energies of hot

electrons for the resonant case are in very good agreement with the experi-

mental ones as can be seen from �gure 6.10. Also the o�-resonant particles

and the bowtie particle show good agreement with experiment.

A comparison of the electron distribution (�gure 6.9) suggests that a further

process is involved which is responsible for the peak around 4-6 eV. A possible

explanation is that above threshold ionization or additional kinetic electron

energy at the starting point caused by the plasmon is shifting the electrons in

this range to higher kinetic energies. The simulation with �ve photon emis-

sion included is pointing into this direction. Here, we give the electrons at

initial �eld strengths between 9 V/nm and 14 V/nm a starting velocity of 2.5

eV, which accounts for the additional absorbed photon. These electrons then

accelerate to higher �nal kinetic energies and produce a peak at 3 eV.
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Figure 6.10.: Cut-o� energies of di�erent on- and o� resonant particles with

an excitation wavelength λ = 800 nm. Lines are simulated results and colors

correspond to color of data points.

6.6. Conclusion and Outlook

In this thesis we studied electron emission from metallic nanoparticles. We

used the so-called simple-man's model in order to describe the process. The

electric �elds where computed with the MNPBEM-Toolbox [15]. In particu-

lar we investigated the electron emission behavior of two di�erent geometries:

rectangular particles and bowtie antennas. In order to verify our model, we

compared the simulation-results with measured electron spectra from litho-

graphically fabricated gold nanoparticles with the same resonances, and found

good agreement. Further simulations not shown in this thesis show that even

better results can be obtained, if electron scattering is taken into account. This

e�ect - observed at phases from about 90 degree to 180 degree - occurs, when

the electron is �rst accelerated away from the particle, slows down, and then

accelerates back to the particle, where it scatters elastically at the particle

surface. The simulation results could also bene�t from a more sophisticated

model of the electron emission probability from metal surfaces. In detail, we

found that the emission probability at high �eld strengths is underestimated.

So a more thorough analysis for the emission probability should be done.

In future, the same model can be used e.g. to study di�erent geometries and
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radiation from the accelerated electrons.
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A. Appendix - Electromagnetic

�elds at surfaces

A.1. Boundary conditions for two media

Figure A.1.: Interface between two media with di�erent permittivity. The

cylinder placed between the two media shows the volume V to be integrated for

the boundary conditions of the normal components of the electromagnetic �elds.

By integrating Maxwell's equations over the contour C we get the tangential

boundary conditions, where ∆l lies parallel to the surface and the normal vector

of the contourplane t is tangential to the surface of the interface.

To get the boundary conditions we write Maxwell's equations (3.1a) and
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(3.1b) in the integral form [17]:∮
S

D · n̂ da = 4π

∫
V

ρd3x, (A.1a)

∮
S

B · n̂ da = 0. (A.1b)

If we apply these integral equations to an appropriate volume V with an in-

�nitesimal height h as shown in �gure A.1 equations (A.1a) and (A.1b) are

transformed to ∮
S

D · n̂ da = (D2−D1) · n̂ ∆a,

∮
S

B · n̂ da = (B2−B1) · n̂ ∆a.

The integral on the right in (A.1a) takes the form

4π

∫
V

ρd3x = 4πσ∆a.

So we obtain for the normal components of D and B

(D2−D1) · n̂ = 4πσ, (A.2a)

(B2−B1) · n̂ = 0, (A.2b)

stating that the normal component of B is continuous at the interface and

the normal component of D is discontinuous and equal to the surface charge

density σ at the point of the volume.

A similar procedure leads to the tangential boundary conditions. We evalu-

ate the integral form of (3.1c) and (3.1d) for the contour C with an in�nitesimal

height h

∮
C

H · dl =
1

c

∫
S′

(
4πJ +

∂D

∂t

)
· n̂ da, (A.3a)

∮
C

E ·dl = −1

c

∫
S′

∂B

∂t
· n̂ da, (A.3b)
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which leads to

n̂×(E2−E1) = 0, (A.4a)

n̂×(H2 −H1) = j. (A.4b)

This means that the tangential component of E is continuous at the interface

and the tangential component of H is discontinuous, with a di�erence at the

interface given by the surface current density j.

In the quasistatic regime we can write equation (A.2a) as

(ε1∇Φ1 − ε2∇Φ2) · n̂ = 0,

or in an equivalent fashion we get for the normal components of the potential

ε1
∂Φ1

∂n
= ε2

∂Φ2

∂n
, (A.5)

where ∂Φi

∂n
= n̂ ·∇Φi is the surface derivative of the potential at a certain point

of the interface. For the tangential components we arrive at

(∇Φ1)‖ = (∇Φ2)‖. (A.6)

A.2. Conversion from nm to eV

The photon energy in eV is given by the equation

E = h̄ω = h̄ck = h̄c
2π

λ
, (A.7)

where ω is the frequency, k is the wavewector and λ is the wavelength in nm.

The two constants, c the speed of light and Planck's reduced constant h̄, take

in SI-units the values [32]

h̄ = 6.58211899× 10−16 eVs, (A.8)

c = 2.99792458× 108 m/s. (A.9)

Inserting in equation (A.7) we �nd for the conversion factor between eV and

nm

E[eV] =
h̄2πc

λ
=

1239.8

2π
k [nm−1] =

1239.8

λ
[nm−1] . (A.10)

For example the value of a wavelength of 800 nm corresponds to 1.55 eV (see

�gure A.2).
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Figure A.2.: Conversion between nm and eV. The x-axis shows the visible

wavelength spectrum.

A.3. Conversion from V/nm to GW/cm2

Below we compute the conversion factor between the electric �eld strength E

given in units of V/m and the power S given in W/m2.

As we know [17], the pointing vector S, which gives the power density of the

electromagnetic �eld is de�ned as

S = E×H. (A.11)

Let us assume a sinusoidal plane wave propagating in z-direction, which is

described by

E(z, t) = Ex cos(ωt− kzz), (A.12)

H(z, t) = Hy cos(ωt− kzz). (A.13)

As we know from Maxwell's equations in vacuum the electromagnetic �eld has

to obey

∇× E = −µ∂H

∂t
. (A.14)

For the sinusoidal plane wave the derivation of the left and right hand side
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yield

∇× E = −kzEx sin(ωt− kzz),

−µ∂H

∂t
= −µωHy sin(ωt− kzz).

Inserted into equation (A.14), this gives a relation for the electric and magnetic

amplitude, which reads

Hy =
kz
µω

Ex =
1

µωc
Ex =

1

µ

√
εµEx =

√
ε

µ
Ex. (A.15)

With the found relation we are now ready to obtain the power density for the

electric �eld strength in vacuum:

S =

√
ε

µ
E2
x cos2(ωt− kzz). (A.16)

The time averaged power is then

S =
1

τ

τ∫
0

dt

√
ε

µ
E2
x cos2(ωt− kzz), (A.17)

=
1

2

√
ε

µ
E2
x, (A.18)

where τ = 1/ν is the time of oscillation. We call Z0 = 1/
√

ε
µ
the impedance of

the medium, which is in vacuum Z0 = 1/377. So we get as a conversion factor

between W/m2 and V/m

S [W/m2] =
1

2× 377
(Ex [V/m])2. (A.19)

Here, Ex is the maximum electric �eld amplitude and not the e�ective �eld

amplitude. A more commonly used conversion is between V/nm and GW/cm2,

which is given by

S [GW/cm2] =
1

2× 377
105(Ex [V/nm])2. (A.20)
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Figure A.3.: Conversion between GW/cm2 and V/nm. As impedance the

value of vacuum Z0 = 377 is used.
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photoionization

B.1. Wentzel-Kramer-Brillouin Approximation

We want to derive the transmission amplitude of a particle going through a

barrier. To do so we use the Wentzel-Kramer-Brillouin approximation [30]. A

similar derivation is accomplished e.g. in [12] or [11]. Other derivations are

found e.g. in [22] or also in [12]. We rewrite the Schrödinger equation(
− h̄

2m

d2

dx2
+ V (x)

)
Ψ(x) = εΨ(x), (B.1)

in the form
d2Ψ

dx2
= −p(x)2

h̄2 Ψ, (B.2)

where p(x) =
√

2m(ε− V (x)) is the classical momentum of a particle with

total energy ε. Without loss of generality we assume a solution for the wave-

function Ψ in terms of the complex function S(x) in the form of

Ψ(x) = eiS(x)/h̄ . (B.3)

We insert the solution into equation (B.2) and �nd (note that we have dropped

the x-dependence in S(x))

dΨ

dx
=
i

h̄
S ′ eiS/h̄, (B.4)

d2Ψ

dx2
=

(
i

h̄
S ′′ − 1

h̄2 (S ′)2

)
eiS/h̄ . (B.5)

Equation (B.2) yields(
i

h̄
S ′′ − 1

h̄2 (S ′)2

)
eiS/h̄ = −p(x)2

h̄2 eiS/h̄ ⇒ (B.6)

ih̄S ′′ − (S ′)2 + p2 = 0. (B.7)
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Now we are free to expand S(x) in a power series in h̄

S(x) = S0(x) + h̄S1(x) + h̄2S2(x) + . . . (B.8)

By implementing (B.8) into (B.2) and collecting powers of h̄ we �nd

− (S ′0)2 + p2 + h̄(iS ′′0 − 2S ′0S
′
1) + h̄2(iS ′′1 − 2S ′0S

′
2 + (S ′1)2) + . . . = 0. (B.9)

and therefore

(S ′0)2 = p2, iS ′′0 = 2S ′0S
′
1 and iS ′′1 − 2S ′0S

′
2 = −(S ′1)2. (B.10)

So, by integrating and inserting we �nd in �rst order of h̄

S0 = ±
∫
p(x)dx+ const., (B.11)

S1 =
i

2
ln p+ const. (B.12)

We write the solution of (B.2) in �rst order of S as

Ψ = eS0+S1 =
C
√
p

exp

(
±
∫
pdx

)
. (B.13)

Let us consider now an energy barrier between the classical turning points x1

and x2. Then we get an incoming wave Ψ1 for x < x1 and an outgoing wave

Ψ2 for x > x2:

Ψ1(x < x1) ∝ exp

 x1∫
−∞

pdx

 , (B.14)

Ψ2(x > x2) ∝ exp

 ∞∫
x2

pdx

 . (B.15)

Inserting p again the transmission probability reads

T (ε) =

∣∣∣∣Ψ2

Ψ1

∣∣∣∣2 =

∣∣∣∣∣∣∣∣∣∣
exp

(
x1∫
−∞

pdx

)
exp

(
∞∫
x2

pdx

)
∣∣∣∣∣∣∣∣∣∣

2

, (B.16)

= exp

−2

h̄

x2∫
x1

√
2m(V (x)− ε)dx

 (B.17)
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B.2. Derivation of Multiphoton emission

B.2.1. Two photon emission

We begin with equation (4.11)

i
daNm
dt

=
∑
l

aN−1
l (t)Vml e

−iωlmt, (B.18)

and solve it for N=1, and N=2. The result for N=1, was already obtained

in subsection 4.1, equation (4.14), and we again drop the second term which

describes photon emission and only retain the �rst one:

a1
m(t) =

µmgE

h̄(ωmg − ω)

[
ei(ωmg−ω)t−1

]
. (B.19)

For the potential between the transition states we again use the rotating wave

approximation and de�ne the interaction as

Vnm = −µnm
(
E e−iωt +E∗ eiωt

)
, (B.20)

∼= −µnm
(
E e−iωt

)
. (B.21)

Now we are ready to evaluate equation (B.18) by inserting equations (B.19)

and (B.21), which gives in the case of N=2 the transition amplitude for the

two photon absorption:

d

dt
a2
n(t) = (ih̄)−1

∑
m

a1
m(t)Vnm e−iωmnt (B.22)

= (ih̄)−1
∑
m

µnmµmgE
2

h̄(ωmg − ω)

(
ei(ωmg−2ω)t− ei(ωnm−ω)t

)
. (B.23)

Now we are free to drop the term ei(ωnm−ω)t, which accounts for the transient

response of the system and does not a�ect two photon absorption. By integra-

tion we directly obtain the solution for the two-photon transition amplitude

a2
n(t) = (ih̄)−1

∑
m

µnmµmgE
2

h̄(ωmg − ω)

(ei(ωmg−2ω)t−1

ωng − 2ω

)
. (B.24)

Now we proceed in the same way as for the one-photon absorption, that is we

calculate the probability for two-photon absorption by taking the square of the
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transition amplitude

p2
n(t) = |a2

n(t)|2 =
∣∣(ih̄)−1

∑
m

µnmµmgE
2

h̄(ωmg − ω)

∣∣2∣∣(ei(ωmg−2ω)t−1

ωng − 2ω

)∣∣2 (B.25)

and for large times we arrive again at a Dirac-delta function for the second

term:

p2
n(t) =

∣∣(ih̄)−1
∑
m

µnmµmgE
2

h̄(ωmg − ω)

∣∣22πtδ(ωng − 2ω). (B.26)

As the probability is seen to increase with time, we de�ne a probability per

unit time

P 2
ng =

p2
n(t)

t
. (B.27)

Finally multiplying the probability per unit time with the number of states dm

and integrating over the density of states in the continuum as done in equation

(4.19) we arrive at an solution for the transition probability per unit time

P 2
ng =

∣∣(ih̄)−1
∑
m

µnmµmgE
2

h̄(ωmg − ω)

∣∣22πδ(ωng − 2ω). (B.28)

This result can be again recast into a formulation dependent on the intensity

I = 2nε0c|E|2 of the electric �eld and an absorption cross section σ2
ng(ω)

leading to

P 2
n = σ2

ng(ω)I2, (B.29)

σ2
ng(ω) =

π

2n2ε20c
2

∣∣∣∣∑
m

µnmµmg

h̄2(ωmg − ω)

∣∣∣∣2ρn∣∣ωng=2ω
. (B.30)
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