
Eur. Phys. J. B 5, 143–152 (1998) THE EUROPEAN
PHYSICAL JOURNAL B
c©

EDP Sciences
Springer-Verlag 1998

General plasma behavior in the energy relaxation of electrons
in highly p-doped semiconductors?

U. Hohenester1a, P. Kocevar2, N.E. Hecker3, and R. Rodrigues–Herzog4

1 Istituto Nazionale per la Fisica della Materia (INFM) and Dipartimento di Fisca, Università di Modena, 41100 Modena, Italy
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Abstract. We present a systematic study of the dependence of the energy relaxation of photo-excited
minority electrons on the doping concentration in highly p-doped GaAs. A nonmonotonic dependence
is found in the region where the characteristics of the carrier-carrier interaction changes from plasmon-
mediated to quasistatically screened. Using a detailed Monte-Carlo study we are able to attribute this
observation to a general property of plasmas at high density.

PACS. 78.47.+p Time-resolved optical spectroscopies and other ultrafast optical measurements in con-
densed matter – 72.20.Jv Charge carriers: generation, recombination, lifetime, and trapping – 71.10.Ca
Electron gas, Fermi gas

1 Introduction

The role of carrier–carrier collisions in the energy-loss dy-
namics of nonequilibrium carrier plasmas at high den-
sity has recently been a topic of intense research, both
in metals [1–5] and p-doped semiconductors [6–11]. De-
spite the intrinsic differences between these two types
of materials the physics underlying such transport prob-
lems is remarkably similar. This may seem, at first, some-
what surprising since the free-carrier densities of metals
(∼ 1023 cm−3) and of even highly doped semiconductors
(p ∼ 1018−1019 cm−3) differ by more than four to five
orders of magnitude. However, it is well known that the
relevant quantity in the description of free-carrier plasmas
is the ratio of the mean distance between electrons and the
effective Bohr radius [12], rather than just the interparti-
cle distance. The difference in density between metals and
semiconductors is thus almost compensated by the larger
effective Bohr radius in semiconductors, due to the smaller
effective hole mass, mh, and the larger background dielec-
tric constant, ε∞ (e.g., mh ' 0.38mo and ε∞ = 10.92 for
GaAs).

Recently, we have reported the observation of a de-
crease in the energy-loss rate of photo-excited minor-
ity electrons in p-type GaAs at doping levels above
p ≥ 2 × 1019 cm−3 [11]. We have attributed this be-
havior of the energy transfer to a transition from dom-
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inant plasmon-mediated, at low densities, to free-carrier-
screened electron-hole scattering, at high densities. In the
present paper we examine this problem by means of de-
tailed Monte-Carlo studies and provide further theoret-
ical evidence that such a nonmonotonic behavior of the
energy-loss rate as a function of doping is indeed a gen-
eral property of plasmas at high carrier density.

Besides their important technological applications [8],
highly p-doped semiconductors offer the opportunity to
address some interesting fundamental questions. First,
they enable us to study the energy-loss dynamics of mi-
nority carriers (i.e., electrons) in a system where one can
vary the background density of majority carriers while at
the same time keeping all other material parameters fixed.
This differs appreciably from related studies in metals
where the density can solely be “changed” by comparing
different materials with their intrinsically different band
structures. We also stress that additional details of the
scattering dynamics (e.g., electron-phonon couplings) are
much less known in metals than in semiconductors. The
second reason for our analysis is related to the lack of a
rule-of-thumb for the density dependence of the energy-
loss rates due to carrier-carrier collisions in plasmas of
high density. Quite generally, one expects that with in-
creasing density the carrier-carrier scattering rates should
(i) increase due to the larger number of scattering part-
ners, but (ii) decrease due to more efficient screening. In
addition, one also has to consider (iii) the mean energy
exchanged in a single scattering event, (iv) the role of
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degeneracy, and (v) the influence of temperature. In light
of all these points, it may seem surprising that there ex-
ists, as discussed in more detail in Sections 3 and 4, a
simple rule for the density dependence of the energy-loss
rate, which depends only on the mean excess energy of the
minority carriers, 〈E〉, and the plasmon energy of the ma-
jority carriers, Epl. For systems with a given mean excess
energy 〈E〉 the energy loss as a function of density depicts
a maximum around the density where the corresponding
plasmon energy Epl equals 〈E〉/2.

We have organized our paper as follows. In Section 2
we present the results of our experiments. Our theoreti-
cal framework is presented in Section 3; in particular, we
discuss the energy loss of one energetic electron to a cold
doping background of carriers and present the ingredients
of our Ensemble-Monte-Carlo simulations. Their results
will be discussed in Section 4. We finally draw some con-
clusions in Section 5.

2 Experiments

In the experiments we used six p-type GaAs samples with
doping concentrations of p = 1 × 1018 cm−3 (sample A),
1 × 1019 cm−3 (sample B), 1.8 × 1019 cm−3 (sample C),
1.9× 1019 cm−3 (sample D), 2.7× 1019 cm−3 (sample E),
and 4×1019 cm−3 (sample F). At such high doping levels,
impurity banding is expected to dominate over any bound
hole contributions [13,14] (with the possible exception of
the moderately doped sample A). This is also confirmed by
our complementary Hall data for samples D and F which
show a negligible temperature dependence between 10 and
300 K. Since the modification of the density of states due
to impurity banding only influences states at the bottom
of the band, which are of minor importance for the energy
loss dynamics of our present concern, we conclude that a
variation of doping levels solely changes the concentration
of background carriers without influencing the essentials
of the band structure.

The energy loss of minority electrons was investi-
gated using femtosecond luminescence spectroscopy [15].
Electron-hole pairs were generated through an ultrashort
laser pulse (pulse duration of ≈ 80 fs), and their en-
suing relaxation was monitored by measuring the time-
and frequency–resolved luminescence. In order to obtain
a time resolution below 100 fs, we used the upconversion
technique [16]. The peak of the excitation wavelength was
varied between 738 and 800 nm (i.e., photon energies of
1.68–1.55 eV) to keep the excess energy of the photoex-
cited electrons far below the GaAs satellite valleys. For
all doping levels the excess energy was ≈ 120 meV [17].
Our measurements were performed at 77 K (with the only
exception of the room-temperature data shown in Fig. 2).

The extremely fast dephasing process of free carriers in
the case of dominant carrier-carrier scattering (phase re-
laxation time τp ∼ 10 fs [18]) then allows a direct descrip-
tion of the luminescence spectra through carrier distribu-
tion functions. The luminescence intensity corresponding
to the optical transition energy hν at time t is given by a

Fig. 1. Luminescence spectra for sample F at different delay
times (see right axis) at 77 K. The diamonds are the experi-
mental data; the solid lines are the results of our Monte-Carlo
simulations.

sum over the heavy- and light-hole contributions [19]:

Ilum(hν, t) ∝ (hν)2
∑

h=hh,lh
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(h)
e , t)fh(E
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(h)
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(h)
h , t) are the electron and

hole distribution functions at the corresponding transi-

tion energies, H
(h)
opt is the optical transition matrix el-

ement, and ρ(hν) the joint density of states. Since in
our experiments we worked with low excitation densities
(Nexc ≈ 1 × 1017 cm−3) as compared to the high dop-
ing concentrations, the hole distributions remained prac-
tically at equilibrium and therefore constant over time. As
a consequence, the temporal evolution of the luminescence
was exclusively determined by the time evolution of the
electron distribution function. Thus, femtosecond spec-
troscopy and the use of differently p-doped semiconductor
samples allows the systematic investigation of the energy
relaxation of minority electrons within a wide range of
different energies and doping levels.

The diamonds in Figure 1 show the measured lumi-
nescence spectra for our highest doped sample at 12 char-
acteristic delay times at a lattice temperature of 77 K.
Nonthermal features are not present in the observed spec-
tra, indicating that thermalization occurs on the time
scale of our experimental resolution (< 100 fs). Because
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Fig. 2. Luminescence spectra for sample F at different delay
times (see right axis) at room temperature. The diamonds are
the experimental data (taken from Ref. [20]); the solid lines
are the results of our Monte-Carlo simulations.

our present experimental setup can only detect the lu-
minescence from photons with a photon energy below
∼ 1.550 meV (i.e., at 77 K from band regions below
photogeneration) we also analyzed luminescence spectra
taken at room temperature, where luminescence from the
region of photoexcitation can be observed since the fun-
damental bandgap decreases with increasing temperature.
Figure 2 shows the transient luminescence spectra for the
p = 4×1019 cm−3 sample at room temperature. It can be
seen that the luminescence spectra show no nonthermal
features even during photoexcitation. This is a remarkable
result since thermalization appears to be almost instanta-
neous. Our observed fast thermalization on the time scale
of the experimental resolution is also in agreement with
earlier measurements [21] at similar excitation densities,
and is further supported by our theoretical analysis given
in Section 4.1.

Effects of electron degeneracy are of minor importance
at our low excitation densities. For a preliminary analy-
sis of our data, the electron distribution function fe can
(at times later than ∼ 100 fs) thus be well approximated
by an internally thermalized Maxwell distribution with
a transient temperature Te(t) and a corresponding mean
electron energy 〈Ee〉(t) = 3kBTe(t)/2, where kB is Boltz-
mann’s constant. From equation (1) we see that the lu-
minescence intensity for a given photon energy is then an
extremely sensitive measure of the transient electron mean
energy.

Fig. 3. Time evolution of the luminescence intensity at 13 meV
above the renormalized band edge for sample D (p = 1.9 ×
1019 cm−3) and sample F (p = 4 × 1019 cm−3) at the lattice
temperature of 77 K. The solid lines show the results of the
Monte-Carlo simulations.

Fig. 4. Band-edge luminescence rise time (left axis) and cor-
responding average of the total energy loss rate of electrons as
defined in the text (right axis) vs. doping concentration. The
solid and dashed lines are only to guide the eye.

Figure 3 shows the onset of the experimentally ob-
served luminescence intensity at the luminescence max-
imum, i.e., ≈ 13 meV above the calculated band edge,
for samples D (p = 1.9 × 1019 cm−3) and F (p = 4 ×
1019 cm−3). The rise time for the highest doped sample F
is clearly slower than that for the sample with the lower
doping concentration [22]. Figure 4 shows the experimen-
tal band-edge luminescence rise time (left axis) versus
doping concentration, as obtained from the six samples.
Here the rise time is defined as the time it takes for the
luminescence to reach 75% of its maximum value, with
the time zero taken at the center of the excitation pulse.
A clear minimum is observed in the vicinity of a doping
concentration of p ≈ 2× 1019 cm−3.
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In order to determine the energy-loss rate as a func-
tion of the doping density, we analyzed the time inter-
val in which the band-edge luminescence increases to 75%
of its maximum value. Using in equation (1) a heated
Maxwellian fe and a frequency convolution of 35 meV
to account for the spectral laser width and the exper-
imental spectral resolution, we then obtain Te(t) as a
function of the measured band-edge luminescence inten-
sity. Thus, 75% of the maximum band-edge luminescence
corresponds to an average electron energy of approxi-
mately 17 meV (Te ≈ 130 K) for all investigated densi-
ties, whereas the initial excess energy of the photoexcited
electrons is ≈ 120 meV. We note that these estimates
do not depend decisively on the details of the underly-
ing band-structure description. The averaged energy-loss
rate, which is defined as the difference between the ini-
tial excess energy and 17 meV divided by the band-edge
luminescence rise time, is shown in Figure 4 (right axis).
The cooling rate exhibits a maximum at the majority hole
concentration of p ≈ 2× 1019cm−3; at higher doping con-
centrations it dramatically decreases.

3 Theoretical model

It is well known from related earlier work that electron-
hole scattering is the dominant energy-loss channel for mi-
nority electrons at high doping levels [7–10,23]. For this
reason we shall now investigate the electron-hole interac-
tions in more detail. Our theoretical analysis is based on
the semiclassical Boltzmann equation. Electron-hole scat-
terings are described within the random-phase approxi-
mation (RPA). In view of the longstanding and successful
application of the RPA in semiconductor transport (see,
e.g., Ref. [15]) we think that our present theoretical frame-
work, despite its limitations, can be considered as a first
and sound approximation.

As a preliminary simplification we address in Sec-
tion 3.1 solely the energy loss of one energetic electron to
a doping background of holes in p-type GaAs and compare
these results with those of conventional electron-gas the-
ory in Section 3.2. The ingredients of our complete Monte-
Carlo simulations will then be presented in Section 3.3.

3.1 Energy loss of one energetic electron
in p-type GaAs

The total electron-hole scattering rate for an energetic
electron with wavevector k and energy εe(k) interacting
with a doping background of holes is given within the RPA
by [24,25]:

Peh(k) =

∫ εe(k)

−∞
dω
∑
q

2π|vs(q, ω)|2(1− fe(εe(k)− ω))

×So(q, ω)δ(ω + ωee(k,−q)), (2)

where ωij(k,q) = εj(k+q)−εi(k); we set ~ = 1. Here, the
dynamic form factor So consists of intra- and inter-valence

band contributions,
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∑
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′,k′ + q)fh(εh(k′))
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′) + ω))δ(ω − ωhh′(k
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where G denotes the overlap factor[26,24]. Finally,

vs(q, ω) =
v(q)

εRPA(q, ω)
(4)

εRPA(q, ω) = 1− v(q)P (q, ω) (5)

v(q) =
4πe2

ε∞q2
, (6)

with e the elementary charge and ε∞ the optical dielec-
tric constant. Here, the polarization P is related to the
dynamic form factor through

P (q, ω) =

∫
dω′

2π

So(q, ω
′)− So(−q,−ω′)

ω − ω′ + i0+
, (7)

where the infinitesimally small quantity 0+ ensures caus-
ality.

In the computational treatment of the electron-
scattering rates of equation (2), several points are worth
emphasizing: (i) since in our experiments the electron ex-
citation energies were of the order of the plasmon energies
Epl of the doping background the use of the full dielec-
tric function (Eq. (5)) turned out to be of crucial impor-
tance; (ii) because Epl was of the order of the average
energy separation between the heavy-hole and light-hole
valence band, we had to go beyond the simple parabolic
valence-band model to provide an accurate description
of plasmon-induced inter-valence band transfers in upper
band regions.

In the treatment of the valence-band structure, mod-
ifications of the density of states (DOS) due to impurity
banding were neglected, since such details would only in-
fluence states at the bottom of the bands, which are of mi-
nor importance for the present energy-loss analysis. The
nonparabolicities in the bandstructure were then treated
within an 8×8 k·p model [27]. In order to obtain computa-
tionally simpler expressions we did not take the full details
of the valence-band structure into account, but performed
an average of εh(k) over all angles. We furthermore as-
sumed that the overlap factors for holes Ghh′ depend only
on the modulus of the initial wavevector k and the cosine
of the angle θ between the initial and final wavevector,
i.e., Ghh′(k,k′) ∼= Ghh′(k, cos θ). The latter assumption is
inspired by Wiley’s approximation for G [28]. In our cal-
culations we checked Wiley’s approximation against ours,
finding no significant difference.

The calculation of the dynamic form factor So and of
the imaginary part of the polarization P (see Eqs. (3) and
(7)) reduces, due to our use of a directionally averaged
band structure, to two-fold integrals, which were solved
by storing So and P in an equidistant array (with a typ-
ical size of 80 × 80) and performing linear interpolation
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Fig. 5. Enhancement of the electron-hole scattering rates
(Eq. (2)) due to dynamic screening for a doping background of
p = 2× 1019 cm−3 at 77 K. The influence of the intervalence-
band contributions (IB) to the dielectric function can be seen
from the difference of the two curves.

between mesh points. The computation of the real part
of the polarization then invokes the use of the Kramers-
Kronig relation (through Eq. (7)). In general, rather large
integration limits of ∼ ±300 meV were required to recover
the static dielectric function in the low-frequency limit.
Finally, in the computation of the electron-hole scattering
rates of equation (2) particular attention had to be paid
to the strong enhancement of the integrand at the zeroes
of Re εRPA(q, ω) (plasmon pole), which were treated by
use of a Runge-Kutta algorithm with adaptive step size.

Figure 5 shows the dynamic enhancement factor
|ε(q, 0)/ ε(q, ω)|2 in the scattering rates of equation (2)
for different wavevectors q (in units of the static screening
wavevector qs, as given by the static long-wavelength limit
of the RPA dielectric function of equation (5)) for a hole
concentration p = 2×1019 cm−3 at 77 K. The two peaks of
the enhancement factor can be attributed (i) to the plas-
mon resonance and (ii) to the (single-particle) intra- and
inter-valence-band transitions in the dynamic form fac-
tor of equation (3) [24]. In particular, one observes that
the hh ↔ lh contributions to εRPA(q, ω) lead to a strong
damping of the plasmon resonance [29,24].

The energy loss rate of one energetic electron with
a kinetic energy Eini to a doping background of holes
in p-type GaAs at a lattice temperature of 77 K
is shown in Figure 6a (the doping concentrations of
p = 1× 1018 cm−3, 1× 1019cm−3, and 2× 1019 cm−3 cor-
respond to plasmon energies of ≈ 26, 58, and 82 meV,
respectively). Quite generally, it turns out that in the
energy-loss dynamics three different regimes can be dis-

Fig. 6. Energy-loss rate of an energetic electron in p-type
GaAs at 77 K as a function: (a) of the initial energy Eini
for three different doping levels (right axis); (b) of the doping
concentration for three different initial energies (right axis).

tinguished which are determined by the ratio of the ex-
cess energy Eini and the plasma frequency Epl [31]: (i)
the low-excitation regime with Eini � Epl, (ii) the high-
excitation regime with Eini � Epl, and (iii) the inter-
mediate region. Below the threshold of plasmon emission,
i.e., in the low-excitation regime, the electron loses energy
through statically screened individual particle collisions,
whereas for Eini � Epl the electron relaxes predominately
via plasmon emissions. In the intermediate region, i.e.,
for Eini ≈ Epl, the electron suffers individual collisions
where the scattering rates are strongly enhanced when the
exchanged energy is of the order of the plasmon energy,
ω ≈ Epl (see also Fig. 5); for this reason we shall charac-
terize this intermediate regime as plasmon-mediated. We
shall find it useful to adopt this notation throughout [30].

We can investigate the same problem from a different
point of view by fixing the initial energy and varying the
doping levels, as depicted in Figure 6b. Such an investi-
gation reveals, in particular, the dependence of the en-
ergy loss on doping. We find that (i) in the low-excitation
regime, i.e., at high doping levels, the energy loss rate
Ėini decreases with increasing density due to the more ef-
ficient static screening (through cold background holes) of
the individual scattering events, whereas (ii) in the high-

excitation regime, i.e., at low doping levels, Ėini increases
with increasing density due to the increasing plasmon en-
ergies and plasmon emission rates. The intermediate re-
gion then displays a maximum.

Figure 7 shows the doping concentrations where the
energy-loss rate Ėini(p) is maximal for different Eini (left

axis). Relating the maximum of Ėini to the plasma fre-
quency Epl (right axis of Fig. 7) rather than to p, we ob-
serve that the energy loss is maximal at densities where the
plasmon energy Epl(p) is approximately half the excess en-
ergy Eini. This behavior persists over a large range of den-
sities. This is a remarkable result. As can be inferred from
Figure 8, showing the hole distribution function fh for
different doping levels, the relation Epl,max(p) ≈ Eini/2
prevails in Figure 7 over two orders of magnitude in the
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Fig. 7. Doping concentration (left axis) and plasmon energy
Epl,max (right axis) where energy-loss rate is maximal for a
given initial energy Eini. The temperature of the doping back-
ground is 77 K.

Fig. 8. Hole distribution function in p-GaAs at 77 K for dif-
ferent doping concentrations.

doping level within which fh changes from a non-
degenerate to a highly degenerate distribution. Because
of this, we conclude that the existence of a maximum
of Ėini(p) is mainly caused by the change of the char-
acteristics of the electron-hole scatterings from statically
screened to plasmon mediated. Degeneracy of the hole dis-
tributions, although being essential for a proper descrip-
tion of the energy-loss dynamics of the energetic electron,
has no significant influence on the position of the maxi-
mum.

3.2 Energy loss of one energetic electron
in an electron gas at zero temperature

The discussion of the preceding section has indicated that
the existence of a maximum of the energy-loss rate as a

Fig. 9. Electron-gas parameter rs (left axis) and plasmon en-
ergy Epl (right axis) where energy-loss rate is maximal for a
given excess energy Eini = E − EF .

function of background density and its relation to the plas-
mon energy are general properties of plasmas at high den-
sity. To provide further support for this conclusion, we
devote this section to a short discussion of the energy loss
of one energetic electron to an electron gas at zero temper-
ature. The electron-gas can be considered as “the proto-
type” of an idealized high-density plasma and is among the
systems most thoroughly studied theoretically. For these
reasons we think that such a discussion could substantially
elucidate the analysis presented in Section 3.1.

The electron-gas theory describes a system of interact-
ing electrons moving in a homogeneous positively charged
background. Defining, as usual, a length scale rs in terms
of the volume per particle:

n−1 =
4

3
πr3
s , (8)

where n is the density of electrons (in this section we use
atomic units, i.e., distances are measured in units of the
Bohr radius and energies in units of Hartree (two Ryd-
bergs)) we obtain, within the random-phase approxima-
tion, for the probability per unit time that an additional
electron transfers momentum q and energy ω to the elec-
tron gas, the well-known result [12]:

P(q, ω) =
8π

q2
=
− 1

εRPA(q, ω)

, (9)

with Lindhard’s dielectric function εRPA(q, ω).
Figure 9 depicts the values rs where the total energy-

loss rate Ėini(rs), derived from equation (9), is maximal
for different excess energies Eini = E − EF above the
Fermi energy EF . Relating the maximum of Ėini to the
plasma frequency Epl (right axis of Fig. 9) rather than to
rs, we observe, once again, that the energy loss is maximal
at densities where the plasmon energy Epl(rs) is approxi-
mately half the excess energy Eini.
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This is an important result since the electron gas ap-
preciably differs from the doping background in p-type
GaAs (one electron band with a parabolic dispersion and
an electron distribution at zero temperature vs. different
valence bands with a nontrivial dispersion and a doping
distribution at finite temperature) while the trends of the
energy loss of one energetic carrier to these plasmas are
surprisingly similar. For this reason, we conclude, that the
relation between the maximum of the energy-loss rate as
a function of the particle density of the cooling agent and
the corresponding plasmon energy is a general property of
plasmas whose dynamics is dominated by carrier-carrier
interactions.

3.3 Monte-Carlo simulations

Our detailed theoretical analysis of the experiments is
based on the semiclassical Boltzmann equation, which was
solved by use of the Ensemble-Monte-Carlo (EMC) tech-
nique [26]. Since the technical details of our EMC ap-
proach have been presented elsewhere [10] we only empha-
size the novel features (see also Sect. 3.1) namely (i) the
use of a fully dynamical screening model, (ii) the inclusion
of nonparabolicities in the valence-band structure, and
(iii) our explicit treatment of hole-degeneracy in the eval-
uation of the scattering rates of equation (2) rather than
making use of the usual Monte-Carlo rejection technique
[26]. Since in our experiments the doping concentrations
were much larger than the excitation densities the hole
distributions remained practically at equilibrium. There-
fore, we neglected deviations of the hole distributions from
equilibrium. Furthermore, contributions of photoexcited
carriers to the dielectric function εRPA(q, ω) are assumed
to be of minor importance and were not taken into ac-
count. These approximations strongly simplified our com-
putational approach, because the electron-hole scattering
rates of equation (2) needed to be computed only once.
We finally treated electron degeneracy through the usual
EMC rejection technique and described electron-phonon
scatterings within a static screening model. Effects of hot
phonons were neglected.

In our simulations we used (i) an excess energy
hν − Egap of 230 meV, (ii) a spectral laser width ∆hν
of 20 meV, (iii) a temporal halfwidth of 80 fs, and (iv)
an excitation density of Nexc = 5× 1016 cm−3. A tempo-
ral convolution of 80 fs was performed in the calculated
luminescence spectra of equation (1), together with a fre-
quency convolution of 35 meV at 77 K (25 meV at room
temperature) to account for the spectral laser width in
the up-conversion and for the experimental spectral reso-
lution.

4 Results and discussion

4.1 Thermalization

Figure 10 shows the temporal evolution of the calculated
electron distribution function fe at three doping concen-
trations and at 77 K for an 80 fs excitation pulse. At early

Fig. 10. Temporal evolution of the electron distribution func-
tion fe at six different delay times for three different doping
concentrations and T = 77 K.

times we observe the excitation peaks from the light- and
heavy-hole channels at electron excess energies of ≈ 130
and ≈ 200 meV, respectively. The hh-channel becomes
more and more blocked at higher doping concentrations
due to the increasing degeneracy of the hole distributions
(see also Fig. 8). A striking feature of our simulations is
that electron states near the band minimum are populated
already during the photoexcitation due to extremely effi-
cient plasmon-mediated electron-hole scatterings.

From Figure 10 we observe that during the first 200 fs
nonthermal features practically disappear (this process is
usually called thermalization), and that immediately after
(and during) photoexcitation the electron distribution at
energies below 100 meV can be described by an internally
thermalized Boltzmann distribution exp(−Ee/kBTe). Ef-
fects of degeneracy in the conduction band are of minor
importance throughout. However, the persistence of pho-
toexcitation peaks up to an order of 200 fs seems to be
somewhat surprising in view of earlier results of similar
studies [21,10], which reported thermalization times be-
low 100 fs. The nonthermal features of our present simula-
tions also show up in the calculated luminescence spectra
of Figures 1 and 2, in contrast to the experiments where
thermalization appears to be almost instantaneous. We
attribute this systematic discrepancy between the experi-
mental data and the results of our simulations to (i) our
neglect of the interplay of scatterings with the coherent
excitation dynamics [32,33], which should lead to an ad-
ditional broadening during photoexcitation, (ii) the pos-
sible higher excitation densities in the experiments, and
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(a)

(b)

Fig. 11. (a) Electron “temperature” Te(t) = 2/3〈Ee〉(t) (K)
as a function of time for six differently p-doped semiconductors
at 77 K for an 80 fs laser pulse. (b) Corresponding transient
band-edge luminescence.

(iii) possible effects of impurity banding. Point (i), in
particular, indicates the limitations of our present use of
the semiclassical Boltzmann description and shows that a
more refined treatment of the carrier dynamics is required
for an accurate description at the earliest times [32]. Nev-
ertheless, with the exception of these nonthermal features
at times below ≈ 200 fs the experimental and theoretical
luminescence spectra (Figs. 1 and 2; see also Fig. 3) are in
very good agreement at both 77 K and room temperature.
Thus, we assume that our theoretical model contains all
relevant ingredients necessary to provide a proper descrip-
tion of the energy loss dynamics of the minority electrons
under the present experimental conditions.

We finally note that in Figure 10 two slopes can be ob-
served in the logarithmic plot of the electron distribution
function at times later than∼ 0.5 ps. This effect can be at-
tributed to the threshold of LO-phonon emission causing
a faster energy loss of carriers above threshold.

4.2 Band-edge luminescence

The discussion of the preceding section has confirmed our
initial assumption in Section 2 that at times ≥ 100 fs the
electron distribution can be well described by an inter-

Fig. 12. Doping dependence of the calculated BEL rise times
to 25% (�), 50% (4), and 75% (×) of the respective asymptotic
BEL intensities.

nally thermalized Maxwellian. We stress that in our sim-
ulations we did not make any assumption about the par-
ticular shape of fe. Figure 11 shows Te(t) = 2/3〈Ee〉(t)
(a) and the corresponding transient band-edge lumines-
cence (b) for different doping concentrations at 77 K. Here
the band-edge luminescence (BEL) is taken for each dop-
ing concentration at the energy of the maximum of the
asymptotic luminescence spectra (see also Fig. 3).

Figure 12 shows the doping dependence of the calcu-
lated BEL rise time, i.e., the time it takes for the BEL
to reach 25%, 50% and 75% of its asymptotic value. The
rise of the BEL to 50% of the maximum value is very fast
for all doping concentrations because of extremely effi-
cient plasmon-mediated electron-hole scatterings, whereas
the ensuing increase to 75% is strongly retarded at the
highest doping levels due to the increased efficiency of
static screening. In contrast to the experimental results
(see Fig. 4) the minimum of τBEL (for 75%) as a function
of doping concentration is less pronounced, occurs at later
times, and is shifted to lower doping levels. We attribute
this discrepancy to the following possible causes: (i) addi-
tional broadening due to our incomplete description of the
early thermalization stage, (ii) effects of electron degener-
acy due to higher than nominal excitation densities which
would lead to a faster BEL saturation, (iii) an enhance-
ment of the DOS due to impurity banding, (iv) effects of
hole heating at the lowest doping levels, and (v) impurity
banding could play a minor role for the lowest doped sam-
ple and a more refined treatment of the electron-acceptor
dynamics might be required for p = 1× 1018 cm−3 [10].

However, this semiquantitative agreement between
theory and experiment should not be considered as a se-
rious drawback of our present analysis. While in this pa-
per we have found, in particular, good agreement between
theory and experiment in the low excitation regime (i.e.,
at doping levels above 2 × 1019 cm−3; see Figs. 1–3), the
validity of our theoretical model in the high excitation
regime (i.e., at doping levels below 2 × 1018 cm−3) has
been proven elsewhere [10]. We conclude, that the exper-
imental BEL alone, in comparison with theory, does not
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Fig. 13. Energy-loss rate as a function of electron tempera-
ture Te for different doping levels as obtained from our EMC
simulations.

permit a detailed quantitative measure of the energy loss.
Future work should address in addition to the BEL lumi-
nescence transients at different photon energies.

4.3 Energy-loss dynamics

In contrast to the preliminary analysis of the experiments
in Section 2, where an averaged energy loss was deter-
mined by use of a simplified electron-temperature model,
the transient energy loss rates can be obtained directly
from our EMC simulations. Figure 13 shows the simu-
lated total energy-loss rate as a function of 〈Ee〉 for differ-
ent doping concentrations. We observe that at high tem-
peratures Te the energy-loss rates can be on the order of
0.8–0.9 eV/ps. Thus, electron-hole scatterings are indeed
an extremely efficient energy-loss channel for energetic mi-
nority electrons in highly p-doped semiconductors. With
decreasing electron temperature the energy transfer from
electrons to holes is dramatically reduced due to strong
static screening by the cold background holes.

Figure 14 depicts the doping dependence of the energy-
loss rates for different electron temperatures. For temper-
atures Te above 400 K a maximum shows up at a doping
level of p ≈ 1 × 1019 cm−3, which shifts to lower dop-
ing concentrations with decreasing Te. This behavior can
be easily understood in terms of our previous discussion
about the energy-loss dynamics of one electron to a cold
doping background (see Sect. 3.1), showing that the max-
imum of the energy-loss rate is at the density p where
the mean energy is approximately twice the corresponding
plasmon energyEpl(p). We thus conclude that the position

of the maximum of 〈Ė〉(p) does not contain any signature
of hole degeneracy (as one could infer from the shape of

Fig. 14. Calculated energy-loss rate as a function of doping
concentration for different mean electron energies 2/3 〈E〉 =
800 K (×), 600 K (4), 400 K (�), and 200 K (?). Here the
electron temperatures of 200, 400, 600, and 800 K correspond
to mean electron energies of ≈ 26, 52, 78, and 103 meV. The
densities of 0.2, 0.5, 1, 2, 4, and 6×1019 cm−3 correspond to
plasmon energies of ≈ 26, 41, 58, 82, 115, and 141 meV.

the hole-distribution functions in Fig. 8). Rather the posi-
tion of the maximum relates to the present experimental
conditions of an electron excess energy of ≈ 120 meV and
a lattice temperature of 77 K. This means, in particular,
that if we could go to higher excess energies and avoid the
resulting transfers of photoexcited electrons to the satel-
lite valleys of the conduction band, the maximum of the
BEL rise time would shift to higher doping levels.

5 Conclusion

We have observed a maximum in the energy-loss rate of
photoexcited minority electrons in highly p-doped GaAs
for a doping concentration of p ≈ 2 × 1019 cm−3. Us-
ing detailed Monte-Carlo simulations we have been able
to attribute this nonmonotonic behavior of the energy-
loss rate as a function of doping to the transition from
plasmon-mediated electron-hole scatterings at lower den-
sities to quasistatic screening of the electron-hole scatter-
ings by the degenerate hole plasma at high densities. This
effect is observable when the excess energy of hot carriers
interacting with a cold plasma is comparable to the plas-
mon energy and is important for understanding energy
dissipation in high-density plasmas.
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our interest in hot-carrier dynamics in highly doped semicon-
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reported the first observation of a negative absolute mobility of
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tiers of research. It has been a pleasure to have benefited from
his outstanding experience and intuition. In addition, we grate-
fully appreciate his generous support during all stages of the
present work. Ralph has always surrounded us with a friendly
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