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MULTIGRID OPTIMIZATION SCHEMES FOR SOLVING
BOSE–EINSTEIN CONDENSATE CONTROL PROBLEMS∗

A. BORZÌ† AND U. HOHENESTER‡

Abstract. The control of the transport of Bose–Einstein condensates in magnetic microtraps
is formulated within the framework of optimal control theory and solved by multigrid optimization
schemes. The time evolution of the wave function of Bose–Einstein condensates is governed by the
Gross–Pitaevskii equation and can be manipulated through variation of a controllable magnetic con-
finement potential. In order to define an optimal control strategy, an appropriate cost functional
is introduced that must be minimized under the constraint given by the dynamic equation. The
resulting optimality system consists of two nonlinear Schrödinger-type equations with opposite time
orientation coupled with an elliptic equation for the control function. These equations are approxi-
mated by using a time-splitting pseudospectral method and finite differences. To solve the resulting
problem a cascadic nonlinear conjugate gradient scheme and a multigrid optimization scheme are
considered. The convergence properties of these two schemes are investigated theoretically, and their
computational performance is discussed based on results of numerical experiments. It appears that
the multigrid optimization scheme provides a robust optimization strategy.
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1. Introduction. A Bose–Einstein condensate (BEC) is a state of matter formed
by bosons (e.g., helium-4, rubidium) cooled to temperatures very near to absolute
zero. Under such conditions, the atoms with magnetic spin collapse into the lowest
quantum state sharing the same wave function, and quantum effects become appar-
ent on a macroscopic scale. Coherent manipulation of this wave function is one of
the ultimate goals of modern atom optics, because trapping and manipulating cold
neutral atoms in microtraps near surfaces of atomic chips is a promising approach
towards full control of matter waves on small scales; see [16, 17, 19, 20, 40], and refer-
ences therein. The possibility to manipulate a single quantum system with extremely
high precision has boosted research in various fields ranging from atom interferometry
[19, 36], over quantum gates [13] and resonant condensate transport [30], to micro-
scopic magnetic-field imaging [39]. In the vast majority of these schemes the wave
function of Bose–Einstein condensates, trapped in the vicinity of an atom chip, is ma-
nipulated through variation of the magnetic confinement potential, which is achieved
by changing the currents through gate wires mounted on the chip or modifying the
strength of additional radio-frequency fields [17, 24].

An important situation is the case where one is aiming at an efficient wave func-
tion transfer from a given initial to a final desired state. This problem was first
considered by Hänsel et al. [19] for a trapped-atom interferometer setup where a
dilute condensate should be split through variation of the confinement potential from
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a single- to a double-well ground state by using a scheme that optimizes adiabatic
transfer by minimizing transitions to excited states.

Recently, we proposed [23] quantum optimal control of transport of Bose–Einstein
condensates in magnetic microtraps. In [23] the focus was on modeling issues related
to the optimal control formulation, its physical interpretation, and demonstration by
results of simulation of the advantages provided by the optimal control approach. In
this paper, we give a detailed discussion of the optimality conditions, illustrate some
important implementation aspects concerning discretization of the optimality system,
introduce two multigrid optimization schemes for solving the Bose–Einstein conden-
sate control problem, and investigate the convergence properties of these schemes
from a theoretical and scientific computing point of view showing the effectiveness of
the proposed techniques.

From a mathematical viewpoint, the purpose of this paper goes beyond the numer-
ical solution of the Bose–Einstein condensate control problem. In fact, we consider a
challenging problem of bilinear control of an evolution model that describes nonlinear
wave function evolution in complex Hilbert spaces. Bilinear control represents a class
of nonlinear control strategies with the aim to obtain better system response than
possible with linear control. The resulting bilinear systems pose new theoretical and
computational problems which are open or have been only partially addressed. We
contribute to this field of research with the formulation of effective multigrid solution
strategies that can accommodate the presence of nonlinearities and bilinear control
structure in wavelike evolution problems.

Our focus on multigrid techniques is motivated by recent advances in compu-
tational optimization [25, 27] based on reinterpreting multigrid ideas from an opti-
mization point of view that leads to new concepts in the definition of the various
multigrid components. In particular, we have that, under appropriate conditions,
the coarse-grid correction provides a descent direction for the functional to be min-
imized. Augmenting the coarse-grid correction step with a line-search strategy and
using appropriate one-grid optimization schemes as “smoothers” will result in fast and
robust multigrid optimization procedures. In this framework the coarse-grid correc-
tion does not merely accelerate the one-grid optimization scheme that takes the place
of the smoother. More than this, it provides effective search directions, and it gives
the possibility to accommodate robust globalization strategies. The enhancement of
robustness obtained with the coarse-grid correction turns out to be essential in the
solution of our quantum control problem.

In the formulation of quantum optimal control of transport of Bose–Einstein con-
densates, the objective of the control is quantified through a cost functional depending
on the final state as well as the physically motivated constraint of smooth varying mag-
netic control fields. This functional is minimized subject to the condition that the
time dynamics of the condensate is governed by the Gross–Pitaevskii equation [15].
We show that the quantum optimal control approach [1, 9, 11, 12, 22, 26, 29, 31, 32]
provides a versatile tool for determining efficient control strategies with realistic con-
finement potentials and nonlinearities in the condensate dynamics. In principle, with
our approach we are able to explore a larger control space than the adiabatic scheme
described above, where only transitions within a finite number of excited states are
considered.

The formulation of the optimal control of the transport of Bose–Einstein con-
densates results in a coupled system of two nonlinear Schrödinger equations, with
opposite time orientation, and an elliptic equation for the control. These are the
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so-called state and adjoint equations and the optimality condition and represent the
first-order necessary optimality conditions. The solution of this optimality system
characterizes a solution of the optimal control problem. The optimality conditions for
the Bose–Einstein condensate control problem are discussed in the next section.

To solve the nonlinear optimality system we proceed in section 3 by introducing a
time-splitting spectral discretization [4, 3] adapted to the resulting state and adjoint
equations and use finite differences to discretize the optimality condition. Thus we
obtain second-order accuracy in time discretization and spectral accuracy in space.
For a discussion on the importance of spectral accuracy for accurate computation of
quantum evolution, see, e.g., [7].

In section 4, we introduce and discuss two multigrid optimization strategies: the
cascadic nonlinear conjugate gradient scheme and the multigrid optimization scheme.
The former results from combining an appropriate extension of a newly proposed
nonlinear conjugate gradient method [14] with a cascadic acceleration scheme. Con-
vergence of the proposed nonlinear conjugate gradient method is discussed, and it is
pointed out that under appropriate conditions on the line search a sufficient descent
condition is obtained. The multigrid optimization scheme [27] is a recent extension
of the nonlinear multigrid strategy to optimization problems. This method appears
to be an effective multigrid strategy for optimization problems having a minimum of
requirements on the structure of the minimization problem. We give a detailed dis-
cussion of the convergence properties of this scheme in section 4.3. Both the cascadic
nonlinear conjugate gradient scheme and the multigrid optimization scheme consid-
ered in this paper are new in the context of quantum optimal control computation.

In section 5, results of numerical experiments are reported to compare the compu-
tational performance of the two solution strategies considered in this paper. We obtain
that the multigrid optimization scheme provides a more robust solution for faster and
slower control setting, independently of the discretization, the optimization parame-
ters, and the strength of the nonlinearity. We also report results of optimized control
to show the advantage of the optimal control formulation.

A conclusion section completes the exposition of our work.

2. Formulation of the control problem. The mean-field dynamics of a co-
herent Bose–Einstein condensate is described by the Gross–Pitaevskii equation [15]

(1) i
∂

∂t
ψ(x, t) =

(
−1

2
∇2 + V (x, λ(t)) + g |ψ(x, t)|2

)
ψ(x, t),

where x ∈ Ω and t ∈ [0, T ], with g a coupling constant related to the scattering
length of the atoms, density, and transversal confinement. Notice that, in principle,
the evolution of the Bose–Einstein condensate is defined in unbounded spaces, while
the fact that V is a confinement potential results in wave functions ψ whose support
is localized in a bounded region. Therefore, with Ω we represent a spatial domain
that is large enough to represent ψ during evolution.

We set � = 1 and measure mass in units of the atom mass and length in units of
micrometers. For a condensate of 87Rb (rubidium) atoms, the time and energy scales
are then given by 1.37 milliseconds and 5.58 nanokelvins, respectively. We assume
that the wave function ψ(x, t) is normalized to one

∫
Ω
|ψ(x, t)|2dx = 1, t ≥ 0, and

therefore g in (1) incorporates the number of atoms NA. Alternatively as in, e.g.,
[15], we could choose to normalize the wave function to NA in the condensates, and
then g represents the strength of interatomic interaction.
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We consider confining potentials Vλ(x, t) = V (x, λ(t)) that are produced by mag-
netic microtraps whose variation is described by a control function λ(t). We assume
that λ(t) is real and single-valued, although different situations, e.g., microtraps con-
trolled by several parameters, could be treated equally well. In the following we treat
the case typical in experimental settings where the initial and final potential config-
urations are given, and therefore we require that λ(t) takes initial and final values of
zero and one, respectively. These two extremal values correspond to the case where
the potential Vλ(x, t) is convex and to the case where it has a double-well structure.
Furthermore it is physically reasonable to require that Vλ be spatially symmetric with
respect to the origin of coordinates Vλ(x, t) = Vλ(−x, t) and Vλ(x, ·) ∈ C2(Ω) and to
assume that Vλ is twice continuously differentiable in λ.

Suppose that initially the system is in the ground state ψ0 for the potential
V (x, λ)|λ=0. Upon varying λ(t) in the time interval t ∈ [0, T ] from zero to one, the
system will pass through a sequence of states and will end up in the final state ψ(T ).
Our purpose is to determine an optimal time evolution of λ(t) that allows us to channel
the system from the initial state ψ0 at time zero to a desired state ψd at final time
T . In accordance with [19], we assume ψd to be the ground state for the potential
V (x, λ)|λ=1 at time T . The ground state for a given potential V (x, λ) is defined as
the stationary state φ(x), with

∫
Ω
|φ(x)|2dx = 1, that minimizes the energy [2]

Eλ(φ) =

∫
Ω

(
1

2
|∇φ(x)|2 + Vλ(x) |φ(x)|2 +

g

2
|φ(x)|4

)
dx.

For our purpose, in order to define a well-defined control problem, we introduce
the following cost functional:

(2) J(ψ, λ) =
1

2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) +

γ

2

∫ T

0

(
λ̇(t)

)2

dt,

with 〈u, v〉 =
∫
Ω
u(x)∗v(x) dx the usual inner product in complex spaces, where the ∗

denotes complex conjugate, and ‖u‖ = 〈u, u〉1/2.
The goal of the first term of the cost functional is to track the state ψ to a

given terminal state ψd at t = T . This choice is different than the one given by
1
2‖ψ(T )− ψd‖2 as used in, e.g., [9]. In fact, in (2), the final wave function is required
to match the desired target function only up to a global phase eiφ T which cannot be
specified. That is, we are free to specify the target function up to a phase shift.

The second term in the cost functional is from one hand for the regularization of
the problem so that existence of at least one optimal control is ensured. On the other
hand, the particular choice of regularization in (2) aims at penalizing fast varying
confinement potentials that are more difficult to realize in real experiments. The
regularization parameter γ > 0 allows one to vary the relative importance of the
objectives represented by the two terms.

The control problem under consideration is therefore to minimize J(ψ, λ) subject
to the condition that ψ(x, t) fulfills the Gross–Pitaevskii equation (1) with given initial
conditions.

To solve this problem we introduce the Lagrange function

(3) L(ψ, p, λ) = J(ψ, λ) + 	e
(
p
∣∣∣ iψ̇ −

(
−1

2
∇2 + Vλ + g|ψ|2

)
ψ

)
,

with (u|v) =
∫ T

0

∫
Ω
u(x, t)∗ v(x, t)dx dt, and p(x, t) is the Lagrange multiplier.
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By formally equating to zero the Frechét derivatives of L with respect to the triple
(ψ, p, λ), we obtain the following optimality system characterizing the solution to our
optimal control problem. We have

i
∂ψ

∂t
=

(
−1

2
∇2 + Vλ + g|ψ|2

)
ψ,(4)

i
∂p

∂t
=

(
−1

2
∇2 + Vλ + 2g|ψ|2

)
p + g ψ2 p∗,(5)

γ
d2λ

dt2
= −	e

〈
ψ,

∂Vλ

∂λ
p

〉
,(6)

which has to be solved together with the initial and terminal conditions

ψ(0) = ψ0,(7)

ip(T ) = −〈ψd, ψ(T )〉ψd,(8)

λ(0) = 0 , λ(T ) = 1.(9)

Equation (8) follows from computing time integration by parts to determine the
Frechét derivative with respect to the variable ψ. Notice that, while the state equation
(4) with initial condition ψ(0) = ψ0 evolves forward in time, the adjoint equation (5)
with terminal condition (8) is marching backwards. The control equation (6) provides
the optimality condition that determines the optimal control. Notice that because of
H1 regularization we have a natural setting to impose the required Dirichlet boundary
conditions on the control function: λ(0) = 0 and λ(T ) = 1.

We have that (4) is uniquely solvable for every λ ∈ H1(0, T ; R) such that Vλ is
a symmetric double-well potential; see [33]. Thus, it is meaningful to introduce the
so-called reduced cost functional Ĵ : H1(0, T ; R) → R given by

(10) Ĵ(λ) = J(ψ(λ), λ),

where ψ(λ) denotes the unique solution to (4) for given λ. One can show that the
gradient of Ĵ with respect to λ is given by

(11) ∇Ĵ(λ) = −γ
d2λ

dt2
−	e

〈
ψ,

∂Vλ

∂λ
p

〉
,

where ψ and p solve the state and the adjoint equations, respectively, with given λ.

2.1. Second-order optimality conditions. Quantum optimal control prob-
lems are usually nonconvex optimization problems so that different local minima are
possible. Iterative numerical methods will converge to a local minimum close to the
given starting point. The solutions to the first-order conditions (4)–(9) are neces-
sary for optimality and to characterize extremal points. Local minima are obtained if
second-order optimality conditions are also satisfied. In the following, we show that
second-order optimality conditions are (locally) satisfied if a sufficient tracking of the
target function is obtained.

To discuss second-order optimality conditions, assume that (ψ, p, λ) satisfy the
optimality system (4)–(9). Let us denote the nonlinear Schrödinger equation (4) by
c(ψ, λ) = 0. Consider that J and c are twice continuously differentiable and the
second-order sufficient conditions for a minimum are given by the optimality system
and the following:

(12) Lzz(ψ, p, λ)(v, v) ≥ c1 ||v||2, c1 > 0, for all v ∈ N (c′(ψ, λ)),
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where z = (ψ, λ) and c′ represents the linearized state equation. We assume that the
null space N (c′(ψ, λ)) can be represented by N (c′(ψ, λ)) = T (ψ, λ) Λ, where Λ is the
space where the control is defined and

T (ψ, λ) =

[
−c−1

ψ cλ
Iλ

]
,

and cψ, cλ are evaluated at (ψ(λ), λ). Therefore condition (12) becomes

(13) ∇2Ĵ(λ)(w,w) ≥ c2 ||w||2, c2 > 0,

for all w in the control space. The operator ∇2Ĵ is the reduced Hessian defined by

∇2Ĵ = T ∗ Lzz T.

That is, ∇2Ĵ(ψ(λ), λ) is given by

∇2Ĵ = Lλλ + W ∗ Lψψ W − Lλψ W −W ∗ Lψλ,

where W = W (ψ(λ), λ) = cψ(ψ(λ), λ)−1 cλ(ψ(λ), λ).

Notice that ∇2Ĵ is symmetric. Therefore condition (13) requires that, in order
to have a minimum, all eigenvalues of the reduced Hessian must be positive.

The purpose of this discussion is to show that, by guaranteeing sufficient track-

ing, that is, sufficiently small values of 1
2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2), second-order optimality

conditions are satisfied, and therefore a local minimum is obtained. To show this fact,
we consider a simplified model with properties similar to that of our quantum con-
trol problem. Consider the following optimal control problem with time-dependent
variables:

(14)

{
minλ∈Λ J(ψ, λ) := 1

2 |ψ(T ) − ψd|2 + γ
2 ‖λ̇‖2,

iψ̇ = aψ + λψ,

where ψ̇ = dψ/dt and c(ψ, λ) = iψ̇ − aψ − λψ, a ∈ R. Define (u, v) =
∫ T

0
u v∗dt and

‖u‖ = (u, u)1/2.
Define the Lagrange function

L(ψ, p, λ) = J(ψ, λ) + 	e(p, iψ̇ − aψ − λψ).

Equating to zero the Frechét derivatives of L with respect to the triple (ψ, p, λ),
we obtain the following optimality system:

iψ̇ = aψ + λψ, ψ(0) = ψ0,

iṗ = a p + λ p, ip(T ) = ψ(T ) − ψd,

γ λ̈ = −	e(pψ∗), λ(0) = 0, λ(T ) = 1,

where we require |ψ0| = 1. Differentiating twice gives

(Lψψδu, δv) = δu(T )∗ δv(T ), (Lλλδu, δv) = γ ( ˙δu, δ̇v),

(Lλψδu, δv) = (Lψλδu, δv) = (−p δu, δv).

Therefore, we obtain

(∇2Ĵ δu, δu) = (Wδu)(Wδu)∗ + 2	e(p δu,Wδu) + γ( ˙δu, ˙δu).
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From the result above we can state positive definiteness of the reduced Hessian if
	e(p δu,Wδu) is sufficiently small. Now notice that, because the evolution of p(t) is
unitary, we have |p(t)| = |p(T )| = |ψ(T ) − ψd|. By using this result we obtain that
|	e(p δu,Wδu)| ≤ C |ψ(T )−ψd| ‖δu‖2 for some C > 0 depending on λ. Therefore we
conclude that for sufficiently small values of |ψ(T ) − ψd| positive definiteness of the
reduced Hessian is obtained.

As discussed below, positive definiteness of the reduced Hessian guarantees that
the coarse-to-fine update direction obtained in the multigrid optimization scheme is
a descent direction.

3. Discretization of the optimality system. In this section, we discuss the
discretization of (4) and (5) using an unconditionally stable explicit second-order
norm-preserving time-splitting spectral scheme (TSSP) [4, 3]. These properties make
the TSSP scheme particularly suitable for computation on a hierarchy of grids. To
introduce the time-splitting technique and the corresponding notation, we discuss the
discretization of the forward equation. For the backward adjoint equation, additional
work is required to implement the time-splitting method appropriately. This is due
to the presence of the term g ψ2 p∗ in the adjoint equation. This problem is discussed
in detail below.

For ease of notation we take Ω = (−L/2, L/2) ⊂ R, where L is large enough
so that the support of the state and adjoint variables is well within the domain.
Assume that the interval (−L/2, L/2) is divided into N subintervals of size h = L/N .
Subinterval end points are denoted by xj = (j − 1)h − L/2, j = 1, . . . , N , where we
take N to be an integer power of 2. The point xN+1 corresponds to x = L/2. Further
we assume that the time interval (0, T ) is divided in M subintervals, and thus the
time step size is given by δt = T/M . The approximation to ψ(x, t) at xj for the time
tm = mδt is denoted with ψm

j . We set μk = 2π
L k. We assume that the function ψ is

periodic in (−L/2, L/2) in the sense that ψ(−L/2+) = ψ(L/2−).
For a given continuous periodic function ψ, consider the polynomial

(15) INψ(x) =

N
2∑

k=−(N
2 −1)

ψ̃k e
iμkx,

where

(16) ψ̃k =
1

N

N∑
j=1

ψ(xj) e
−i μkxj , with xj = (j − 1)h− L/2.

The function INψ(x) is the N
2 -degree trigonometric interpolant of ψ at the nodes xj ,

i.e.,

(17) INψ(xj) = ψ(xj), j = 1, . . . , N.

This polynomial is the discrete Fourier series of ψ.
The Fourier pseudospectral derivative of ψ is defined by DNψ = (INψ)′. That is,

DNψ(x) =

N
2∑

k=−(N
2 −1)

ψ̃′
k e

i μkx, where ψ̃′
k = iμkψ̃k.
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Further, the Laplacian is given by

D2
Nψ(x) =

N
2∑

k=−(N
2 −1)

ψ̃′′
k eiμkx, where ψ̃′′

k = −μ2
kψ̃k.

Now let H = H0 + V , where H0 = − 1
2∇2 is the free Hamiltonian and V = Vλ +

g|ψ|2 represents the effective potential including the magnetic confinement potential.
Next we illustrate the time-splitting spectral scheme for the Gross–Pitaevskii equation
written as follows; see [3] for more details:

i
∂ψ

∂t
= (H0 + V )ψ.

The time-splitting scheme for this equation can formally be written in the following
form:

(18) ψm+1 = e−i δt
2 V m+1

e−iδtH0e−i δt
2 V m

ψm.

From time tm to time tm+1 we have three steps. For a δt/2 time step we first solve

i
∂ψ

∂t
= V ψ.

For j = 1, . . . , N , we obtain

(19) ψ+
j = exp

(
−i(Vλ(xj , tm) + g|ψm

j |2) δt/2
)
ψm
j .

With this value, we compute a full time step for the equation i∂ψ∂t = H0 ψ, obtaining

(20) ψ++
j =

N
2∑

k=−(N
2 −1)

ψ̃+
k e(−iμ2

k δt/2) eiμkxj , j = 1, . . . , N,

where

ψ̃+
k =

1

N

N∑
j=1

ψ+
j e−i μkxj .

The final step consists in another δt/2 time step of the evolution governed by V with
ψ++ as initial condition. Hence we have

(21) ψm+1
j = exp

(
−i(Vλ(xj , tm+1) + g|ψ++

j |2) δt/2
)
ψ++
j , j = 1, . . . , N.

Additional work is required to implement the time-splitting scheme for the adjoint
equation (5) because of the presence of the term g ψ2 p∗ that prevents a straightfor-
ward application of an exponential solution formula. We proceed as follows. The
adoint equation can be written in the following form:

i
∂

∂t
(pr + i pi) =

(
−1

2
∇2 + A

)
(pr + i pi) + (ar + i ai) (pr − i pi),
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where p = pr + i pi, A = Vλ + 2g|ψ|2, and g ψ2 = ar + i ai. We focus on the first and
third steps of the time-splitting formula, and therefore we consider

d

dt
(pr + i pi) = −iA (pr + i pi) − i(ar + i ai) (pr − i pi).

This equation is equivalent to the following system of differential equations:

ṗr = Api + (aipr − arpi),(22)

ṗi = −Apr − (arpr + aipi).(23)

We now introduce the Pauli matrices to write this system in a form suitable for
exponential representation. The Pauli matrices are

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, and σ3 =

(
1 0
0 −1

)
,

and we write σ̄ = (σ1, σ2, σ3).
Therefore the system (22)–(23) can be written as follows:

d

dt

(
pr
pi

)
= i(ū · σ̄)

(
pr
pi

)
,

where ū = (iar, A,−iai). We can now use the exponential representation to obtain

(24)

(
pr
pi

)
(t + δt) = exp (i ū · σ̄ δt)

(
pr
pi

)
(t).

Further, we use the fact that

exp (i ū · σ̄ δt) = cos (|ū| δt) I + i sin (|ū| δt) ū

|ū| · σ̄

= cos (|ū| δt)
(

1 0
0 1

)
+ sin (|ū| δt) 1

|ū|

(
ai A− ar

−A− ar −ai

)
,

where |ū| =
√
a2
r + a2

i + A2. We can therefore use this formula in (24) and replace
δt with −δt/2 to obtain the (backward) time evolution of the adjoint variable for the
first and third steps of the time-splitting procedure. Notice that in this case because
of the terms A and ar, ai, the values of the wave function ψ at intermediate half
time steps are also required. For this purpose, the ψ function is also computed in the
backward evolution by using (19)–(21) with δt replaced by −δt. This is possible since
the time-splitting scheme is time-reversible.

Evaluation of the gradient of the reduced cost functional is given by the following:

∇Ĵ(λ)m = −γ
λm+1 − 2λm + λm−1

δt2
−	e

N∑
j=1

h (pmj )∗
∂Vλ

∂λ
|λ=λm ψm

j .

We conclude this section by illustrating how to determine the initial-state and
the target-state wave functions. In our setting the initial state ψ0 and the target
state ψd are the ground state wave functions of the Gross–Pitaevskii equation with
single- (λ = 0) and double-well (λ = 1) potential, respectively. To determine these
states we use the normalized gradient flow scheme [2]. In this approach, one considers
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the evolution of the Gross–Pitaevskii equation with δt replaced by −iδt, and at each
step of this evolution the resulting wave function is projected back to the unit sphere
by normalization. A sketch of the normalized gradient flow scheme is given below.
Consider a time step sequence {tm}m≥0 with time step size δt. Let φ(x, tn) be the
ground state wave function approximation after n iterations. We have the following.

Algorithm 1 (Normalized gradient flow method).

Step 1. Given φ(x, t0), t0 = 0, δt, m = 0.
Step 2. Set tm+1 = tm + δt, and solve

∂φ

∂t
(x, t) =

(
1

2
∇2 − Vλ(x) − g |φ(x, t)|2

)
φ(x, t), tm < t < tm+1,

with φ(x, tm) as an initial condition.
Step 3. Normalize

φ(x, tm+1) :=
φ(x, tm+1)

‖φ(·, tm+1)‖
.

If ‖φ(·, tm+1) − φ(·, tm)‖ < tol, then stop.
Step 4. Set m = m + 1; goto Step 2.

As an initial condition for this evolution we take a Gaussian, and the time-stepping
process is iterated until the difference between two consecutive ground state approx-
imations is less then tol = 10−12.

4. Multigrid optimization strategies. Starting with this section, we focus
on the iterative solution of the optimality system (4)–(9) approximated by using the
discretization scheme previously discussed. The most popular and easy to implement
method used to solve such problems is the gradient method with line search. This
method uses a forward sweep of the state equation followed by a backward sweep of the
adjoint equation, and then −∇Ĵ(λ) is determined and taken as descent direction in a
line-search scheme to update the control field. This process is repeated until a suitable
convergence criteria is satisfied, such as ‖∇Ĵ(λ)‖ < tol. Numerical experience shows
that the gradient method just described is inefficient because, after a few iterations,
slowdown occurs.

A large improvement of this method is obtained by introducing the notion of
conjugate directions. This leads to conjugate gradient algorithms that under suitable
conditions have satisfactory convergence properties. The most general extension of
these schemes is represented by nonlinear conjugate gradient (NCG) methods that can
be applied to nonconvex problems; see, e.g., [18, 35]. The use of the NCG scheme to
solve quantum control problems, apart from a less recent work [37], is new and appears
to be competitive with state-of-the-art methods for quantum control computation [8].
In the control of linear finite-level quantum systems (finite-dimensional case), the NCG
scheme proves to be efficient and robust [8], especially when it is used in combination
with cascadic (nested) iteration techniques.

In this paper, we continue the development started in [8] and consider a cas-
cadic NCG scheme to solve the problem of control of the nonlinear extended quantum
Bose–Einstein condensate system (infinite-dimensional case). In addition we continue
the development of multigrid optimization schemes for quantum control computation
and present a MGOPT (multigrid optimization) scheme where the NCG iteration
plays the role of the one-grid optimization scheme. The choice of the NCG scheme
as the basic optimization method is suggested by the robustness of this scheme, the
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fact that it has a relatively large convergence basin, and the easy of implementation.
The MGOPT approach uses a refinement strategy similar to that of the cascadic ap-
proach in combination with a coarsening strategy similar to that of classical multigrid
methods. In this framework, the coarse-grid correction provides a new effective de-
scent direction for the functional to be minimized. The coarse-to-fine update direction
is augmented with a line-search strategy and results in a fast and robust multigrid
optimization procedure.

4.1. The nonlinear conjugate gradient method. We discuss the minimiza-
tion of the real-valued differentiable function Ĵ(λ), representing the reduced cost func-
tional J(ψ(λ), λ), where ψ(λ) denotes the solution to the state equation (4). Denote
that g(λ) = ∇Ĵ(λ). In the following, we formulate the NCG scheme in a continuous
setting in the space of real-valued functions since the control function is real. We have

(u, v) = (u, v)L2(0,T ;R) =
∫ T

0
u(t)v(t)dt and ‖u‖ =

√
(u, u).

In the common NCG variants, the basic idea is to avoid matrix operations and
express the search directions recursively as

(25) dk+1 = −gk+1 + βk dk

for k = 1, 2, . . . , with d1 = −g1. In general, for convergence it is required that dk is a
descent direction for any k; i.e., (gk, dk) < 0 holds.

The iterates for a minimum point are given by

(26) λk+1 = λk + τk dk,

where τk > 0 is a step length. The parameter βk is chosen so that (25)–(26) reduces
to the linear CG scheme if Ĵ is a strictly convex quadratic function and τk is the exact
one-dimensional minimizer of Ĵ along dk.

We focus on the NCG scheme of Dai and Yuan [14] based on the formula

(27) βk = βDY
k :=

(gk+1, gk+1)

(dk, yk)
,

where yk = gk+1−gk. In [14], convergence of the proposed NCG scheme is established
by requiring that the step length τk, determined by backtracking, satisfies the Armijo
condition of sufficient decrease of Ĵ ’s value given by

(28) Ĵ(λk + τkdk) ≤ Ĵ(λk) + δ τk (gk, dk)

together with the Wolfe condition

(29) (g(λk + τkdk), dk) > σ (gk, dk),

where 0 < δ < σ < 1/2; see [28]. The last condition means that the graph of Ĵ should
not increase too rapidly beyond the minimum.

We implement the following NCG scheme.
Algorithm 2 (NCG method).

Step 1. Given k = 1, λ1, d1 = −g1, if ‖g1‖ < tol, then stop.
Step 2. Compute τk > 0 satisfying (28)–(29).
Step 3. Let λk+1 = λk + τk dk.
Step 4. Compute gk+1 = ∇Ĵ(λk+1).

If ‖gk+1‖ < tolabs or ‖gk+1‖ < tolrel ‖g1‖ or k = kmax, then stop.
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Step 5. Compute βk by (27).
Step 6. Let dk+1 = −gk+1 + βk dk.
Step 7. Set k = k + 1; goto Step 2.

Convergence of the NCG scheme defined above is discussed in [14]. In [8] the
extension and convergence analysis of the NCG scheme for the case of complex quan-
tum control fields is given. While we do not report the convergence proof, we recall
the essential features that are required for the convergence analysis.

Assumption 3.

(1) Ĵ is bounded from below and is continuously real differentiable in a neighbor-
hood N of the level set L = {λ ∈ H1(0, T ; R) : Ĵ(λ) ≤ Ĵ(λ1)}.

(2) ∇Ĵ is Lipschitz continuous in N ; i.e., there exists a constant M > 0 such
that

‖∇Ĵ(λ1) −∇Ĵ(λ2)‖ ≤ M ‖λ1 − λ2‖ for all λ1, λ2 ∈ N .

Notice that in our setting Assumption 3(1) is satisfied. Moreover, we can prove
that λ → Ĵ(λ) is twice continuously Fréchet differentiable so that Assumption 3(2)
holds at least locally. Convergence of the NCG is stated in the next theorem, proved
in [14]; see also [8].

Theorem 4. Suppose that λ1 is a starting point for which Assumption 3 holds.
Let the sequence {λk}k≥1 be generated by the NCG Algorithm 2. Then this algorithm
either terminates at a stationary point or converges in the sense that

lim inf
k→∞

‖gk‖ = 0.

If, in addition, the sequence {‖dk‖/‖gk‖} is bounded, then limk→∞ ‖gk‖ = 0.
In the proof of this theorem, it is required that the standard Wolfe condition (29)

is satisfied. By replacing (29) with the strong Wolfe condition∣∣(g(λk + τkdk), dk)
∣∣ ≤ −σ (gk, dk),

we have that the following sufficient descent condition is guaranteed:

(gk, dk) ≤ −c ‖gk‖2
,

where c = 1/(1 + σ) and for all k ≥ 1. This condition is used in the convergence
analysis of the MGOPT scheme, and it is implemented in the corresponding algorithm.

4.2. Cascadic NCG scheme. The motivation for combining the cascadic tech-
nique with the NCG scheme comes from our previous computational experience [8]
and results given in [5, 34], where a cascadic conjugate gradient method is discussed
and optimal computational complexity for elliptic problems is proved. While we are
not able to extend these convergence results to the present case of nonconvex opti-
mization, we are still able to obtain a considerable computational improvement.

To illustrate the cascadic NCG (CNCG) scheme, consider a hierarchy of nested
grids with index k = k0, . . . , kf . The idea is to start from a coarse grid, with index
k0, where the size of the problem is small, and therefore the problem can be solved
by the NCG iterative scheme with a reasonable computational effort. Let us denote
with λk0 the solution obtained by this process with, e.g., “zero” initialization λ∗

k0
.

The step that follows is to interpolate this solution to the next finer grid by using
an interpolation operator Ik+1

k . Therefore we obtain an initialization of the NCG
iterative process on the finer grid that is given by

λ∗
k+1 = Ik+1

k λk,



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

CONTROL OF BOSE–EINSTEIN CONDENSATES 453

where k = k0. With this initialization, after a sufficient number of NCG iterations we
obtain the solution λk+1. This process is repeated until the finest grid is reached and
the desired solution is obtained.

An algorithm of this method is given by the following. Denote with λk =
NCGk(λ

∗
k) the result of the iteration, with λ∗

k as initialization, that is applied until
a given stopping criteria is satisfied. We have the following.

Algorithm 5 (CNCG method).

Step 1. Given k = k0, λ
∗
k0

.
Step 2. Compute λk = NCGk(λ

∗
k).

Step 3. If k = kf , then stop.
Step 4. Else if k < kf , then interpolate λ∗

k+1 = Ik+1
k λk.

Step 5. Set k = k + 1; goto Step 2.

4.3. The MGOPT method. In [27, 25] the so-called MGOPT multigrid ap-
proach to optimization problems has been proposed that closely resembles the well-
known full approximation storage scheme [10] and is similar to the damped nonlinear
multigrid method discussed in [21]. Our interest in the MGOPT strategy is that it
allows one to interpret multigrid schemes from an optimization point of view. This
fact allows one to extend the multigrid methods to solve optimization problems, and
it opens new perspectives for investigating convergence of nonlinear multigrid schemes
using optimization theory; see [6]. In this framework, interpreting the action of the
multigrid solution process in terms of low- and high-frequency components may not
be possible. On the other hand, we have that with the MGOPT scheme there is the
possibility to explore different minimizing directions provided by the one-grid opti-
mization scheme and by the coarse-grid correction step. The convergence analysis
shows that the latter provides a direction of descent whenever the Hessian of the
optimization problem is positive definite. It appears that this new descent direction
results in a more robust optimization algorithm.

The MGOPT method can be applied to optimization problems that can be formu-
lated in a hierarchy of unconstrained optimization problems with varying resolution.
We use the parameter k = 1, 2, . . . ,K to index the various levels of resolution (or
discretization). Here K denotes the finest resolution. For differential problems that
can be defined on different grids, we have the usual multigrid notion of hierarchy of
grids with k being the grid level.

We discuss the MGOPT solution to our optimization problem

(30) min
λk

Ĵk(λk),

where λk = (λm
k )m=0,Mk

and Ĵk(·) is the reduced cost functional with the state and
adjoint equations defined by

Qk(hk, δtk) = {(xj , tm) : xj = (j−1)hk, 1 ≤ j ≤ Nk, and tm = mδtk, 0 ≤ m ≤ Mk},

where Mk = M/2K−k and Nk = N/2K−k, where k = 1, 2, . . . ,K.
In this framework λk ∈ Vk is the (unconstrained) optimization variable in the

space Vk of real Mk +1-dimensional vectors. For variables defined on Vk we introduce
the inner product (·, ·)k, which is the discrete version of (u, v)L2(0,T ;R). We define

with ‖x‖k = (x, x)
1/2
k .

Among spaces Vk, restriction operators Ik−1
k : Vk → Vk−1 and prolongation op-

erators Ikk−1 : Vk−1 → Vk are defined. We require that (Ik−1
k u, v)k−1 = (u, Ikk−1v)k
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for all u ∈ Vk and v ∈ Vk−1. This property is satisfied by the standard full-weighting
intergrid transfer operators; see, e.g., [38].

Now denote with λ
(l)
k = Ok (λ

(l−1)
k ) one step of an appropriate optimization

scheme Ok, that provides a minimizing sequence {λ(l)
k } for Ĵ(λk). Later, Ok rep-

resents the action of the NCG scheme described in the previous section. Given an

approximation λ
(l)
k to the solution of (30), we require that the application of Ok re-

sults in sufficient reduction expressed by Ĵk(Ok(λ
(l)
k )) < Ĵk(λ

(l)
k ) − η‖∇Ĵk(λ

(l)
k )‖2 for

some η ∈ (0, 1).
We apply m1 times the optimization iteration to (30) starting with the current

approximation λ
(0)
k to obtain the approximate solution λ̃k = λ

(m1)
k . Now the desired

correction ek to λ̃k for the minimum is defined by ∇Ĵk(λ̃k + ek) = 0. This can be
equivalently written as

(31) ∇Ĵk(λ̃k + ek) −∇Ĵk(λ̃k) = −∇Ĵk(λ̃k).

Next, we discuss the representation of the problem (31) on the coarser level k− 1. To
represent λ̃k + ek on the coarse grid we write

(32) λk−1 = Ik−1
k λ̃k + ek−1.

Notice that this approach makes sense if we can assume that ek ∈ Vk is such that it
can be approximated by ek−1 ∈ Vk−1.

To formulate (31) on the coarse space, we replace ∇Ĵk(·) by ∇Ĵk−1(·) on the
left-hand side of this equation, λ̃k by Ik−1

k λ̃k, and ∇Ĵk(λ̃k) on the right-hand side of

(31) by Ik−1
k ∇Ĵk(λ̃k).

We get the following MGOPT equation:

(33) ∇Ĵk−1(λk−1) = ∇Ĵk−1(I
k−1
k λ̃k) − Ik−1

k ∇Ĵk(λ̃k).

In agreement with standard multigrid terminology, we define the fine-to-coarse gradi-
ent correction given by

φk−1 = ∇Ĵk−1(I
k−1
k λ̃k) − Ik−1

k ∇Ĵk(λ̃k).

Therefore (33) becomes ∇Ĵk−1(λk−1) − φk−1 = 0 or, better,

∇
(
Ĵk−1(λk−1) − φk−1λk−1

)
= 0,

where φk−1λk−1 means the vector product in Vk−1 between φk−1 and λk−1.
The following remark explains why we call φk−1 the fine-to-coarse gradient

correction.
Remark 6. We have that

∇
(
Ĵk−1(λk−1) − φk−1λk−1

) ∣∣∣λk−1=Ik−1
k λ̃k

= Ik−1
k ∇Ĵk(λ̃k);

that is, the gradient of the coarse-grid functional

J̃k−1(λk−1) = Ĵk−1(λk−1) − φk−1λk−1

at Ik−1
k λ̃k equals the restriction of the gradient of the fine-grid functional at λ̃k.
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As a consequence, in correspondence to a minimum λ∗
k we have ∇Ĵk(λ

∗
k) = 0 and

∇J̃k−1(I
k−1
k λ∗

k) = 0. This means that at convergence λ∗
k−1 = Ik−1

k λ∗
k.

From an optimization point of view, solving (33) corresponds to the problem of
minimizing J̃k−1(λk−1). By applying m = 1 (V -cycle) or m = 2 (W -cycle) MGOPT
steps to this problem, we obtain λ̃k−1 such that J̃k−1(λ̃k−1) < J̃k−1(I

k−1
k λ̃k). We are

now ready to define the coarse-to-fine minimization step given by

(34) λk = λ̃k + α Ikk−1(λ̃k−1 − Ik−1
k λ̃k).

Here α is a step length of minimization in the direction given by Ikk−1(λ̃k−1−Ik−1
k λ̃k).

Under appropriate conditions discussed below, this is a direction of descent. The step
length α is determined so to satisfy an Armijo-type condition of sufficient decrease.

The update step given by (34) is followed by m2 times optimization steps by Ok.
This completes the description of the iterative MGOPT scheme. One MGOPT iterate

is described in the following. Let λ
(0)
k be the starting approximation.

Algorithm 7 (MGOPT method).

Step 1. If k = 1, solve minλk
Ĵk(λk) directly.

Step 2. Preoptimization. λ
(l)
k = Ok (λ

(l−1)
k ), l = 1, . . . ,m1.

Step 3. Computation of the fine-to-coarse gradient correction

φk−1 = ∇Ĵk−1(I
k−1
k λ

(m1)
k ) − Ik−1

k ∇Ĵk(λ
(m1)
k ).

Step 4. Call m times MGOPT-(m1,m2) to solve minλk−1
J̃k−1(λk−1), where

J̃k−1(λk−1) = Ĵk−1(λk−1) − φk−1λk−1.

Step 5. Coarse-to-fine minimization step with line search given by

λ
(m1+1)
k = λ

(m1)
k + α Ikk−1(λk−1 − Ik−1

k λ
(m1)
k ).

Step 6. Postoptimization. λ
(l)
k = Ok (λ

(l−1)
k ), l = m1 + 2, . . . ,m1 + m2 + 1.

To discuss the convergence properties of the MGOPT scheme applied to the con-
trol of the Bose–Einstein condensate transport problem, we now make some assump-
tions that can be proved by using techniques developed in [6]. We assume that the
optimal solution (ψ∗, p∗, λ∗) to (4)–(9) under appropriate regularity assumptions and
conditions on the optimization parameters satisfies second-order sufficient optimality
conditions. Let us denote with (ψ∗

k, p
∗
k, λ

∗
k) the optimal solution of the discretized opti-

mal control problem. We assume that, for each k, Ĵk is twice Frechét differentiable and
∇2Ĵk is (locally) positive definite and satisfies the condition (∇2Ĵk(λ)y, y)k ≥ β‖y‖2

k

together with ‖∇2Ĵk(λ)−∇2Ĵk(y)‖ ≤ ρ ‖λ−y‖k uniformly for some positive constants
β and ρ. We use the expansion

(35) Ĵk(λ + z) = Ĵk(λ) + (∇Ĵk(λ), z)k +
1

2

∫ 1

0

(∇2Ĵk(λ + tz)z, z)k dt.

The discussion that follows is based on the following lemma [21].
Lemma 8. For v, x, y ∈ Vk assume that (∇Ĵk(λ), y)k ≤ 0, and let γ be such that

0 ≤ γ ≤ −2δ(∇Ĵk(λ), y)k

[∫ 1

0

(∇2Ĵk(λ + tγy)y, y)kdt

]−1

for some δ ∈ [0, 1].
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Then

(36) −(1 − δ)γ(∇Ĵk(λ), y)k ≤ Ĵk(λ) − Ĵk(λ + γy) ≤ −γ(∇Ĵk(λ), y)k.

Proof. Set z = γ y in (35). The first inequality follows from the restriction to γ.
The second inequality follows from the positivity of ∇2Ĵk.

The first purpose of the present discussion on the convergence of the MGOPT
method is to prove that we can find 0 < α ≤ 2 in Step 5 of Algorithm 7 such that an
Armijo-type condition of sufficient decrease is satisfied. This is proved in the following
lemma.

Lemma 9. For v, x, y ∈ Vk assume that (∇Ĵk(λ), y)k ≤ 0, and let

(37) α(λ, y) = min

{
2,

−(∇Ĵk(λ), y)k

(∇2Ĵk(λ)y, y)k + ρ ‖y‖3
k

}
.

Then

(38) Ĵk(λ + α(λ, y)y) ≤ Ĵk(λ) +
1

2
α(λ, y)(∇Ĵk(λ), y)k.

Proof. For the proof it is enough to verify that Lemma 8 may be applied with
γ = α(λ, y) and δ = 1/2. Notice that∫ 1

0

(∇2Ĵk(λ + tα y)y, y)k dt ≤ (∇2Ĵk(λ)y, y)k + ρ ‖y‖3
k.

Therefore we have

α(λ, y) ≤ −(∇Ĵk(λ), y)k

(∇2Ĵk(λ)y, y)k + ρ ‖y‖3
k

≤ −(∇Ĵk(λ), y)k∫ 1

0
(∇2Ĵk(λ + tα y)y, y)kdt

.

Hence α satisfies the condition of Lemma 8 with δ = 1/2.
The following lemma states that the coarse-to-fine minimization step with step

length α given by Lemma 9 is a minimizing step (without requiring exact solution of
the coarse minimization problem).

Lemma 10. Take λk ∈ Vk. Denote that J̃k−1(λk−1) = Ĵk−1(λk−1) − φk−1 λk−1,
where φk−1 = ∇Ĵk−1(I

k−1
k λk) − Ik−1

k ∇Ĵk(λk). Let λ̃k−1 ∈ Vk−1 be such that

J̃k−1(λ̃k−1) ≤ J̃k−1(I
k−1
k λk), and define yk = Ikk−1(λ̃k−1 − Ik−1

k λk). Then

(39) Ĵk(λk + α(λk, yk)yk) ≤ Ĵk(λk) +
1

2
α(λk, yk)(∇Ĵk(λk), yk)k,

where α(λk, yk) is defined in Lemma 9 (strict inequality holds if J̃k−1(λ̃k−1) <
J̃k−1(I

k−1
k λk)).

Proof. The proof follows from Lemma 9 after showing that (∇Ĵk(λk), yk)k ≤ 0.
From (35) we obtain that

(∇J̃k−1(I
k−1
k λk), λ̃k−1 − Ik−1

k λk)k ≤ J̃k−1(λ̃k−1) − J̃k−1(I
k−1
k λk) ≤ 0.

Now we have

(∇Ĵk(λk), yk)k = (∇Ĵk(λk), I
k
k−1(λ̃k−1 − Ik−1

k λk))k

= (Ik−1
k ∇Ĵk(λk), λ̃k−1 − Ik−1

k λk)k−1

= (∇J̃k−1(I
k−1
k λk), λ̃k−1 − Ik−1

k λk)k−1 ≤ 0.

For the last equality recall Remark 6.
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The following theorem states convergence of the MGOPT method.
Theorem 11. For each k, let λ∗

k be the solution to (30). Further, let Ĵk be

twice Frechét differentiable, and let ∇2Ĵk be locally Lipschitz continuous and satisfy
(∇2Ĵk(λ

∗
k)y, y)k ≥ β‖y‖2

k together with ‖∇2Ĵk(λ)−∇2Ĵk(y)‖ ≤ ρ ‖λ− y‖k uniformly
for some positive constants β and ρ in a neighborhood V ε

k of λ∗
k. Then the MGOPT

scheme given by Algorithm 7 provides a minimizing step.

Proof. Let λ
(0)
k ∈ V ε

k . Then A = {λ ∈ Vk : Ĵk(λ) ≤ Ĵk(λ
(0)
k )} is a compact set.

For k = 2, let λk be the result of the MGOPT step. We have λ̃k−1 =
argminλ∈Vk−1

Ĵk−1(λ), and from Lemma 10 it follows that

Ĵk(λk) = Ĵk(O
m2

k (λm1+1
k )) ≤ Ĵk(λ

(m1)
k + α Ikk−1(λk−1 − Ik−1

k λ
(m1)
k ))

≤ Ĵk(O
m1

k (λ0
k)) ≤ Ĵk(λ

0
k),

where strict inequality occurs in all steps whenever ∇Ĵk is nonzero. For k > 2, due
to the induction hypothesis and because of Lemma 10, the theorem holds.

5. Numerical experiments. The purpose of this section is to validate the op-
timal control formulation and compare the CNCG method with the MGOPT method.
The cascadic NCG scheme is a modern approach to optimization problems which is ex-
pected to perform well with quantum optimal control problems; see [8]. The MGOPT
scheme is developed and applied for the first time to these problems and is expected to
result in an improvement with respect to the CNCG scheme because of the additional
coarse-grid optimization strategy. In fact, the MGOPT scheme improves robustness
while the computational effort may depend on a problem’s settings.

We remark that BEC experiments are carried out in three dimensions. Neverthe-
less trapped Bose–Einstein condensates are let move in a two-dimensional (2D) space
(e.g., near the surface of atom chips), and the magnetic confinement potential used to
manipulate the condensate usually acts along some preferred direction. Therefore we
consider a one-dimensional space problem along the direction determined by the mag-
netic field. This is in agreement with the results presented in [23], where it is found
that optimal control functions computed within a 1D- and a 2D-space framework are
essentially identical.

We start by choosing a specific potential that is proposed in [24] to create con-
densates of trapped atoms coupled with a radio-frequency field. These can be realized
by using simple and highly integrated wire geometries on atom chips. We have that
Vλ for a given λ is a double-well potential of the following form:

(40) V (x, λ) = −λ2 d2

8c
x2 +

1

c
x4,

where c = 40 and d is a parameter corresponding to twice the distance of the two
minima in the double-well potential.

In Figure 1, a visualization of the wave function evolution governed by the Gross–
Pitaevskii equation with the potential (40) and λ(t) = t/T is given. One can see the
oscillatory character of the wave function. In this figure, the potential Vλ(x) for
λ = 0 and λ = 1 is also given. The initial condition is given by the ground state
corresponding to λ = 0.

In the experiments, we consider the following setting. For the line search in the
NCG scheme, we take δ = 10−4 and σ = 0.4 and use the strong Wolfe condition.
This setting is used for both CNCG and MGOPT calculation. We choose tol = 10−3
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Fig. 1. On top, the real (left) and imaginary parts of the solution ψ(x, t) on the space-time
domain (top) for λ(t) = t/T and initial condition ψ0. On the bottom, the potential Vλ(x) for λ = 0
(left) and λ = 1.

and tolrel = 10−2. For the line search for the coarse-to-fine minimization, we use
the Armijo condition (28) also with δ = 10−4. The coarsest grid is 64 × 625 in
space and time. Finer meshes are obtained with refinement by halving the mesh
size. In the cascadic NCG algorithm, the solution process is transferred to the next
finer grid whenever tolerance is reached or when the conditions of sufficient decrease
of the strong Wolfe conditions cannot be fulfilled. In the MGOPT scheme, we use
m1 = m2 = 3 and m = 1, and the same stopping criteria as in the CNCG scheme
apply for this scheme. This choice is to some extent arbitrary; however, it is driven
by the attempt to be as close as possible to the standard choice made in multigrid-
based computing. The choice m = 1 corresponds to the standard V -cycle. With
m1 = m2 = 3 we have that at least two steps of the NCG scheme are not steepest
descent steps.

Our computational space domain is Ω = (−L/2, L/2) and T ranges between 5
and 10; the former corresponds to a faster control. We use L = 20 and d = 10
in (40). In our optimal quantum control calculations, we consider γ ∈ (10−6, 10−2)
and g = 10. In all calculations we set a starting approximation given by λ(t) =
t/T + sin(2πt/T )/10 + sin(5πt/T )/10. This choice is arbitrary, and it appears that
other choices do not influence the final result.

We now assess the computational performance of the CNCG and MGOPT schemes.
The results for this discussion are reported in Tables 1 and 2. We notice that usually
the values of CPU time required by the MGOPT scheme are larger than the one
related to CNCG and that better values of tracking are obtained with the MGOPT
calculation. In fact, the CNCG scheme is usually not faster than the MGOPT scheme;
instead, it comes faster to stagnation and stops. We remark that in most cases, also
with various modifications of the CNCG’s settings, it was not possible for the CNCG
scheme to run longer and achieve the accuracy of the MGOPT solution.

In Table 1 we see that the MGOPT scheme provides a robust solution for faster
and slower control settings. In Table 2, we obtain with MGOPT a robust optimal
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Table 1

Computational performance of the CNCG and MGOPT schemes. Mesh 256 × 2500.

CNCG MGOPT

γ T 1
2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) CPU 1

2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) CPU

10−1 5 1.49 · 10−1 112 4.23 · 10−2 941

10−3 5 1.40 · 10−2 825 2.97 · 10−3 515
10−5 5 1.29 · 10−2 205 4.56 · 10−3 213

10−1 10 3.23 · 10−3 473 4.38 · 10−4 625
10−3 10 1.39 · 10−3 239 1.19 · 10−4 930
10−5 10 3.63 · 10−3 65 2.27 · 10−4 425

Table 2

Computational performance of the CNCG and MGOPT schemes; T = 7.5.

CNCG MGOPT

γ Mesh 1
2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) CPU 1

2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) CPU

10−2 512 × 5000 2.01 · 10−2 2847 5.47 · 10−4 3091
10−4 512 × 5000 1.05 · 10−3 524 3.57 · 10−4 2095
10−6 512 × 5000 3.55 · 10−4 1077 5.98 · 10−4 772

10−2 256 × 2500 1.26 · 10−2 580 6.70 · 10−4 695
10−4 256 × 2500 5.13 · 10−4 90 5.47 · 10−4 299
10−6 256 × 2500 6.47 · 10−4 77 4.54 · 10−4 758

10−2 128 × 1250 2.23 · 10−2 17 9.69 · 10−4 116
10−4 128 × 1250 4.54 · 10−4 202 6.01 · 10−4 82
10−6 128 × 1250 1.38 · 10−2 14 8.78 · 10−4 78

Table 3

Computational performance of the CNCG and MGOPT schemes for different values of g; T =
7.5, γ = 10−4.

CNCG MGOPT

g Mesh 1
2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) CPU 1

2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) CPU

25 128 × 1250 3.89 · 10−4 53 7.08 · 10−4 149
50 128 × 1250 2.35 · 10−3 80 9.84 · 10−3 76
75 128 × 1250 5.54 · 10−3 90 1.85 · 10−3 163
100 128 × 1250 4.93 · 10−1 13 2.47 · 10−1 27

100 256 × 2500 4.94 · 10−1 50 5.44 · 10−3 257

control solution independently of mesh size and of the optimization parameter. We
should mention that simple gradient computation results in tracking values that are
one to two orders of magnitude larger than the ones obtained with the nonlinear CG
scheme.

We obtain that the tracking to the target state represented by ψd is not very sen-
sitive to changes on the regularization parameter, although better tracking is usually
obtained for smaller γ. By considering the CPU times we notice that similar effort is
required in the case of fast control T = 5 as opposed to slower control T = 10.

In Table 3 we compare the computational performance of the CNCG and MGOPT
schemes for different values of the strength of the nonlinearity. We obtain that, as g
becomes larger, the tracking of the final target function is less satisfactory. This is
in part due to the fact that larger g values require finer meshes for accurate solution.
However, we can see that for large values of g and corresponding finer meshes the
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Fig. 2. The function |ψ(x, t)| on the space-time domain (top) for the linear (left) and the
optimized (right) control. The corresponding profiles at t = T (bottom, continuous line) compared
to the desired state (dashed line). Mesh 128 × 1250; γ = 10−4.
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Fig. 3. The optimal λ and its linear approximation. Result for γ = 10−4 (left) and for γ = 10−2.

CNCG scheme may not converge, while the MGOPT scheme provides a convergent
solution; compare the last two lines in Table 3.

We now compare the solution corresponding to an optimal λ with the one resulting
from a linearly varying control function.

Figure 2 shows results for a wave function splitting for T = 7.5 for an optimized
and a linear λ(t) control function. One can see that the wave function becomes
split along the time evolution and is transported in the respective minima. Excited
vibrational states that originate during the initial splitting process can be seen by
plotting the absolute value of the wave function profiles at final time. These are
evident in the case of a linearly varying λ, where the split is not complete and part
of the population remains localized between the two wells.

Correspondingly, the overlap with the desired ground state ψd is smaller than in
the optimized case. In fact, for λ(t) = t/T we obtain 1

2 l(1−l|〈ψd, ψ(T )〉|2) = 6.26 10−2,
whereas for the optimal computed λ, we obtain 1

2 l(1 − l|〈ψd, ψ(T )〉|2) = 6.01 10−4.
This tracking is obtained with the optimal control function shown in Figure 3. We
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see that it substantially differs from a linear behavior. Notice that close to final time
a fast varying control is obtained. A more smooth control is obtained with γ = 10−2

that results in 1
2

(
1 −

∣∣〈ψd, ψ(T )〉
∣∣2) = 8.70 10−4.

6. Conclusion. We investigated optimal control of transport of Bose–Einstein
condensates in magnetic microtraps, giving a detailed formulation of the optimal con-
trol problem, including a discussion on optimality conditions. The discretization of
the resulting optimization problem was illustrated, also addressing the special struc-
ture of the adjoint equation. The cascadic NCG and MGOPT multigrid optimization
schemes were proposed and analyzed in detail.

The results presented in this paper suggest that the MGOPT scheme is one of the
most robust optimization strategies suitable for quantum optimal control problems.
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