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Abstract

We study convergence to equilibrium for certain spatially inhomoge-
nous kinetic equations, such as discrete velocity models or a lineariza-
tion of a kinetic model for cometary flow. For such equations, the
convergence to a unique equilibrium state is the result of, firstly, the
dissipative effects of the collision operator, which morphs the solution
towards an entropy minimizing local equilibrium state, and secondly,
the transport operator as well as the imposed periodic boundary con-
ditions, which repulse the solution from the set of local equilibria as
long as the approached local equilibrium is not the global one. This
behaviour is quantified in a system of differential inequalities of rela-
tive entropies with respect to different (sub)classes of local equilibria,
respectively, the global equilibrium. We introduce projection opera-
tors leading to a convenient notation.
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1 Introduction

We are interested in the following kinetic transport model called the cometary
flow equation:

∂tf + v ·∇xf =
1

|Sd−1|

∫
Sd−1

f(uf + |v − uf |ω) dω − f =: Q(f) , (1)

where f(t, x, v) is a nonnegative particle distribution function depending on
time t > 0, on position x ∈ Td (the d-dimensional torus with periodic bound-
ary conditions), and on velocity v ∈ Rd. The collision operator Q is used in
quasi-linear plasma theory as a simplified model for wave-particle interaction
in cometary flows (see e.g. [7] and the references therein). The first term is
a projection (with Sd−1 and |Sd−1| denoting the unit sphere in Rd and its
(d− 1)-dimensional Lebesgue measure, respectively) onto the set of distribu-
tion functions isotropic around the mean velocity uf (t, x), which is defined as
the fraction of the momentum density mf (t, x) and the mass density ρf (t, x):

ρf =

∫
Rd

f dv , mf = ρfuf =

∫
Rd

vf dv. (2)

Existence and uniqueness of solutions of initial value problems for (1)
have been investigated in [7] and in [15], where also the long time behaviour
is investigated. A weak convergence result on compact time intervals shifted
to infinity is proven similarly to the corresponding result by Desvillettes [9]
for the gas dynamics case. By entropy dissipation arguments it is shown that
in the limit both the left hand side and the right hand side of (1) vanish.

The set of equilibrium distributions satisfying Q(f) = 0 is infinite dimen-
sional. It consists of all velocity distributions which are isotropic around an
arbitrary mean velocity. The collision invariants are the components of v as
well as all functions of the form ψ(|v − uf |), i.e.∫

Rd

Q(f)v dv =

∫
Rd

Q(f)ψ(|v − uf |) dv = 0 ,

for all f . Out of those, only 1,v, and |v|2 = |v − uf |2 + 2v ·uf − |uf |2 are
independent of f and, thus, produce macroscopic conservation laws. For this
reason it is not known how to identify large time limits of solutions of (1)
uniquely from the initial data. This in twin prevents the applicability of the
entropy dissipation approach for inhomogenous kinetic equations recently
developed by Desvillettes and Villani [10], [12] (see also [14]) which provides
strong convergence at algebraic rates as time tends to infinity.
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As a consequence, we restrict our attention in this work to a linearized
version of (1), which still posseses an infinite dimensional set of equilibrium
distributions, but however also posseses enough macroscopic conservation
laws such that the limit as t → ∞ can be uniquely determined from the
initial data. For the linearized cometary flow equation, presented in the
following section, the Desvillettes-Villani approach is carried out. Our main
convergence result is stated in section 2 and proved in sections 3 and 4.
In section 3 a system of differential inequalities is derived for a number of
relative entropies with respect to certain partial equilibria. In section 4 it is
proved that these inequalities imply convergence to equilibrium at arbitrary
algebraic rates.

Finally, in section 5, a simple three velocity model is considered which
reproduces some of the difficulties found in the linearized cometary flow equa-
tion. The entropy dissipation approach can also be carried out with an anal-
ogous result. A spectral analysis, however, proves exponential convergence
to equilibrium. This example is an extension of the two velocity model con-
sidered in [14].

2 The Linearized Cometary Flow Equation

We linearize (1) around an equilibrium steady state of the form F (|v|2/2),
normalized such that

∫
Rd Fdv = 1. Denoting the perturbation by g, the

cometary flow equation becomes (see e.g. [6])

∂tg + v ·∇xg = P (g)− g =: LQ(g) , (3)

with the projection
P (g) = P (g)− F ′ v ·mg , (4)

and the spherical average

P (g)(v) =
1

|Sd−1|

∫
Sd−1

g(|v|ω) dω . (5)

In (3) LQ denotes the linearized collision operator. It is easily seen that the
components of v and all functions of the form ψ(|v|) are collision invariants,
i.e., ∫

Rd

LQ(g)v dv =

∫
Rd

LQ(g)ψ(|v|) dv = 0 ,

providing (with ψ(|v|) = δ(|v| − |v0|) ) the global conservation laws

d

dt

∫
Td

∫
Rd

v g(t, x, v) dv dx = 0 , (6)
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d

dt

∫
Td

∫
Sd−1

g(t, x, |v0|ω) dω dx = 0, (7)

for every |v0| ≥ 0.
The kernel of the collision operator LQ consists of all velocity distribu-

tions of the form G(|v|2/2) − F ′(|v|2/2) v ·m with an arbitrary function G
of one variable and an arbitrary vector m ∈ Rd. Thus, we assume that, as
t→∞, g converges to an equilibrium distribution

g∞(x, v) = G∞

(
x,
|v|2

2

)
− F ′

(
|v|2

2

)
v ·m∞(x) . (8)

It is a consequence of the stationary version of (3) that g∞ is x-independent:

Lemma 2.1. Assume that G∞ and m∞ are smooth and that g∞, given by
(8), solves (3) subject to periodic boundary conditions in x. Then G∞ and
m∞ are independent of x.

Proof. Substituting (8) into (3) yields

v ·∇xG∞ − F ′vtr ·∇xm∞ ·v = 0 . (9)

Now we set v = |v|ω and obtain

ω ·∇xG∞ − F ′|v|ωtr ·∇xm∞ ·ω = 0 , ∀ ω ∈ Sd−1 , (10)

implying that ∇xG∞ = 0 holds and that ∇xm∞ is skew-symmetric. Now,
a result of Desvillettes [8] implies that m∞(x) = Λx + C, which can only
satisfy periodic boundary conditions iff Λ = 0.

We consider (3) for t > 0, x ∈ Td, v ∈ Rd, subject to the initial conditions

g(0, x, v) = gI(x, v) , (11)

where, without loss of generality, we assume vanishing initial total momen-
tum, i.e. ∫

Td

∫
Rd

vgI(x, v) dv dx = 0 . (12)

Then, the conservation of momentum (6) implies vanishing total momentum
for all t > 0 and, together with the family of conservation laws (7), uniquely
determines the global equilibrium g∞ as

g∞(v) = G∞
(
|v|2/2

)
=

1

|Td|

∫
Td

P (gI)
(
x, |v|2/2

)
dx . (13)

4



However, the smoothness assumption in lemma 2.1 cannot be proven in
general although it is necessary: Formally, a distribution g∞(x, v) = ρ(x)δ(v)
with an arbitrary x-periodic function ρ(x) is also a stationary solution of (3).
Moreover, we conjecture that even for smooth solutions, which are close to
a delta distribution centered at the origin in velocity space, convergence to
equilibrium can be arbitrarily slow. In order to avoid this problem, we make
strong assumptions on the data :

Assumption 2.1. There exists a lower ”cutoff-velocity” v0 > 0 such that

F ′
(
|v|2

2

)
= 0 , gI(x, v) = 0 , for |v| < v0 , (14)

and

F ′
(
|v|2

2

)
< 0 , for |v| > v0 . (15)

Furthermore, |F ′| has moments of all orders, i.e.
∫

Rd |v|k|F ′(|v|2/2)|dv <∞,
for all k ≥ 0.

It is an immediate consequence of (14) that g(t, x, v) = 0 for |v| < v0, i.e.,
no perturbation of the nonlinear equilibrium distribution F (|v|2/2) occurs
around v = 0.

We remark that assumption (15) is needed for the definition of an entropy:
Introducing the measure

dµ =
dxdv

|F ′(|v|2/2)|
, (16)

on the phase space R = Td×{v ∈ Rd : |v| > v0}, an easy computation shows
- provided (15) - the basic entropy inequality

d

dt

∫
R

g2 dµ = −2

∫
R

(LQ(g))2 dµ ≤ 0 , (17)

which is the starting point of our analysis below.
Our main convergence result is proven under assumptions of boundedness

and smoothness of solutions, which we are unable to prove. Nevertheless,
similar properties have been shown recently for simpler models ([14], [17]).

Assumption 2.2. The initial value problem (3), (11) has a unique solution
satisfying

|g(t, x, v)| ≤ C
√

1 + |v|2
∣∣∣F ′
(
|v|2

2

)∣∣∣ ,
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for t > 0 and (x, v) ∈ R, and uniformly in t for all multiindices (k1, . . . , kd)∫
R

(
∂k1+···+kdg

∂xk1
1 . . . ∂xkd

d

)2

dµ <∞ .

Theorem 2.2. Let the initial data gI(x, v) satisfy (12) and suppose that the
assumptions 2.1 and 2.2 hold. Let g∞ denote the global equilibrium given by
(13). Then, for every ε > 0 there exists C(ε, v0, F ) > 0 such that for all
t > 0 ∫

R

(g − g∞)2 dµ ≤ C(ε, v0, F ) t−1/ε .

3 The Entropy Dissipation Approach

The basic entropy equality (17) suggests to introduce the scalar product

〈f, g〉µ :=

∫
R

f g dµ ,

and the corresponding weighted L2-space with the induced norm || · ||µ. We
also introduce the relative entropy of f with respect to g by

H(f |g) := ||f − g||2µ .

In particular, the following entropy dissipation equality is derived analogously
to (17) as a consequence of the symmetry of LQ with respect to 〈·, ·〉µ :

d

dt
H(g|g∞) = −2H(g|P (g)) . (18)

In this context we use the terminology ’global equilibrium’ for g∞ and ’local
equilibrium’ for P (g). Equation (18) already shows the basic difficulty of
the entropy dissipation approach for inhomogenous kinetic equations: The
decay of the entropy tends to stop, whenever the solution is approaching
local equilibrium even without having reached the global equilibrium yet.
The central idea of the method introduced in [10], [12] is to quantify how
g cannot stay close to a local equilibrium as long as this is not the unique
global equilibrium.

This was done in [10], [14], [18] for models with a single conservation law
by deriving a second order differential inequality for H(g|P (g)) of the form

d2

dt2
H(g|P (g)) ≥ κH(g|g∞)− C(ε)H(g|P (g))1−ε , (19)
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with positive constants κ and C(ε). Note that, whenever g is sufficiently close
to P (g) in relative entropy, (19) implies convexity in time and H(g|P (g)) will
return to dissipate entropy in (18) as long as global equilibrium is not reached.

In the present situation, as for the Boltzmann equation [12], such an in-
equality does not hold, since (see below) an intermediate equilibrium between
P (g) and g∞ has to be quantified as well.

However, we start by calculating the second order time derivative of the
relative entropy with respect to the local equilibrium

d2

dt2
H(g|P (g)) = −2〈LQ(v ·∇xg), v ·∇xg〉µ + 4H(g|P (g)) (20)

−6〈LQ(g), v ·∇xg〉µ + 2〈LQ(∇xg)·v, v ·∇xg〉µ.

Note that if g is in local equilibrium, i.e. when we set g = P (g) in the right
hand side of (20), then all the terms vanish, except for the first, which we
rewrite as

−〈LQ(v ·∇xg), v ·∇xg〉µ = ‖∇x ·LQ(vg)‖2
µ

= ‖∇x ·LQ(vP (g))‖2
µ + 〈∇x ·LQ(v(g − P (g))),∇x ·LQ(v(g + P (g))〉µ.(21)

Considering the first term in the right-hand-side of (21), we denote the energy
eg(t, x) =

∫
Rd |v|2P (g) dv =

∫
Rd |v|2g dv and recall (4) to derive the following

identities :

P (vP (g)) = − |v|2
d
mgF

′ − v
d
F ′eg ,

LQ(vP (g)) =
(
v ⊗ v − |v|2

d

)
mgF

′ − vP (g)− v
d
F ′eg , (22)

∇x ·LQ(vP (g)) =
(
v ⊗ v − |v|2

d

)
:AF ′ −∇x ·

(
vP (g) + v

d
F ′eg

)
,

where

A = {∇xmg} =
1

2
(∇xmg +∇xm

tr
g )− 1

d
(∇x ·mg)Id .

Hence, since the two terms of the last identity in (22) are orthogonal with
respect to 〈·, ·〉µ,

‖∇x ·LQ(vP (g))‖2
µ =

∥∥∥∥(v ⊗ v − |v|2

d

)
:AF ′

∥∥∥∥2

µ

+
∥∥∥v ·∇x

(
P (g) +

eg

d
F ′
)∥∥∥2

µ
.

(23)
For the first term on the right-hand side of (23), we use Iijk =

∫
Rd vivjv

2
k|F ′| dv
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and Iijk = 0 for i 6= j, Iiik = eF

d
for i 6= k, Ikkk = 3eF

d
, where eF =

∫
Rd |v|2Fdv:∥∥∥∥(v ⊗ v − |v|2

d

)
:AF ′

∥∥∥∥2

µ

=
eF

d

∫
Td

[
3
∑

i

Aii
2 + 2

∑
i<j

AiiAjj + 2
∑
i<j

Aij
2

]
dx

=
eF

d

∫
Td

[∑
i,j

Aij
2 + 2

∑
i

Aii
2 +

∑
i6=j

AiiAjj

]
dx

=
eF

d

∫
Td

[∑
i,j

Aij
2 + 2

∑
i

Aii
2 −

∑
i

Aii
2

]
dx

≥ eF

d

∫
Td

|A|2dx .

Collecting these estimates, we have

d2

dt2
H(g|P (g))

∣∣
g=P (g)

≥ 2eF

d

∫
Td

|{∇xmg}|2 dx+ 2
∥∥∥v ·∇x

(
P (g) +

eg

d
F ′
)∥∥∥2

µ
.

(24)
The first term can be estimated from below by 2eF

d

∫
Td |∇xmg|dx using a Korn

inequality (see [12, proposition 11]), which shows that this term only van-
ishes for x-independent mg. The second term, instead of controlling ∇xP (g),
contains the projection

P0(g) = −eg

d
F ′ =

eg

d
|F ′| , (25)

and therefore vanishes whenever (I − P0)(P (g)) is x-independent, which al-
lows still an x-dependent contribution P0(P (g)) and (24) is not sufficient to
conclude convergence to the equilibrium g∞ (13). A similar difficulty oc-
curs also for the Boltzmann equation in [12], which motivates the following
procedure.

Our strategy is to decompose P (g) as

P (g) = P0(g) + P1(g) , (26)

and then to introduce an intermediate (between local and global) equilibrium,
defined as

P̃ (g) = P0(g) + P1(g∞) , (27)

which can alternatively be written as

P̃ (g) = P0(g) + P (g∞)− P0(g∞) = g∞ + P0(g − g∞) , (28)

which will be used below.
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Lemma 3.1.

H(P̃ (g)|g∞) ≥ 1

2
H(g|g∞)−H(g|P̃ (g)) . (29)

Proof. The proof is immediate from the fact that

H(P̃ (g)|g∞) = H(g|g∞) +H(g|P̃ (g))− 2〈g − g∞, g − P̃ (g)〉µ .

We now estimate the second term on the right hand side of (24)

‖v ·∇x(P − P0)(g)‖2
µ =

d∑
i,j=1

∫
R

vivj
∂

∂xi

(P − P0)(g)
∂

∂xj

(P − P0)(g) dµ

=
∑

i

∫
R

vi
2

(
∂

∂xi

(P − P0)(g)

)2

dµ

=
1

d

∫
R

|v|2|∇x(P − P0)(g)|2 dµ. (30)

At this point we need assumption 2.1 in order to prevent that (30) van-
ishes in case of g concentrating around v = 0. By the lower bound |v| ≥ v0

on the phase space R, we continue to estimate

‖v ·∇x(P − P0)(g)‖2
µ ≥ C‖∇x(P − P0)(g)‖2

µ = C‖∇x(P − P0)(g − g∞)‖2
µ

≥ C‖(P − P0)(g − g∞)‖2
µ , (31)

by a Poincare inequality on Td, using that
∫

Td(P −P0)(g−g∞) dx = 0, point-
wise in v. Similarly,

∫
Td |∇xmg|2 dx ≥ C

∫
Td |mg|2 dx holds since

∫
Td mg dx =

0 by the conservation of momentum. Thus, from (24) and (31) it follows
with P1(g) = (P − P0)(g)−mg ·vF ′ (and these two terms being orthogonal)
for a constant κ1 depending on v0 and F that

d2

dt2
H(g|P (g))

∣∣∣
g=P (g)

≥ κ1‖P1(g − g∞)‖2
µ = κ1H(g|P̃ (g)) , (32)

since, for g = P (g), we have by (28) that g− P̃ (g) = g− g∞−P0(g− g∞) =
P1(g − g∞).

In the following, we apply the same strategy as for (18): first compute

the second derivative of the relative entropy with respect to P̃ ,

d2

dt2
H(g|P̃ (g)) = 2〈(I − P0)(v ·∇xg − LQ(g)), (I − P0)(v ·∇xg)− LQ(g)〉µ

+2〈g − P̃ (g),∇x ·(v(v ·∇xg)− vLQ(g)) (33)

−LQ(v ·∇xg) + LQ(g) +∇x ·P0(−v(v ·∇xg) + vLQ(g))〉µ
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and then consider (33) for g = P̃ (g) with P̃ (g)(x, v, t) = eg(t,x)

d
F ′(|v|2/2) +

P1(g∞)(|v|2/2)

d2

dt2
H(g|P̃ (g))

∣∣
g= eP (g)

=
2

d2
‖(I − P0)(v ·∇xegF

′)‖2
µ =

2

d2
‖v ·∇xegF

′‖2
µ

=
2

d2

∑
i,j

∫
R

vivj
∂eg

∂xi

∂eg

∂xj

|F ′| dv dx =
2

d

∫
Td

|∇xeg|2 dx

=
2

d
∫

Rd |F ′| dv
‖∇xegF

′‖2
µ

=
2

d
∫

Rd |F ′| dv
‖∇x(P̃ (g)− g∞)‖2

µ . (34)

Finally by the Poincare inequality on Td, we obtain

d2

dt2
H(g|P̃ (g))

∣∣
g= eP (g)

≥ C H(P̃ (g)|g∞) . (35)

Thus, at least formally, the entropy equation (18) and the inequalities
(32) and (35) imply that the decay of H(g|g∞) can only stop when global
equilibrium is reached. In order to quantify this formal information, we
generalize (32) and (35) to all g 6= P (g) and g 6= P̃ (g), respectively. Herein,
we will use the following lemma :

Lemma 3.2. Let Assumption 2.1 be satisfied. Then the operators P , P0, P1,
and, consequently, P - defined in (5), (25), (26), and (4) - are bounded with
respect to ‖.‖µ.

Proof. The operator P (g) is bounded by Jensen’s inequality:

‖P (g)‖2
µ ≤

∫
R

P (g2) dµ =

∫
R

g2 dµ = ‖g‖2
µ . (36)

As for the operator P0,

‖P0(g)‖2
µ =

∫
Rd |F ′| dv
d2

∫
Td

(∫
Rd

|v|2P (g) dv

)2

dx ,

we obtain the desired estimate with the Cauchy-Schwartz inequality

‖P0(g)‖2
µ ≤

∫
Rd |F ′| dv
d2

∫
Td

∫
Rd

|v|4|F ′| dv
∫

Rd

P (g)
2

|F ′|
dv dx

= C‖P (g)‖2
µ ≤ C‖g‖2

µ .
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In order to show that P is bounded, we apply again the Cauchy-Schwartz
inequality :

‖F ′v ·mg‖2
µ ≤

∫
R

|F ′||v|2|mg|2 dv dx = C

∫
Td

(∫
Rd

vg dv

)2

dx

≤
∫

Rd

|v|2|F ′| dv
∫

R

g2

|F ′|
dv dx = C ‖g‖2

µ . (37)

Finally, the equations (36) and (37) bound P , and, thus, P1.

Theorem 3.3. Let assumptions 2.1 and 2.2 be satisfied. Then,

d2

dt2
H(g|P (g)) ≥ κ1H(g|P̃ (g))− δH(g|g∞)− C1(ε) δ

ε−1H(g|P (g))1−ε (38)

holds for arbitrarily small 1 > ε > 0, and δ > 0, and for positive constants
κ1, and C1(ε).

Proof. From (20) und (21),

d2

dt2
H(g|P (g)) = 2‖∇x ·LQ(vP (g))‖2

µ − 6〈LQ(g), v ·∇xg〉

−2 〈∇x ·LQ(vLQ(g)),∇x ·LQ(v(g + P (g))〉µ
+4H(g|P (g)) + 2〈v ·LQ(∇xg), v ·∇xg〉µ

= I1 + I2 + I3 + I4 + I5 .

For the first term, it follows from (32) that I1 ≥ κ1H(g|P̃ (g)).
As for the remaining terms, we begin by estimating I3, and for the other

integrals similar arguments will apply. For I3, the x-independence of g∞ and
integration by parts yields

I3 = 2〈∇x(∇x ·LQ(vLQ(g))), LQ(v(I + P )(g − g∞))〉µ . (39)

Before we are going to apply Hölder’s inequality for (39), we estimate the
two factors as (with ∇2

x denoting the gradient tensor product)

|LQ(∇2
xLQ(g)v)| ≤ |v|

(
(I + P )(|∇x

2LQ(g)|)

+
eg

d
|F ′| ‖∇2

xLQ(g)‖µ

)
, (40)

|LQ(v(I + P )(g − g∞))| ≤ |v|
(
(I + P )(I + P )(|g − g∞|)

+
eg

d
|F ′|‖g − g∞‖µ

)
. (41)
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Note that for the right hand side of (41) assumption 2.2 implies |g|, |g∞| ≤
C
√

1 + |v|2|F ′|, and, thus, (I+P )(I+P )(|g−g∞|) ≤ C
√

1 + |v|2|F ′|. There-
fore, splitting (41) = (41)ε′(41)1−ε′ for all 1 > ε′ > 0 :

|I3| ≤ C

∫
R

|v|2(1 + |v|2)
ε′
2 |F ′|

ε′
2

× |F ′|
ε′−1

2

(
(I + P )(I + P )(|g − g∞|) +

eg

d
|F ′|‖g − g∞‖µ

)1−ε′

× |F ′|−
1
2

(
(I + P )(|∇2

xLQ(g)|) +
eg

d
|F ′|‖∇2

xLQ(g)‖µ

)
dv dx

and Hölder’s inequality with the exponents 2
ε′
, 2

1−ε′
, and 2 yields (with∫

|v| 4
ε′ (1 + |v|2)|F ′| dv <∞ by assumption 2.2) :

|I3| ≤ C(ε′)
∥∥∥(I + P )(I + P )(|g − g∞|) +

eg

d
|F ′|‖g − g∞‖µ

∥∥∥1−ε′

µ

×
∥∥∥(I + P )(|∇2

xLQ(g)|) +
eg

d
|F ′|‖∇2

xLQ(g)‖µ

∥∥∥
µ
.

Furthermore, by lemma 3.2 and Young’s inequality with exponents 2
1−ε′

and
2

1+ε′

|I3| ≤ C(ε′)‖g − g∞‖1−ε′

µ ‖∇2
xLQ(g)‖µ,

≤ δH(g|g∞) + C(ε′)δ
ε′−1
ε′+1‖∇2

x (LQ(g))‖
2

1+ε′
µ ,

for all δ > 0. Finally, the global smoothness assumption 2.2 permits (compare
[10]) to control the derivatives of LQ(g) = P (g)− g by the interpolation

‖∇2
xu‖L2(Td) ≤ C(ε′) ‖u‖1−ε′

L2(Td)
‖u‖ε′

Hn(Td) , for n >
2

ε′
,

and with 1−ε′

1+ε′
= 1− ε :

|I3| ≤ δH(g|g∞) + C(ε)δε−1H(g|P (g))1−ε.

In the same manner, we estimate the terms I2 and I5 as

|I2| ≤ C(ε′) 〈|v||∇xLQ(g)|, |g − g∞|〉µ ,
|I5| ≤ C(ε′) 〈|v|2|∇2

xLQ(g)|, |g − g∞|〉µ ,

and we interpolate the derivatives as above for I3 to match (38).
Finally for I4, we note that H(g|P (g) ≤ CH(g|P (g))1−ε holds by the

bounds of assumption 2.2.
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Theorem 3.4. Let assumptions 2.1 and 2.2 be satisfied. Then,

d2

dt2
H(g|P̃ (g)) ≥ κ2H(g|g∞)− C2(ε)H(g|P̃ (g))1−ε (42)

holds for arbitrarily small 1 > ε > 0, and for positive constants κ2 and C2(ε).

Proof. We rewrite (33) with respect to (34) as

d2

dt2
H(g|P̃ (g)) = 2‖(I − P0)(v ·∇xP̃ (g))‖2

µ

+2〈v ·∇xP0(g − g∞), (I − P0)(v ·∇x(g − P̃ (g))〉µ
+2〈(I − P0)(v ·∇x(g − P̃ (g))), v ·∇xg −∇x ·P0(vg)〉µ
+2H(g|P (g))− 4〈(I − P0)(v ·∇xg), LQ(g)〉µ
+2〈g − P̃ (g),∇x ·(v(v ·∇xg))−∇x ·(vLQ(g))

−LQ(v ·∇xg) + LQ(g)−∇x ·P0(v(v ·∇xg)− vLQ(g))〉µ

=
10∑
i=1

Ii . (43)

and estimate I1 with (35) and lemma 3.1 as :

I1 ≥ C(H(g|g∞)−H(g|P̃ (g))) .

Analogously to the previous proof we estimate I2:

|I2| ≤ C

∫
R

|v|2|P0(g − g∞)||∇x
2(g − P̃ (g))| dµ ,

≤ δH(g|g∞) + C(ε)δε−1H(g|P̃ (g))1−ε. (44)

For I3, we apply Hölder’s inequality similarily to (41) and (40) after estimat-
ing the factors

|(I − P0)(∇2
x (g − P̃ (g))v)| ≤ C

(
|v||∇x

2(g − P̃ (g))|

+|F ′|
∫
|∇2

x (g − P̃ (g))|2 dv
|F ′|

)
,

|(I − P0)(v(g − g∞))| ≤ C
(
|v||g − g∞|+ |F ′|

∫
|g − g∞|2

dv

|F ′|

)
,

and the second order derivatives are controlled using the same interpolation
idea with the global smoothness assumption 2.2 as in the previous proof.

Moreover, |I4| ≤ H(g|P̃ (g)) is a consequence of lemma 3.5 below. All
the remaining terms I5–I10 are estimated with similar arguments as in the
proof of the previous theorem and yield bounds of the form (44). The proof
is completed by choosing δ small enough.
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Lemma 3.5. Let assumptions 2.1 and 2.2 be satisfied. Then, the inequalities

H(g|P̃ (g))−H(g|P (g)) ≥ 0 , (45)

d

dt

(
H(g|P̃ (g))−H(g|P (g))

)
≤ C(ε)H(g|g∞)1−ε , (46)

hold for arbitrarily small 1 > ε > 0 with a positive constant C(ε).

Proof. The identity H(g|P̃ (g))−H(g|P (g)) = ||P1(g−g∞)||2µ ≥ 0 proves the
first inequality. Differentiation with respect to time gives

d

dt
||P1(g − g∞)||2µ = 2〈P1(g − g∞), P1(−v ·∇x(g − g∞) + LQ(g − g∞))〉µ ,

which is estimated in the same way as in the previous two proofs.

4 A System of Ordinary Differential Inequal-

ities

We introduce x := H(g|g∞), y := H(g|P (g)), z := H(g|P̃ (g)), and w := z−y
in (18), (38), (42), (45), and (46), and denote time-derivatives by d

dt
= ′ :

x′ = −2y , (47)

y′′ ≥ κ1z − δx− δεy−1C1(εy) y
1−εy , (48)

z′′ ≥ κ2x− C2(εz) z
1−εz , (49)

|w′| ≤ C3(εw)x1−εw , (50)

where 1 > εy, εz, εw > 0 and δ > 0 are arbitrarily small, x, y, z, w ≥ 0, and
κ1, κ2, C1, C2, and C3 are positive constants.

We want to deduce decay of x(t) with an arbitrarily high algebraic rate
according to arbitrarily small εy, εz, εw > 0. Note that the first three in-
equalities could be seen as a ’closed’ system for x, y, and z. However, the
additional information contained in the fourth inequality shall be needed.

The presented proof is quite particular in quantifing different regimes of
(47)–(49) and using (50) to prevent rapid oscillations inbetween. As a prelim-
inary technical result on second-order differential inequalities, we reformulate
[12, Lemma 12], which discusses time-averages of the entropy production :

Lemma 4.1. Let h ∈ C2([0, L]) be nonnegative and satisfy

h′′(t) + C h(t)1−ε ≥ α , for 0 ≤ t ≤ L ,

with positive constants C, α and ε ∈ (0, 1
10

). Then,
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• either L is small : L ≤ 50C− 1
2(1−ε) α

ε
2(1−ε) ,

• or h is large on the average : 〈h〉(0,L) = 1
L

∫ L

0
h(t) dt ≥ 1

100

(
α
C

) 1
1−ε .

Proof. The proof follows from [12, Lemma 12] after the rescaling τ = t
√
C,

α′ = α
C
, d2h

dτ2 + h1−ε ≥ α′ with τ ∈ [0, L
√
C] and L

√
C = L′.

Our main result theorem 2.2 is a direct consequence of

Theorem 4.2. Let x, y, z, and w = z − y ≥ 0 be smooth and, for t > 0,
satisfy (47)–(50), where 1 > εy, εz, εw > 0, and δ > 0 are arbitrarily small.
Then, for every sufficiently small ε > 0, there exists a constant C(ε) > 0
such that

x(t) ≤ C(ε) t−1/ε . (51)

Proof. We view (51) in the following way: let t0 > 0 be arbitrary with
α0 = x(t0). The aim is to find an upper bound of the form

T0 ≤ Cα0
−ε (52)

on a time T0 such that x(t0 + T0) = γα0, where γ < 1 is given.
Once such a bound is proven, (51) follows as in [10], [12].
At first, we consider (48) using z = w + y ≥ w :

y′′ ≥ κ1w − δx− δεy−1C1 y
1−εy . (53)

The idea of the following is to deduce ’big’ 〈y〉(0,L)-averages from lemma 4.1,
where we distinguish between the cases where w is ’big’ in (53), and the cases
where w is ’small’ but y is close to z = y+w and lemma 4.1 is used for (49).
However, the realization of this concept requires some care.

Step 1: We define the set Ωz (quantifying w ’small’) by

t ∈ Ωz ⇔ dist (t, {t0 ≤ τ ≤ t0 + T0 : w(τ) ≥ w̃(α0)}) ≥ µ(α0) , (54)

where w̃(α0) and µ(α0) are to be chosen later. On the interval [t0, t0 + T0],
the set Ωz and its complement devide into unions of intervals : Ωz = ∪Iz
and [t0, t0 + T0]\Ωz = ∪Iy (where w is ’big’), and lemma 4.1 will be applied
to (48) and (49) for Iy and Iz, respectively.

Moreover on Iy, we quantify w ’big’ using (50), which controls the deriva-
tive |w′| in terms of x ≤ x(t0) = α0 (by (47))

w ≥ w̃(α0)− µ(α0) sup
t0<τ<t0+T0

|w′(τ)|

≥ w̃(α0)− C3 α0
1−εw µ(α0) =: ŵ(α0) > 0 . (55)
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Step 2: For nonempty intervals Iy, we have by construction of Ωz (54) that
the length `(Iy) ≥ min{µ(α0), T0}. The following three cases are possible :

Case 1) [t0, t0 + T0] = Ωz and there are no intervals Iy,

Case 2) T0 ≤ µ(α0) will satisfy (52) for suitable µ(α0) to be chosen below,

Case 3) `(Iy) ≥ µ(α0) : Firstly, we consider δ = δ(α0) to be fixed below,
for which estimate with α(α0) to be chosen below

κ1w − δx ≥ κ1ŵ(α0)− δ(α0)α0 =: α(α0) > 0 . (56)

Then, for (48), lemma 4.1 applies with C = C1/δ(α0)
1−εy , α = α(α0),

and L = `(Iy). Moreover, due to `(Iy) ≥ µ(α0), we rule out the first
case in lemma 4.1 by setting

µ(α0) ≥ 50
(
C1δ(α0)

εy−1
)− 1

2(1−εy) α(α0)
εy

2(1−εy) . (57)

Therefore, the second case of lemma 4.1 yields

〈y〉Iy ≥
1

100

(
C1δ

εy−1
)− 1

1−εy α(α0)
1

1−εy .

Step 3: Next, for the intervals Iz ⊆ Ωz, it follows by (47) that

κ2 x ≥ κ2 x(t0 + T0) = κ2γα0.

Then, applying lemma 4.1 to (49) yields

• either : `(Iz) ≤ 50C
− 1

2(1−εz)

2 (κ2γα0)
εz

2(1−εz) ,

• or : 〈z〉Iz ≥ 1
100

(
κ2γα0

C2

) 1
1−εz

.

In the second case, equation (54) implies with the constant a1 = 1
100

(
κ2γ
C2

) 1
1−εz

〈y〉Iz = 〈z − w〉Iz ≥ a1α0

1
1−εz − w̃(α0) ≥

a1

2
α

1
1−εz
0 ,

where we have chosen w̃(α0) = a1

2
α

1
1−εz
0 . Moreover, we set in the definition

of Ωz (54) and in (56) the choices

µ(α0) =
a1

4C3

α
εz

1−εz
+εw

0 =⇒ ŵ(α0) =
a1

4
α

1
1−εz
0 ,

δ(α0) =
κ1a1

8
α

εz
1−εz
0 =⇒ α(α0) =

a1

8
κ1α

1
1−εz
0 . (58)
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By inserting (58) into (57) we get the constraint

α0

εy
(1−εy)(1−εz)

− εz
1−εz

−2εw ≤ C
1

1−εy

1 a2, (59)

where - for small εy, εz, and εw - the constant a2 can be chosen to depend
only on γ, κ1, κ2, C2, and C3. In the following, we choose εy ≤ 1

2
and

εz = εw = εy

4
. Thus the exponent on the right-hand-side of (59) is positive,

and (59) can be satisfy for all possible values of α0 ∈ [0, x(t = 0)] by making
C1 bigger if necessary (which does not conflict with (48)).

We summarize step 2 and step 3 that for every Iy

〈y〉Iy ≥ a3 α0

εz
1−εz

+ 1
(1−εy)(1−εz) , (60)

and for every Iz that either

`(Iz) ≤ 50α0

εz
2(1−εz) or 〈y〉Iz ≥

a1

2
α0

1
1−εz . (61)

Step 4: We continue by combining pairs of intervals (Iy, Iz) to their union

I := Iy ∪ Iz, where we restrict to the above case 3) : `(Iy) ≥ µ(α0). Then,

〈y〉I =
`(Iy)〈y〉Iy + `(Iz)〈yz〉Iz

`(I)
=

`(Iy)

`(Iy) + `(Iz)
〈y〉Iy +

`(Iz)

`(Iy) + `(Iz)
〈y〉Iz .

(62)
and we consider the two cases according to (61) :

1. In the first case in (61), `(Iz) ≤ 50α0

εz
2(1−εz) implies

`(Iy)

`(Iz)
≥ a4 α0

εz
2(1−εz)

+εw ,

with a constant a4 (and all constants aj=5,... from now on) being inde-
pendent from α0, εy, εz, and εw. Consequently,

`(Iy)

`(Iy) + `(Iz)
≥ a5 α0

εz
2(1−εz)

+εw ,

and, neglecting the last term in (62), we obtain with an exponent
ε1(εy, εz, εw) > 0 tending to zero as εy, εz, εw → 0 that

〈y〉I ≥ a6 α0
1+ε1 . (63)
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2. For the second case in (61) and (60), both the mean values on Iy and
Iz satisfy already estimates of the form (63).

Step 5: Finally, we regard the complete interval [t0, t0 + T0], where we
detail further the cases 1)− 3) from step 2 :

1a) [t0, t0 + T0] = Ωz and T0 ≤ 50α0

εz
2(1−εz) .

1b) [t0, t0 + T0] = Ωz and

〈y〉[t0,t0+T0] ≥
a1

2
α0

1
2(1−εz) = a7 α0

1+ε1 . (64)

Integration of (47) yields α0(1 − γ) = 2T0〈y〉[t0,t0+T0] and, thus, for an
ε2(εy, εz, εw) > 0 tending to zero as εy, εz, εw → 0,

T0 ≤ a8α0
−ε2 . (65)

2) T0 ≤ µ(α0) immediately implies an estimate of the form (65).

3a) `(Iy) ≥ µ(α0) for all Iy, and #Iy ≥ #Iz, (where #Iy and #Iz denote
the numbers of Iy and, respectively, Iz). We can split [t0, t0 + T0] into
intervals I = I = Iy ∪ Iz or I = Iy, where

〈y〉I ≥ a9 α0
1+ε1 ,

holds by (60) and (63), which further implies (64) and, thus, (65).

3b) `(Iy) ≥ µ(α0) for all Iy and #Iz = #Iy + 1. According to the two cases
in (61) for the one extra Iz, we either have the situation of case 3a), or

`(Iz) ≤ 50α0

εz
2(1−εz) =⇒ T0 − `(Iz)

T0

≥ a10 α
ε1
0 ,

since T0−`(Iz) ≥ µ(α0). By splitting [t0, t0 +T0] = ([t0, t0 +T0]\Iz)∪Iz
as in (62) we again obtain (64).

Thus, all cases lead to estimates of the form (65), which completes the proof.
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5 A Discrete Velocity Model

In this section, we introduce a one-dimensional linear discrete velocity model,
for which the entropy dissipation approach leads to the same system of or-
dinary differential inequalities as for the linearized cometary flow equation.
However, the discrete velocity model can be solved explicitly by Fourier ex-
pansion, which proves actually exponential convergence to equilibrium. It
is interesting to compare the three-velocity model below to the two-velocity
model discussed in [14], in which the entropy dissipation approach controls
local equilibria already by one second order differential inequality like (19).

We consider the equation

∂f

∂t
+ v

∂f

∂x
= Lf , (66)

with
f = (f+, f0, f−) , (67)

periodic boundary conditions in x ∈ [0, 1), and initial condition f(t = 0) =
fI . We use a matrix-vector notation, and collect the discrete velocities 1, 0
and −1 in the diagonal matrix

v =

 1 0 0
0 0 0
0 0 −1

 . (68)

For the collision operator L, we choose

L =

 −1/6 1/3 −1/6
1/3 −2/3 1/3
−1/6 1/3 −1/6

 , (69)

which can be written as L = P0 + P1 − I = ψ0 ⊗ ψ0 + ψ1 ⊗ ψ1 − I, with

ψ0 =
1√
3
(1, 1, 1) , P0 =

1

3

 1 1 1
1 1 1
1 1 1

 ,

ψ1 =
1√
2
(1, 0,−1) , P1 =

1

2

 1 0 −1
0 0 0
−1 0 1

 .
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Pointing out the similarities between (66) and the linearized cometary flow
equation, we define - in analogy to section 3 - the entropy for (66)

H(f |g) := ||f − g||2 ,

where ‖ · ‖ denotes the norm induced by the scalar product

〈f, g〉 :=

∫ 1

0

f ·g dx .

Note that ψ0 and ψ1 are collision invariants since

ψi
trL = 0 ⇔ Lψi = 0 .

Multiplying (66) by ψi, i = 0, 1 yields the conservation laws

∂

∂t
(ψi ·f) +

∂

∂x
(ψtr

i vf) = 0 ,

where i = 0 corresponds to the conservation of mass, and i = 1 to the
conservation of momentum.

The global equilibrium f∞ is given by

f∞ = 〈fI , ψ0〉ψ0 + 〈fI , ψ1〉ψ1 .

The local equilibrium is denoted by Pf , where Pf = P0f + P1f .
The time-derivative of the relative entropies with respect to the global

equilibrium
d

dt
H(f |f∞) = −2H(f |Pf) ,

leads, as in section 3, to consider the second time-derivatives of the relative
entropies with respect to the local equilibrium

d2

dt2
H(f |Pf) = −2

〈
Lv

∂f

∂x
, v
∂f

∂x

〉
+ 4H(f |Pf)

−6

〈
Lf, v

∂f

∂x

〉
+ 2

〈
vL

∂f

∂x
, v
∂f

∂x

〉
, (70)

which has the same structure as (20) for cometary flow equation.
If we assume that f is in local equilibrium (i.e., f = Pf), only the first

term on the right hand side of (70) contributes, since v(−L)v = 1
3
P1 :

d2

dt2
H(f |Pf)

∣∣
f=Pf

=
2

3

∥∥∥∥ ∂∂xP1f

∥∥∥∥2

.

20



However, as for the linearized cometary flow equation, this term may vanish
without f = f∞, and we introduce the projection P̃ f = P0f+P1f∞, with the
matrix representation P̃ = P0+P1+P1P0. Note that (P−P̃ )f = P1(f−f∞),
whence

d2

dt2
H(f |P̃ f) =

d2

dt2
H(f |Pf) + 2

∥∥∥∥P1 v
∂f

∂x

∥∥∥∥2

− 2

〈
P1
∂f

∂x
, v2∂f

∂x

〉
. (71)

By setting f = P̃ f in (71), it immediately follows that

d2

dt2
H(f |P̃ f)

∣∣
f= ePf

=

∫ 1

0

(
∂

∂x
(f+ + f−)

)2

dx =
4

3

∥∥∥∥ ∂∂xP0f

∥∥∥∥2

≥ CH(f |f∞) ,

(72)
which vanishes if and only if f is in global equilibrium. Now, arbitraily fast
algebraic convergence to equilibrium follows from theorems analog to 3.3 and
3.4 as well as lemma 3.5, which can be proven analog to section 4.

On the other hand, exponential convergence is shown directly by Fourier
expansion,

f(x, t) =
∞∑

k=−∞

ck(t)e
i2πkx . (73)

Substituting (73) into (66), the coefficients compare to

∂tck = (L− i2πkv)ck ,

and it follows from the definition of L and v that

L− i2πkv =

 −1/6− i2πk 1/3 −1/6
1/3 −2/3 1/3
−1/6 1/3 −1/6 + i2πk

 . (74)

The characteristic polynomial of (74) is given by

pk(λ) = λ3 + λ2 + 4π2k2(λ+ 2/3) .

For k = 0 (and, thus, µk = 0) we recover the double zero eigenvalue cor-
responding to the two dimensional set of equilibrium distributions. The
third eigenvalue for k = 0 is λ = −1. For k 6= 0, an application of the
Routh-Hurwitz criterion shows that all remaining eigenvalues have negative
real parts. It is easily shown that, as |k| → ∞, the three zeroes of pk are
approximated by

λk1 ≈ −2

3
, λk2 ≈ −1

6
+ 2πki , λk3 ≈ −1

6
− 2πki .

This proves the existence of a spectral gap and, thus, exponential convergence
to equilibrium for (66).
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