Edited by
Markéta Janebova, Joseph Emonds, and Ludmila Veselovska

_ LanguageUse
and Linguistic Structure

Proceedings of the Olomouc Linguistics Colloquium 2021

z

{

!

| ‘JI

e EEEY

MODERN
LANGUAGE
SERIES
VOL. 9

!

e g,

OLOMOUC *‘
g
W

-




Language Use and Linguistic Structure

Proceedings of the Olomouc Linguistics Colloquium 2021

Edited by Markéta Janebova, Joseph Emonds, and Ludmila Veselovska

Palacky University
Olomouc

2022



OLOMOUC MODERN LANGUAGE SERIES (OMLS) publishes peer-reviewed
proceedings from selected conferences on linguistics, literature, and translation studies
held at Palacky University, Olomouc, Czech Republic.

Published so far:

OMLS, Vol. 1: Teaching Translation and Interpreting in the 21st Century (2012)

OMLS, Vol. 2: Tradition and Trends in Trans-Language Communication (2013)

OMLS, Vol. 3: Language Use and Linguistic Structure. Proceedings of the Olomouc
Linguistics Colloquium 2013 (2014)

OMLS, Vol. 4. Complex Visibles Out There. Proceedings of the Olomouc Linguistics
Colloquium 2014: Language Use and Linguistic Structure (2014)

OMLS, Vol. 5: Interchange between Languages and Cultures: The Quest for Quality (2016)
OMLS, Vol. 6: Language Use and Linguistic Structure. Proceedings of the Olomouc
Linguistics Colloguium 2016 (2017)

OMLS, Vol. 7:Language Use and Linguistic Structure. Proceedings of the Olomouc
Linguistics Colloquium 2018 (2019)

OMLS, Vol. 8: Teaching Translation vs. Training Translators. Proceedings of the Transla
tion and Interpreting Forum Olomouc (2022)



OLOMOUC MODERN LANGUAGE SERIES
Vol. 9

Language Use and Linguistic Structure

Proceedings of the Olomouc Linguistics Colloquium 2021

organized by

Department of English and American Studies
Faculty of Arts, Palacky University, Olomouc, Czech Republic
June 10-12, 2022

o

Olomouc LinguisticEolloquiur

Edited by Markéta Janebové, Joseph Emonds, and Ludmila Veselovska

Palacky University
Olomouc
2022



5HYLHZHU RI WKH YROXPH ORMPtU 'RpHNDO ODVDU\N ¢

Each of the contributions was peer-reviewed by two anonymous reviewers in addition
to the main reviewer prior to the publication of this volume.

FIRST EDITION

Unauthorized use of the work is a breach of copyright and may be subject to civil,
administrative or criminal liability.

Arrangement copyright © Markéta Janebova, Joseph Emonds, 2022
Introduction copyright © Markéta Janebova, Joseph Emonds, 2022

3DSHUV FRS\ULJKW <« *iERU $OEHUWL 6YLWODQ@D $QWR:
FRYi OLFKDHOD yDNiQ\RYi /XFD &LOLEUDVL 7DPiV &VR
3DPHOD *RU\FIND .DWH LQD +DVDORYi 'DOLQD .DOOXC
IDVIDNRYLWYV &KDQJ /LX ODUNpWD ODOi 1LNROD ODOH
Newson, Elisa Piccoli, Vaclav Jonas Podlipsky, Natascha Pomino, Zsolt Prohaszka,

(YD obULD 5SHPEHUJHU /HRQDUGR 0 6DYRLD &iUND AaLF
Krisztina Szécsényi, Anna Szeteli, Seid Tvica, Lucia VIaSkova, Francesca Volpato

Copyright © Palacky University Olomouc, 2022

,6%1
(online: iPDF; available at https://anglistika.upol.cz/olinco2021proceedings/)

DOI: 10.5507/{f.22.24461489



Table of Contents

Alphabetical List of Authors 7

Acknowledgements 9
Markéta Janebova, Joseph Emonds, and Ludmila Veselovska

Introduction 10
Markéta Janebovéa and Joseph Emonds

Part |. Explorations in Morphology

2EMHFW 6KLIWLQJ DQG +HDG 5DLVLQJ 2QHYV :D\
to Discourse Configurationality. 14-33
Svitlana Antonyuk

Deverbal Nominals in Czech: Stem and Root Nominalization 34-49
OLFKDHOD yDNiQ\RYi

Allomorphy Conditioned by Post-Linearization Spanning:
Evidence from Italian Theme Elements 50-65
Pamela Goryczka

+HDG ORYHPHQW LQ *HUPDQLF 'RXEQ)N.)LOOHKGTERPS &R
Dalina Kallulli and Sabine Laszakovits

The Link between Athematicity and Irregularity in French Verbal Inflectiorv8-95
Natascha Pomino and Eva-Maria Remberger

™ YV D $OWHUQDWLRQ LQ WKH $X[LOLDU\ DQG 'LVWUL
in Calabro-Lucanian Dialects of Lausberg Area 96-124
Leonardo M. Savoia and Benedetta Baldi

Part 1l. Explorations in Syntax
Passivization of Multiple Complement Verbs in English 126-140
Tamas Csontos

*UDGLHQWY RI 5HIOH[LYLW\ 3V\FK 9HUEV. N4Q-&@M XVDWL)
3UHGUDJ .RYDpHYLU



7KH 6\QWD[ RI /RFDWLYH ,QYHUVLRQ LQ 0DIeSIB2LQ &KL
Chang Liu

Case Changing and Case Maintaining Movements
LQ '"HSHQGHQW &DVH 7KHRU\ 'DWLYH. ([WUTBBBIIRQ LQ +
Mark Newson and Krisztina Szécsényi

ORGDO ([LVWHQWLDO &RQVWUXEWLRQV..LQ2e2XR3IDULDQ
Zsolt Prohaszka, Gabor Alberti, Anna Szeteli, and Judit Farkas

VSO-VOS Alternations in Kaqgchikel 224-243
Seid Tvica

Part Ill. Explorations in Language Use across Modalities

1RQZRUG 5HSHWLWLRQ LQ &]HFK (QJOLVK %LOLQJXDO .
Parallels with Developmental Language Disorder 245-258

/IXFD &LOLEUDVL .DWH LQD +DVDORYi DQG $0O&3E WD %

Eyebrow Raises as Facial Gestures:
$ 6WXG\ %DVHG RQ $PHULFDQ /DWH_ 1LJKW2%RD ,QWHU
Volker Gast

Absolutelyand TotallyLQ 3UHVHQW 'D\ 6 SRNH.Q..%.U.L\Va0¥28(QJOLVI
1LNROD ODOHpPpNRYi DQG ODUNpWD 0DOi

Perception and Production of Geminate Timing
LQ +XQJDULDQ 9RLEHOHVM. 6WRSV. .. 299=313
Tilda Neuberger

2EOLTXH 5HODWLYH &ODXVHV LQ ,WDOLDQ 6WXGHQWYV
Language Assessment and Syntactic Training 314-332
Elisa Piccoli and Francesca Volpato

Phonetic Effects of Language Co-Activation
LQ %LOLQJXDO 6SHHEK.3URGXEWLRAQ..........333-351
4iUND ALPipNRYi DQG 9iFODY -RQida BRGOLSVNE

Towards a Phonological Model of Czech Sign Language:
$ &DVH 6WXG\ RI /H[LEDO 9DULDQWV. . ........352-373
+DQD 6WUDFKR RYi DQG /XFLD 90iaNRYI



Alphabetical List of Authors

Gabor Alberti Dalina Kallulli
University of Pécs University of Vienna
3pFV +XQJDU\ Vienna, Austria
Svitlana Antonyuk BUHGUDJ .RYDpHYLU
University of Graz University of Novi Sad
Graz, Austria Novi Sad, Serbia
Benedetta Baldi Sabine Laszakovits
University of Florence Austrian Academy of Sciences
Florence, Italy Vienna, Austria;
University of Connecticut
OLFKDHOD yDNIiQ\RYi Storrs, CT, USA
Palacky University
Olomouc, Czech Republic Chang Liu
Université Paris 8/lUMR 7023 CNRS,
Luca Cilibrasi Paris, France;
Charles University in Prague Université de Picardie Jules Vernes,
Prague, Czech Republic Amiens, France
Tamas Csontos Markéta Mala
Kéroli Gaspar University Charles University in Prague

RI WKH 5HIRUPHG &K XU FRrague, @2¢ch Regublic
%XGDSHVW +XQJDU\

1LNROD ODOHpPNRYI
Judit Farkas Charles University in Prague
University of Pécs Prague, Czech Republic
3pFV +XQJDU\

Tilda Neuberger
Volker Gast +XQJDULDQ 5HVHDUFK &HQWUH
Friedrich Schiller University %XGDSHVW +XQJDU\
Jena, Germany

Mark Newson
Pamela Goryczka E6tvos Lorand University
University of Vienna %XGDSHVW +XQJDU\
Vienna, Austria



Elisa Piccoli Seid Tvica
&DY )RVFDUL 8QLYHUYVLWGe&qd AidBtlUnidersity

Venice, Italy Gottingen, Germany

Vaclav Jonas Podlipsky Lucia VIaskova

Palacky University Masaryk University

Olomouc, Czech Republic %UQR &]J]HFK 5HSXEOLF
Natascha Pomino Francesca Volpato

8QLYHUVLW\ RI :XSSHUWBOY )RVFDUL 8QLYHUVLW\ RI 9]
:XSSHUWDO *HUPDQ\ Venice, Italy

Zsolt Prohaszka
University of Pécs
3pFV +XQJDU\

Eva-Maria Remberger
University of Vienna
Vienna, Austria

Leonardo M. Savoia
University of Florence
Florence, Italy

AiUND ALPipNRYI
Palacky University
Olomouc, Czech Republic

+DQD 6WUDFKR RYi
Masaryk University
%UQR &]JHFK 5HSXEOLF

Krisztina Szécsényi
Eo6tvds Lorand University
%XGDSHVW +XQJDU\

Anna Szeteli
University of Pécs
3pFV +XQJDU\



Acknowledgements

The editors are grateful to all those who have helped make the fifth volume of the Pro-
ceedings of the Olomouc Linguistics Colloquium (and the ninth volume in the whole
series) a reality. Above all, as always, we would like to thank all the authors for both their
enthusiastic participation in the conference and their cooperation in the time-consuming
HGLWRULDO SURFHVV :H ZRXOG DOVR OLNH WR H[SUHVYV
who devotedly participated in the process of accepting and reviewing the papers for the
conference and later another round of the peer-reviewing process for the proceedings.
)LQDOO\ ZH ZRXOG OLNH WR H[SUHVV JUDWLWXGH W
Faculty of Arts of Palacky University, Olomouc, for their efforts related to the organi-
zation of the Olomouc Linguistics Colloguium (OLINCO), which took place online in
-XQH ‘H JUHDWO\ DSSUHFLDWH WKH DVVLVWDQFH R
WLQNRYiI 9iFODY -RQida 3BRGOLSVNé DQG aiUND aLPipNR
E\ 5RVDOLD &DOOH %RFDQHJUD OLFKDHOD yDNIiIiQ\RYi 3
aiUND 'YR iNRYi /XFLH 3 LE\ORYi DQG +DOLQD =DZLV]
the conference during the global pandemic would have been an almost impossible task.

Markéta Janebova, Joseph Emonds, and Ludmila Veselovska



Introduction

The articles in this volume are based on papers and posters presented at the Olomouc
Linguistics Conference (OLINCO) at Palacky University in the Czech Republic

in June 2021. At this conference, papers combine analyses of language structure with
generalizations about language use. The essays included here can be seen, we think,
as a representative sample of the conference contributions; several of the papers were
SUHVHQWHG DW WKH WKHPDWLF VHVVLRQV 7KH ¢(UVW |
RUJDQL]HG E\ -RQDWKDQ %YREDOMLN DQG 3DYHO &DKD
session can be found in the Part | of the volume (authored by Pamela Goryczka,
I1DWDVFKD 3RPLQR DQG (YD ODULD 5HPEHUJHU DQG /H
%DOGL 7KH FRQYHQRUV RI WKH RWKHU WKHPDWLF VH'
a Psycholinguistic and Cognitive Perspective, were Jan Chromy and Norbert Vanek.
Three papers from this session can be found in Part Il of this volume (Luca Cilibrasi,
.DWH LQD +DVDORYi DQG $O3E WD %UDEFRYi (OLVD 3l
ALPipNRYi DQG 9iFODY -RQid 3RGOLSVNE

Part I. Explorations in Morphology
In the opening paper, Svitlana Antonyutiscusses the status of East Slavic languages
ZLWK UHVSHFW WR WKH 5LFK $JUHHPHQW +\SRWKHVLYV
East Slavic, along with the rest of Slavic languages, is well within the scope of what is
SUHGLFWHG E\ WKH ZHDN 5%+

In her contributon, OLFKDHOD yDNiQ\RYi considers two types of de
nominals in Czech, analyzing one type as derived from the verbal stem and the other
originating directly from the verbal root. These origins result in distinct properties and
can account for the more verbal nature of the stem derived nominals and the more
nominal nature of the root derived nominals.

The objectives of Pamela GoryczkaV SDSHU DUH WZRIROG IRU
empirical support from Italian for span-conditioned theme (vowel) allomorphy; one the
other hand, it aims to add a valuable contribution to the theoretical advancement of the
framework of Distributed Morphology.

Dalina Kallulli and Sabine Laszakovits investigate the feature composition of
VR FDOOHG PRUSKRORJLFDOO\ 3VLPSOH[" ZK HOHPHQ
Rl GRXEO\ ¢{OOHG FRPSOHPHQWL]HU HuHFWYV REVHUYH
FODXVHV LQ %DYDULDQ DQG RWKHU 6RXWKHUQ *HUPDC

In their contributionNatascha Pomino and Eva-Maria Rembergeargue that
not only Spanish, Italian etc., but also French regular verbs possess Theme Vowels and
WKDW VRPH LUUHJXODULWLHV Rl YHUEDO LQAHFWLRQ
Using a Spanning approach within the framework of Distributed Morphology, they
show the accuracy of the Suppletion Generalization.
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,Q WKLV VHFWLR Q§onatd®R.\Saih £hi Bddddletta Baldi discuss

WKH UHDOL]DWLRQ RI UG SHUVRQ REMHFW FOLWLFV LC
GLDOHFWYV ZKHUH WKH D %{a-Gslinvdiedy ThdiddredgDestiRiPtReU S K \
authors investigate is the theoretical status of morphology: the idea is that the same
FRPSXWDWLRQDO UXOHV RI VI\QWD[ DQG SDLU PHUJH
EDVHG RQ DIJUHHPHQW LQ 3 IHDWXUHYV

Part Il. Explorations in Syntax

In his contribution, Taméas Csontos focuses on multiple complement verbs in passive
FRQVWUXFWLRQV LQ (QJOLVK +H SURYLGHV DQ H[SOD
dative construction and themes in the double object constructions are not passivized.

BUHGUDJ .RshowsHRaL Serbian psych verb SE anticausatives behave
GLUHUHQWO\ IURP W\SLFDO DQWLDFXDVDWLYHV LQ W
FKDUDFWHULVWLF RI VWUXFWXUHYV LQYROYLQJ DQ H[W

Chang LiufV SDSHU H[DPLQHVY WKH V\QWD[ RI WKH YHU
formation of the Locative Inversion with an obligatory localiser phrase in Mandarin
Chinese.

The joint paper by Mark Newson and Krisztina Szécsényi seeks to account for
why some movements allow case change while others do not. The authors have argued
that whether the case of a moved DP changes is dependent on both the case involved
and the domain which contains it.

Zsolt Prohaszka, Gabor Alberti, Anna Szeteli, and Judit Farkas have
contributed a paper devoted to a comprehensive (i.e. syntactic, semantic, statistical)
GHVFULSWLRQ RI WKH + X QuhthstuQioR$.dBEeCuthdis Vidved Q W L [
also positioned the pronominal component of this family of constructions, which is
XOWLPDWHO\ DQ LQGH¢{QLWH SURQRXQ IRUPDOO\ LGH(
+DVSHOPDWKTTV VHPDQWLF PDS RI LQGH¢{QLWHYV

In Seid TvicaV SDSHU LW LV DUJXHG WKDW D XQLIRUP
proposed by Clemens and Coon (2018) does not straightforwardly account for verb-
initial orders in Kaqchikel, as the VSO-VOS alternation appears to be syntactic, rather
than post-syntactic. Two potential ways of deriving the VSO-VOS alternation are
discussed, involving antisymmetric (with uniform leftward movement) and symmetric
analyses.

Part Ill. Explorations in Language Use across Modalities

/IXFD &LOLEUDVL .DWH LQD +DVDORYi DQG $0O&E WD !
repetition in Czech-English bilinguals and show that the patterns observed are
comparable to those found in monolinguals with a language impairment. This partly
contradicts previous work that claimed that nonwords may be used to disentangle
GLVFXOWLHYVY UHODWHG WR ELOLQJXDOLVP IURP GLVFX(

11



In his study, Volker Gast SURYLGHY DQ H[SORUDWRU\ DQDO\V
a corpus of TV interviews. The hypothesis that eyebrow raises metaphorically signal
openness receives support from the data, especially with respect to their occurrence in
WKH FRQWH[W Rl HSLVWHPLF PRGDO H[SUHVVLRQV DQC

1ILNROD ODOHpPpNRYiIi DQG ODUNpWD ODOiIi H[SORUH W
adverbsabsolutely and totallyLQ SUHVHQW GD\ LQIRUPDO VSRNHQ
paper shows that they both appear to be following the same trajectory of change from
DQ LQWHQVL¢{¢HU YLD D VWDQFH DGYHUELDO WR D GLVI
FXUUHQWO\ DW GLUHUHQW VWDJHV Rl WKH SURFHVV RI

Tilda Neuberger{V VWXG\ DLPV WR LQYHVWLJDWH WKH St
WKH +XQJDULDQ VLQJOHWRQ DQG JHPLQDWH YRLFHOH
relationship between the acoustic and perceptual domains and shed light on the primary/
VHFRQGDU\ DFRXVWLF IHDWXUHV RI FRQVRQDQW OHQJ

Elisa Piccoli and Francesca Volpato investigate oblique relative clauses,
structures typical of formal registers, in a group of Italian-speaking adolescents with
GHYHORSPHQWDO G\VOH[LD FRPSDUHG WR D JURXS R
peers.

AaiUND ALPipNRYi DQG 9iFODY -RQida 3RGOLSVNéTVv
H[SORUHV SKRQHWLF HuHFWV RI VZLWFKLQJ EHWZHHQ
ELOLQJXDOV KLIJKO\ SUR{(FLHQW LQ D IRUHLJQ ODQJXLEL
induced via elicited code switching and language switching in a picture naming task.

In the concluding paper, based on data from Czech Sign LanghHage,
6WUDFKR RYi DQG /XPFIH; QWidANRYIiSKRQRORJIJLFDO +D
(Sandler 2006) by proposing solutions to a number of theoretical problems. Moreover,
WKH DXWKRUV SUHVHQW D OH[LFRJUDSKLF DSSOLFDWL
&HFK 6LJQ /DQJXDJH OH[HPHVY LQWR YDULDQWY DQG V

‘H KRSH WKDW UHDGHUV ZLOO ILQG WKH SDSHUV LQFOX:
and their fellow researchers. It was both challenging and gratifying to organize and par
ticipate in the conference, in 2021 more than ever because of the globac pandemic, and
QRZ ZH ZDQW WR H[WHQG WKH FKDOOHQJHY DQG WKH U
audience of those who can participate via the written word, which was, as we tradition

ally like to say at this place by way of conclusion, invented by our species so that the
SOHDVXUHVY DQG EHQHILWY RI ODQJXDJH XVH FRXOG EH

Markéta Janebové and Joseph Emonds
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Part I. Explorations in Morphology



Object-Shifting and Head-Raising One’s Way
to Discourse Configurationality

Svitlana Antonyuk
University of Graz, Graz, Austria
svitlana.antonyuk@uni-graz.at

Abstract: | discuss the question of the status of East Slavic languages with respect to
the Rich Agreement Hypothesis (henceforth the RAH), arguing that despite appearances,
East Slavic, along with the rest of Slavic languages, is well within the scope of what is
predicted by the weak RAH. This conclusion relies gaicular conception of head
raising, namely that developed in Roberts (2010), i.e., syntactic raising as Defective Goal
incorporation. To the extent the analysis proposed here is successful, it provides further
support for Roberts (2010) while removing Slavic languages from the list of challenges
for the RAH. Overall, two types of head raising are posited in East Slavic Russian and
Ukrainian: obligatory V-to-Asp and optional raising above Asp/into the T domain, and
both are treated as syntactic in nature.

Keywords: head movement; East Slavic; Rich Agreement Hypothesis; optionality;
discourse configurational languages

1. Introduction

There is anmportant well-known observation about the existence ajreelation
between the complexity of verbal (inflectional) morphology and word orddaimgaiage
according to which the presence of rich agreement morphology positively correlates with
the raised/vP-external position of the verb and specifically with the verb being located
in T (Rohrbacher 1999; Vikner 1997; Bobaljik 2002 i.a.):

14



Q) (a) pu veist [ad0 ég  skil alls  ekki japénsku].

you know that | understand at.all not Japanese
“You know that | don’t understand Japanese at all.” Icelandic
(b) Du  vet [att jag inte alls  forstar japanska].
you know that | not at.all understand Japanese
“You know that | don’t understand Japanese at all.” Swedish

In the above examples, due to Holmberg and Roberts (2018¥leationally rich
language, Icelandic (1a), has the lexical verb ioladigatorily raised position (as indi-

cated by its placement to the left of the adverb and negation) whereas in Swedish (1b),
the verb has not raised, occurring to the right of these vP-edge-marking elements and
is thus widely regarded to be inside the vP in such cases. The same well-known pattern
is found in French (2a), wherd@mporal adverb marks the verb’s obligatorily raised
position (Pollock 1989), compared to (Modern) English (2b), in which the verb must
follow the adverb and is believed to remain vP-internal.

(2) (a) Jean embrasse souvent Marie. French
John kisses often Mary
“Jean often kisses Marie”

(b) John often kisses Mary English

Again, there is @orrelation in these and similar cases between the richness of verbal
agreement morphology and verb raising: while French exhibits both, present day English
lacks both (see Roberts 1993; Holmberg and Roberts 2013). Thedehate in the
literature on whether strong (bi-conditional) or weak (unidirectional) version of the

Rich Agreement Hypothesis (3) is correct, the exact nature of morphology that is relevant
to the RAH as well as the directionality of the correlation, i.e., whether it is richness
of morphology that is responsible for rich functional structure or whether it is rich(er)
functional structure that drives movemeént.

(3) Move Vto Tiff T has rich inflection (RAH, the strong version)

Whichever view of the RAH and the related issues one takes, however, one thing-is imme
diately apparent: Slavic languages, known for their morphological richness, especially

1 See Bobaljik and Thrainsson (1998); Bobaljik (2002) i.a. on the untenability of the strong
RAH and the directionality going from rich functional structure to rich morphology to V-to-T.

15



richness of verbal agreement morphology, are predicted by the RAH to exhibit obliga
tory verb raising to Tense of the kind found in Icelandic and French. As is well-known,
however, Slavic languages such as Russian, Ukrainian, B/C/S or Polish do not in fact
exhibit verb raising, thus posingsanificant challenge even for the weak version of

the RAH (seeKoeneman and Zeijlstra 2014, henceforth K&Z). In section 2 of the
paper Ireview the data from Russian as presented in the literature and argue (contra
K&Z) that the actual empirical picture is actually worse than the one they argue against.
Nevertheless, in section 3 | argue that one view of verb raising, namely that in Roberts
(2010), coupled with certain assumptions about functional structure and featural content
of (East) Slavic (henceforth ES) presestraightforward solution to this problem, one

that places Slavic languages firmly within the purview of the weak RAH. Furthermore,

| argue that the account captures the peculiar distribution of head movement in (E)S and
briefly discuss some of the predictions. Section 4 presents my conclusions.

2. Head Movement in East Slavic: The Empirical Picture

As far as the status of verb raising in Russian is concerned, the existing syntactic literature
appears to be in almost complete agreement that the verb in Russian does not undergo
V-to-T (Bailyn 1995; 2012; cf. King 1993; see Dyakonova 2009 and Gribanova 2017
on verb raising into AspP)Thus, sentences such as (4a—b) from Bailyn (2005) show
the canonical placement of the verb, its position to the right of low manner or frequency
adverbs generally taken to indicate it remains vP-internal.

4) (& My vnimatel'no SUR pLWavilaL Russian
we carefully %o ~ < * readules
“We have carefully read the rules.”

(b) My pbDVWR pLWD O Lpravila.
we often , T %o read rules
“We read the rules often.”

2.1 Koeneman and Zeijlstra (2014)
Such facts are of course highly problematic even for the weak RAH, presenting direct
counterevidence to the prediction thdtaguage with rich verbal agreement morphology

2 Bailyn (2004) argues that the only context in which the Russian verb undergoes V-to-T of
the French kind is OVS sentences. This conclusion has been heavily criticized (see Slioussar
2007; 2011 i.a.) and largely abandoned, though Antonyuk (2021) argues that the verb in OVS can
indeed appear in a raised position; crucially though, the raised position of the verb in such cases
is argued to correlate with the verb’s status as given/D-linked material. Some of this evidence is
reviewed in section 2.3.

16



will exhibit mandatory V-to-T, suggesting that the RAH might be nothing more than
acorrelation. Recognizing the problem, K&Z set out to reanalyze the above Russian
data and argue that (4) is in fact fully compatible with the predictions of the weak RAH.
Specifically, they argue that Russian isuaguage with obligatory high attachment of
manner/frequency adverbs, thus the typically assumed adjunction option in (5a) is argued
to be ungrammatical, with the sentences in (4) havstouature roughly as in (5b), with

a manner adverbnimatel’no/attentivelattached to TP.

®) @ [my [, vnimate'no SUR pL Waila]]

() [(xmy [, vnimatel'no [, SURDpLWMP @ravila]]]]

The evidence for the above claim comes from sentences involving sentential negation,
which is proclitic to the verb in Russian, with NEG moving to C together with the verb
in imperatives (6a) and interrogatives (6b), schematized in (7):

(6) (a) Ne pey vodku pDVWR
f~€ drink vodka often
'R QRW GULQN YRGND RIWHQ ~

(b) Ne p'es li ty vodku pDVWR"
t~€ drink S you vodka often
3'RQTW \RX RIWHQ GULQN YRGND"’

(7  [CP [eV,]  [NegPt vP t 1]

As argued by K&Z, the vP-attachment site view of manner/frequency adverbs predicts
that sentences with sentential negation such as (8) will be grammatical, which they
claim is contrary to fact, whereasigh-attachment view correctly entails the ungram-
maticality of (8) and grammaticality of (9) and (10), the latter case involviagieagrb
TP-attached on the right.

8 (@ "" 7\ ne SUR pLwhimaieno pravila.
you T ~€ %o ~read carefully rules
“You haven't read the rules carefully.”

3 The data in (8)—(10) are given here with K&Z’s grammaticality judgments.
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(b) "" 7\ ne pbLWDODBDVWR pravila.
you t~€ ,Tt@ad often rules
“You haven't read the rules often.”

(9) (a) Vnimatel'no ty ne SUR pLWRa&
carefully you F-~€ %o ~read rules
“You haven't carefully read the rules.”

(b) yDVWR ty ne SUR pLWEal&
often you *-~€ , T.%ead rules
“You haven't often read the rules.”

(20) (a) Ty ne SUR pLpal® D vnimatel'no.
you T ~€ %o ~read rules carefully
“You haven't carefully read the rules.”

(b) Ty ne b LW D O pavila pDVWR
you T ~€ , T % readrules often
“You haven't often read the rules.”

On the basis of these data K&Z conclude that adverbs in Russian must be attached higher
than vP or involve right-adjunction, therefore low adverbs cannot diagnose verb move-
ment and Russian thus fails to provide evidence against the weak RAH.

2.2 Another Look at East Slavic Head Raising Possibilities

It should be noted, however, that the empirical data in (8)—(10) that K&Z’s account of
Russian verb raising is based on is far from straightforward. To my ear, the sentences in
(8) are in fact the most neutral way of expressing sentential negation, which means that
the vP-attachment of low adverbs is not only possible, but is in fact preferred. further
more, if low adverbs are vP-attached and negation is generated left of the adverbs (as
is minimally suggested by the neutral word order in (8), but see also Gribanova 2017)
the natural conclusion then is that in sentences with sentential negation the verb raises
from vP into NEG head, with any further movement then taking place with negation
procliticized to the verb, effectively as schematized in K&Z's (7). Examples in (9), on
the other hand, are highly marked, and are only acceptableamicular non-neutral
prosody (where the sentence-initial adverb and verb carry the strongest rising and falling
pitch accents respectively), which suggests that this attachment option, if available to
speakers, is marked compared to (8). Finally, the examples in (10) hawe &kely
derivation: they can be straightforwardly derived by object raising to the left of the adverb,
thus again implicating the verb’s vP-external (raised into NEG) position in such cases.
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In the closely related Ukrainian, where the verb raising options appear to be the same
as in Russian, Object Shift (Middle Object Scrambling in Mykhaylyk 2011) targets the
position to the left of the adverb, which obligatorily results in semantic effects for the
shifted XP (specificity/partitivity interpretation, see also Antonyuk and Mykhaylyk 2022).
The default assumption of parallelism between the two languages as far as object raising
possibilities are concerned thus suggestayto test the hypothesis about the derivation

of (10): if the order in (10) is derived via verb and object vacating the vP (rather than via
adverb TP-right adjunction), the object in (10) will have to be obligatorily interpreted as
specific/carrying an existence presupposition. The prediction is, indeed, correct.

Two additional observations are relevant here. As argued in Antonyuk (2021), on
WKH DQDO\VLY RI 4XDQWLILHU )ORDW 4) SURSRVHG LQ
distribution strongly suggests that the object undergoes A-movement, mithkzer of
landing sites available to it, both vP-internally and vP-externally. The data is thus simply
incompatible with ambligatory TP-adjunction of low adverbs. To see why, consider
(11), which indicates the canonical vP attachment of low adverbs:

(11) Maks (vse) korobki s domasnej utvar’ju Russian
Max (all) boxes with home furnishings
(vse) medlenno (vse) >V OR §us@ v masinu (vse)].
(all)  slowly (all) put (all) in car (all)

“Max put in the car all the boxes with home furnishings”

First, in asentence with heavy object as in (11),sentence-final adverb placement
would be marginally possible, bupacement immediately following the subject is

not merely dispreferred, it is highly unnatural. Furthermore, attempting to nevertheless
analyze the order in (11) as reflecting TP-attachment of the adverb and the verb raised
into T would suggest that the subject and the object are higher than TP, which implicates
A-bar positions. However, there is plenty of evidence to suggest that the subject in both
SVO and SOV sentences is in its canonical A-position, Spec, TP, in ES (see Bailyn 2012
on Russian; Antonyuk and Mykhaylyk 2022 on Ukrainian), hence the order in (11) is
incompatible with obligatory TP-attachment of low adverbs. | conclude that the position
of the verb in ES is only compatible with it being vP-internal when precedetbly a
adverb and vP-external when preceding the adverb.

2.3 Clarifying the Empirical Domain

Nevertheless, to draw the conclusion that the verb in ES never raises outside the vP
would be aroversimplification. We have seen that the verb does raise acradsen

in sentences with sentential negation such as (8) and (10). Furthermore, there is evidence
that the verb in ES can in fact occur vP-externally even when sentential negation is
not involved, and, presumably, these cases involve verb raising into the Tense domain.
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Consider the following data from Ukrainian (the hashtag symbol indicates infelicity of
the examples, rather than ungrammaticatity):

(12) (@ apR Marijka robyt’ JUDQNX"  Ukrainian
What Mary does in.morning
“:KDW GRHV 0ODU\ GR"LQ WKH PRUQLQJ"

(b) Marijka  Svydko gotuje  #(Svydko) jajeSnju
Mary.NOoM quickly cooks (quickly)  scrambled eggscc
i ELA\WT na robotu.
and runs on work

“Mary quickly cooks scrambled eggs and hurries off to work”

(13) (a) apR PR&H Marijka PR&aH prygotuvatydaY\GNR"
What can Mary can cook quickly
“:KDW FDQ ODU\ FRRN TXLFNO\"

(b) Marijka  ##(Svydko) gotuje Svydko lySe jajeSnju.
Mary. £" 1t (quickly) cooks quickly only scram. eggs. z | |
“Mary cooks only scrambled eggs quickly”

(14) (@ apR vidomo pro tsju NYLWNX"
What known about this flower
“:KDW LV NQRZQ DERXW WKLV IORZHU"’

(b) Tsju  kvitku dobre znaly ##(dobre) drevni greky.
This  flower well knew (well) ancient Greeks "~ t
“This flower was well known to Ancient Greeks”

(©) "UHY Q@teky dobre znaly tsju  kvitku.
Ancient Greeks well knew this flower. z | |
“Mary cooks only scrambled eggs quickly”

(15) (a) Xto znaje apRVT pro tsjuy NYLWNX"
Who knows something  about this flower. z | |
“:KR NQRZV DQ\WWKLQJ DERXW WKLV IORZHU""

4 The Russian counterpart of (14b) is due to Natalia Slioussar (p.c.)
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(b) Tsju  kvitku ##(dobre) znaly dobre IySe drevni greky.
This flower (well) knew well only ancient Greeks
“Ancient Greeks were the only ones to know this flower well”

The data above demonstrate the following descriptive generalization, which holds
true of many languages cross-linguistically as well as of all Slavic languages: the
word order in Slavic is (re)arranged in sucWway as to place given/D-linked mate

rial before new elements (see esp. . X p BDOARRY12). Thus, (13b), for instance,
shows that the verb can raise to the left of low adverbs; however, this order is fully
determined by the verb’s Information Structural (IS) status and is not as acceptable
in (12b), where the verb represents new informationo¥el observation is that the
lexical verb in ES tends to raise outside the vP mostly in OVS clauses, that is, there
appears to be positive correlation between the givenness/vP-external position of the
object on the one hand and the D-linking/vP-external position of the verb on the other.
A final point to note is that most of the above orders that are non-neutral are neverthe-
less not ungrammatical, merely dispreferred (marked with hashtag signs); and even
those cases that are very strongly degraded (on neutral intonation) can be made fully
acceptable via prosodic recontouring, that is, \vihange in the prosodic realization

of the sentence which acts asadiernative means of signaling the intended semantics
(see Antonyuk and Mykhaylyk 2013 for arperimental investigation). In the context

of our discussion, coupled with our earlier conclusions, this yields the following broad
empirical generalization to account for:

(16) the verb in ES does not undergo V-to-T but is able to raise into the Tense domain for
IS reasons. This raising is optional, with prosodic recontouring providiatiem
native means of encoding IS-relevant features (givenness/D-linking).

While this generalization is not entirely new, it is almost never acknowledged in studies
focused on the status of Slavic languages with respect to the RAH, portraying Russian,
for instance, as either patterning with English in not allowing V-to-T (Bailyn 1995)
or with French in requiring it (Koeneman and Zeijlstra 2014). Furthermore, genera
tive literature on Russian mostly treats this empirical situation as clear evidence of
the phonological nature of head movement in Russian, which reflects mapping to IS
(Bailyn 1995; Kallestinova and Slabakova 2008; Slioussar 2007 i.a.). In this paper
and in Antonyuk (in preparation) | argue that this empirical picture, which extends to
all of Slavic, shows that instead ofveo-way typological split, i.e., (Modern English,
Swedish, Russian)s (Early Modern English, Icelandic, French), there ferae-way

split, with most Slavic languages representing the third group, where verb raising into
the Tense domais possible, but never obligatory. The challenge for the RAH, of course,
at this point appears to be all but insurmountable, since sustmincal profile of ES
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effectively reduces the otherwise fairly robust typological generalizationdoelation
that holds robustly in select languages, at best.

In the next section | will argue that one conception of head raising, that of Roberts
(2010), allows for aatural inclusion of Slavic languages within the purview of the RAH.
Specifically, | will argue that the verb in ES undergoes head raising to Asp and no further
for reasons that are fully compatible with the RAH, tracing the differences between ES
on the one hand and English, Icelandic, French, etc., on the other to differences in the
richness of functional projections (Bobaljik and Thrainsson 1998; Bobaljiik 2002 i.a.)
and to Defective Tense in ES which precludes V-to-T, allowing only V-to-Asp. Finally,
| will elucidate briefly how this account deals with the optional head movement beyond
AspP observed in the data.

3. Head Raising in East Slavic: The Account

3.1 Roberts (2010) on V-to-T as Incorporation

Roberts (2010) proposegeanalysis of head raising as Goal incorporation, where
features of &efective Goal, defined as in (17), copied onto the Probe upon the AGREE
relation are pronounced on the Probe, which for all intents and purposes is indistinguish
able from movement.

(17) Defective Goal: aGoal G is defective iff G’'s formal features arpraper subset
of those of G’s Probe P. (Roberts 2010, 62)

Consider the ingredients implicated in the French V-to-T, for example. According to
Roberts, T in French has amerpretable T feature (iT) and aninterpretable V feature
(uV), while V has the opposite: amterpretable V feature (iV) and aminterpretable

T feature (IT):

5 This conclusion crucially depends on the assumption that head raising in Slavic is fully
comparable in this regard to head movement in other languages, both those with and without

9 WR 7 6SHFL¢{¢FDOO\ LI KHDG UDLVLQJ LQ (6 LV WUHDWHG
apparently optional character, then the obligatoriness of head raising in French would provide

a reason to treat it as syntactic movement. However, such an approach is not sustainable; it
also leaves no hope of providing a uniform account for head raising from a crosslinguistic,
typological perspective. The assumptions that (i) head raising is syntactic and (ii) languages with
DQG ZLWKRXW 9 WR 7 GR QRW IXQGDPHQWDOO\ GLUHU LQ Wk
assumptions adopted in this paper. See Antonyuk and Mykhaylyk (2022); Matushansky (2006);
5REHUWYV LD IRUYDULRXVY WA\SHV RI HYLGHQFH VXSSRI
for acomprehensive overview of various approaches to head movement and their challenges; see
GHQ 'LNNHQ DQG 'pNiQ\ RQ WKH DSSOLFDWLRQ RI 5REHL
to the typology of clitics and noun incorporation.
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(18)  AGREE configuraton LJQRULQJ WKH 3 IHDWXUHV LQ 7

S

Tmin Vmin
[iT, uv] [iV, uT]

Upon AGREE, V’s features get copied into T and are thus now present in two places:

(29) French and other V-to-T languages upon AGREE:

S

Tmin Vmin

/\ [iV, uT]

Vmin Tmin
[iV, uT] [iT, uv]

Since T c-commands V, the V feature in T and the V feature in V now fohaig; upon
linearization, the head of the chain (i.e., V features in T) are pronounced, with the tail of
the chain silenced, thus giving the impression of verb raising into T. On this conception
of head raising, the difference between French and Modern English comes down to the
fact that T in English does not hav¥ &eature, therefore the output of AGREE cannot

be head incorporation, resulting in lack of V-to-T.

3.2 Roberts (2010) Applied to East Slavic

To derive the ES facts, we need to adopt the above mechanism from Roberts (2010)
coupled with several independent assumptions about Slavic. Let us first consider the
logic of this account and what one would need to derive the absence of V-to-T in ES.

A straightforward view of the differences between English, French and ES in the context

of Roberts (2010) is that the ES verb must hafeature that T lacks, to ensure that the
features in V are not in@roper subset relation to the features in T. The crucialques
WLRQ LV ZKDW FRXOG WKLV IHDWXUH EH" , EHOLHYH W
the most prominent morphological property of the Slavic verb — its aspectual system,
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the relevant feature thus having to do with Aspect, and the presence of AspP would ensure
that v/V cannot agree with T directly, having to agree with Asp¢first.

I will assume, following Dyakonova (2007) and Gribanova (2017) on Russian that
ES languages have antermediate functional projection between vP and TP, namely
AspP, yielding the structure in (20), as defended in Gribanova (2017). (20) shows the
lexical verb raising into Asp, followed by raising into NEG, schematically representing
the examples such as (8)/(Zd)he claim is thus that the verb undergoes head raising/
incorporation into Asp, followed by raising into Neg (in cases of sentential negation),
but not higher, thus differing from French in this redard.

(20) TP
bP T NegP
/\
Neg AspP
—_ —
Neg...Asp... V..v tasp vP

N Uiy
\tv

It is crucial for this account to not only assume that ES languages haterarediate
projection AspP as schematized above, but also that French, for instance, does not. As it
happens, there is independent evidence to suggest that this is indeed so. It is well known

7KLV LV VWULFWO\ VSHDNLQJ QRW VR $V SRLQWHG RXW
qua incorporation mechanism allows fosituation where the Probe and the Goal of AGREE
are not in a local relation, thus the mere presence of AspP does not by itself preclude AGREE
between T and V from taking place. However, | will argue further that V in Slavic must contain
DXQLQWHUSUHWDEOH $VS IHDWXUH ZKLFK PHDQV WKDW LQ
before it can agree with T, thus deriving the correct result.
7 | further assume, following Dyakonova (2009), that the manner/frequency adverbs attach to
AspP rather than vP. See Dyakonova (2009) for arguments in support for this view.
8 The optional movement into T discussed earlier is thus treated here not as optional V-to-T
but assyntacticmovement with IS-related consequences that feeds on the output of head raising
gua incorporation, its optional character following naturally from the fact that the same semantics
can be encoded prosodically. | thus assume with Roberts (2010) that in addition to incorporation,
ZKLFK LV PRVWVEHWREWHBR\SEHQRPHQRQ WKHUH FDQ EH RW
PRYHPHQW 6HH DOVR WKH GLVFXVVLRQ LQ 'pNiQ\ RQ Wk
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that Slavic aspectual perfective morphology encodes certain semantic properties: Russian
bare plurals and bare mass nouns are interpreted as definite or specific in the context of
aperfective verb, whereas they can be interpreted as definite or indefinite in the context
of an imperfective verb (see de Swart 2012 for an overview):

(11) (a) Petja pbLW D O stat'i/literaturu Russian
Peter read.,T %o %0z E+ (E @rticlesHiferaturez | |
“Peter was reading articles/the articles/literature/the literature”

(b) Petja SUR pLW D O stat'i/literaturu
Peter %o ~ < s-read- %oz (E « (BElicles/Eeraturez | |
“Peter read the articles” (Borik 2002)

Whether Slavic prefixes should be treated as perfectivity markers (Smith 1991/1997,
Borik 2002 for Russian) or whether they are telicity inducing, as is the case in (21b)
DERYH VHH )LOLS IRU &]HFK $UVHQLMHYLUQ IRU
Swart (2012), grammatical aspect and aspectual class are clearly intertwined in Russian
but (crucially for our purposes), separate from Tense. The idea that Aspect may be what

is responsible for the additional features in V in Russian and other Slavic languages
appears to be further supported by the fact that aspect in Romance not only does not
encode the same definiteness/specificity distinctions as do Slavic languages, but French
and Romance languages more generally exhibit fusing of past tense and perfective/
LPSHUIHFWLYH DVSHFWXDO PRUSKRORJ\ &RQVLGHU WKI
Swart (2012), which demonstrate the impossibility of mapping (22a)dmaositional

structure in which the past tense and the perfective aspectual operators are separate. Such
differences between Slavic and Romance languages are thus crucial for my account,
implicating aseparation of Tense and Aspect into independent functional projections in
East Slavic but their fusion into a single functional projection in French.

(22) (&) Il écrivit sa tése en 2009. French
He wrote %o Ghis thesis in 2009
“He wrote his thesis in 2009.”

(b) [past [perf [he write his thesis]]]

While the above discussion about Slavic Aspect encoding semantic features such as
definiteness and specificity makes it tempting to propose that the feature that Asp and
V heads share to the exclusion of T has to do with definiteness/specificity semantics,

| believe this step would be anercomplication and that it is sufficient for us to assume
that V hosts amninterpretable Asp feature (UAsp), while iaterpretable Asp feature
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(iAsp) is hosted in the Asp head, thereby modeling this proposal exactly on the reasoning
in Roberts (2010). Upon establishing AGREE between Asp and V, with respect to which
V acts as ®eficient Goal, the V feature in Asp will be pronounced as the head of the
chain, whereas the V feature in V will be silenced as the tail of the t@airtially
though, T must not have the Asp feature, thus precluding incorporation of Asp into T
due to Asp not being a Deficient Goal with respect to T.

3.3 A Simpler Alternative (No-Tense-Projection) Account?

At this point we should address typological research that posits the absence of the Tense

SURMHFWLRQ LQ WKRVH 60DYLF ODQJXDJHVY WKDW OD|
OLJGDOVNL -XQJ DQG OLJGDOVNL 7RG

appears to suggestrauch simpler take on the lack of V-to-T in ES.he absence of

the Tense projection in (E)S would derive the lack of V-to-T quite trivially: there can be

no head raising into T if there is no Tense projection, hence no T to probe V. In order to

preserve the account developed here, one might thus be tempted to disregard the above

research and assume the universality of TenseP. | believe taking this position would not be

beneficial as it would lead to overlookingvaalth of relevant typological generalizations

and insights. In fact, | argue that assuming the above accounts must be fundamentally

correct can help us strengthen the present account and extend its coverage to all of Slavic.

Interestingly, the no-Tense-projection accounts do not suggest that the functional

Tense layer is absent in all of Slavic: in fact, Bulgarian and Macedonian are argued to be

different from the rest of Slavic in exhibiting robust Tense morphology and straightfor

ward Tense-Aspect separation and are therefore argued to project Tense, in contrast to

languages with poor/residual tense morphology such as Russian/Ukrainian®ISIs/

HWF VHH HVS OLJGDOVNL 1 Crucially, /BRIGaRdn & alksdi

said to have V-to-T This, of course, appears to falsify the present account and provide

strong support for the no-Tense-projection accounts in terms of the reason for the lack

RI'9 WR 7 , EHOLHYH WKHUH LV DQRWKHU ZD\ WR LQWH

that “the absence of morphological realization is the reflex of structural deficiency in

9 This discussion assumes that the same AGREE-based incorporation has already taken place
between v and V, thus the features of V are already in v at the time Asp and v undergo AGREE.
| continue to refer to V rather than v for ease of exposition.

7KH UHOHYDQFH RI WKLV YLHZ RI (6 ZDV SRLQWHG RXW W
11 Macedonian is reported to be less straightforward, having started the process of losing
Tense-Aspect distinctions that Bulgarian still makes. In what follows | therefore refer to
Bulgarian alone.
12 See Krapova (1999) on the Bulgarian auxiliary system and Harizanov (2019) for a recent
overview of the literature as well as an argument, based on Bulgarian participle fronting, for the
XQL¢{¢FDWLRQ RI KHDG PRYHPHQW ZLWK ;3 PRYHPHQW
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WHUPV RI WKH DEVHQFH RI D SDUWLFXODU SURMHFW.L

| propose that the ES vs Bulgarian contrast, viewed in the context of Roberts’ (2010)

proposal, provides us with another perspective on what structural deficiency could mean.

Specifically, Ipropose that structural deficiency of Tense in most of Slavic (as diagnosed

LQ 7TRGRURYLU EH XQGHUVWRRG LQ WHUPV RI IHDW
Consider the details of this proposal. The difference between Russian and Ukrainian

on the one hand and Bulgarian on another cannot reside in the presence/absence of the

AspP as | have argued to be the case with French, as the above researchstrakgs a

case for well-developed Tense and Aspect systems in Bulgarian, yet Bulgarian has V-to-T

and Russian and Ukrainian do fidtpropose the key difference is that the ES Tense itself

is deficient in lacking the uAsp feature while the Bulgarian T head is not and does have

theuAsp feature. Consider what this gives us: if Bulgarian T helssp feature, then the

Asp head will count asReficient Goal wrt T (assuming, of course, with Roberts, that

T always has other features) and Asp incorporation into T will take place in Bulgarian in

the same way that V-to-T takes place in French. The result we have derived is that the

absence of V-to-T in ES is not merely due to the presenceiieamediate projection

between T and v and the presenceadraesponding feature in v/V. Crucially, for the Goal

not to count as deficient with respect to the Tense Probe, Tense must itself be deficient

in lacking the corresponding feature. The account of ES developed here also illustrates

DQRWKHU SURSHUW\ RI 5SREHUWVYT DFFRXQW SLQSRLQWF

of Goal deficiency is &elative rather than @nherent one: &oal can be deficient with

respect to one Probe (here, T) yet non-deficient with respect to another (here, Asp). The

elaboration of the ES vs Bulgarian case further illustratésportant related point: @oal

is non-deficient when it has features that are not also present in the Probe, which entails

that whenever &oal is non-deficient, Brobe must b&s | conclude that as far as V-to-T

phenomena are concerned, recasting the no-TenseP position in terms of featural deficiency

of TenseP appears quite promisihg.

13 Note that B/C/S, Slovenian, Polish and other Slavic languages pattern with ES in this regard
and in terms of the lack of V-to-T. Thus, the proposal made here for Ukrainian and Russian
extends naturally to these languages.

:KLOH WKHVH QRWLRQV DUH FOHDUO\ LQWHUUHODWHG
GLUHUHQW HYHQ RRDPRVLWIE QAL HROWZBOHQ LW KDV PRUH IHLC
ZKLGBHWMREH LV GH{FLHQW ZKHQ LW KRDBWHFHLZ AU RBDW X K HYHU $RO\
having many other features not related to the Goal).

7THQVH BHLFRLBQW FDWHIRLOLUDUTFR@AHBW LQ (DVW 60DYLF V)
HVS /DYLQH DQG )UHLGLQ RQ 'HIHFWLYH 7HQVH :KLOH FRYH
DUH VWLOO FRQQHFWHG E\ WKH LGHD WKDW 7HQVH ODFNLQJ FHU
16 Itremains to be seen to what extent the phenomena accounted for in the no-TenseP tradition
VHH HVS %RANRYLUQ FDQ EH FDSWXUHG LQ WKH "H¢FLHQ
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3.4 On Optional IS-Related V Raising in (East) Slavic

Let us now return to the problematic aspect of East Slavic verb raising intatmeain,
namely its apparently optional character. | believe the empirical facts of ES demon
strate arintuition pursued in @aumber of recent accounts on head movement, most
prominently Matushansky (2006), Roberts (2010), Harizanov and Gribanova (2019),
namely the idea that what is referred to as ‘head movement’ likely subsumes more than
one operation. Thus, | propose that ES languages have V-to-Asp, which, on Roberts’
(2010) account assumed here can only be understoodyaisaatic operation (with
AGREE at its core). What we observe in East Slavic OVS and other contexts where
the verb appears to optionally raise into the Tense domain when it is given/D-linked,
is, | argue, syntactic movement as well, though distinct from the syntactic operation
implicated in V-to-Asp.

While numerous accounts have treated such movement as post-syntactic, not
in the least because of its optional and (presumably) syntactically vacuous character
(though see esp. Matushansky 2006 on this latter point), | believe there is important
overlooked evidence which implicates the syntactic nature of optional I1S-related verb
movement in East Slavic, namely its similarity to Object Shift in Ukrainian. As shown
in Antonyuk and Mykhaylyk (2013), Ukrainian Object Shift exhibits the same type
of apparent optionality described for I1S-related verb movement earlier in this paper.
Specifically, Object Shift, which is obligatory in situations where contextual informa
tion implicates the specific/partitive semantics of the object is nevertheless optional in
that the same semantic interpretation can be obtained without syntactic movement via
prosodic recontouring. That is, encoding the relevant semantics is obligatory, what is
optional is merely the means of encoding, i.e., via syntactic movement or via prosody.
Now, Ukrainian Object Shift is, beyond doubsyatactic operatiof the fact that the
exact same pattern of movement/prosodic encoding alternation is also observed with verb
raising then strongly suggests that the verb movement in question is also syntactic. Thus,
while length considerations prevent me from elucidating many of the relevant details,
if the account broadly sketched here is on the right track, it achieves several things:
(i) removes Slavic languages from the list of challenges to the weak RAH,; (ii) provides
further crosslinguistic support for Roberts’ (2010) treatment of head raising; (iii) relates
typological differences wrt V-to-T to differences in the functional sequence (Bobaljik and
Thrainsson 1998; Bobaljik 20p2nd featural specification of both Probe and Goal of
AGREE relation (iv) identifies two types of head raising in ES (V-to-Asp and IS-related
movement) and (v) argues for the purely syntactic character of both types of mot¥ement.

6HH HVS $QWRQ\XN DQG O\NKD\O\N RQ WKH LQWHUD
in Ukrainian.
18 See Antonyuk (in preparation) for a larger cross-Slavic proposal encompassing the issues
discussed here.
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3.5 The Predictions

The account proposed here makesimber of testable predictions that cannot be
properly explored here for space reasons. Aslastration, however, consider the
following. The idea that differences wrt V-to-T are to be traced to differences in the
functional sequence and the featural specification of heads suggests that there will
likely be other significant differences between the languages under investigation
that are similarly traceable to the presence/absence of AspP unbundled from the
TenseP. | suggest this is indeed so and the numerous observable differences manifest
themselves in the expected direction. For instance, as is well-known, constructionist
approaches to argument structure face challenges due to observed limitations on
syntactic malleability of roots (see Ramchand 2008; 2013 i.a.). Thus, theories that
attribute no idiosyncratic lexical meaning to verbs beyond the encyclopedic meaning
of roots (e.g., Borer 2005) predict greater syntactic freedom on the part of roots than
what is actually observed. For instance, (23) in English on such theories is predicted
to be a grammatical sentence, contrary to fact:

(23) 0D U\ slept the  baby. English

Slavic aspectual morphology has been known to interact with argument structure in

numerous non-trivial ways, e.g., by contributingaagument, adding Result phrase

or by creating whole argument structure alternations such as the Spray-Load alternation
$QWRQ\XN DE $UVHQLMHYLU D E -4XDJOLCL

QLXV TDWHYRVRY aDXFHU L D $V GLVFXVVEH

for instance, the counterpart of (23) is perfectly grammatical in Ukrainian and Russian,

with aspectual morphology providing the mechanism needed for coaxing the root ‘sleep’

into an (obligatorily) transitive frame taking an optional Inanimate Causer argument:

(24) Marijka pry-spa-l-a dytynu
Mary. 1" T z (E %o-sleep- %o (E » baby. LE|€
(svojim spivom Ipisneju) Ukrainian
self. , ¥ E ¢ <signing. , $ E * « song.it E e«

“Mary put the baby to sleep with her singing/the song”
= lit.: Mary slept the baby (with her singing/the song).

What we observe here suggests, on the extreme take, the possibility that the extent of
syntactic malleability of roots is determined by the functional vocabulary available to
the native speakers rather than by any inherent limitations imposed by the lexicon. The
fact that Slavic languages show more flexibility in this regard than English thus follows
from their richer functional structure, in particular, from the presence of AspP, with
aspectual morphology ensuring greater malleability of the root.
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4. Conclusions

This paper provides account of the lack of V-to-T movement in East Slavic in which

it is argued that while the Russian and Ukrainian data appear to provigpam

ently insurmountable challenge to the Rich Agreement Hypothesis, this challenge can
be straightforwardly overcome assuming wholesale Roberts’ (2010) treatment of head
movement as Goal incorporation, coupled with independently needed assumptions about
typological differences in the functional sequence and featural specification of heads.
The proposed analysis not only removes the ES languages from the list of empirical
challenges for the weak RAH, it is straightforwardly extendable to all of Slavic. Finally,

I have posited two types of head movement in ES: obligatory V-to-Asp and optional
Information Structure-related head raising into the T domain and argued that both are
strictly syntactic phenomena. The predictions made by this account, while only briefly
discussed here, both further support the account as well as suggest that tracing typological
cross-linguistic differences to the presence/absence of AspRRngw@age’s functional
sequence is a worthwhile undertaking.
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Deverbal Nominals in Czech:
Stem and Root Nominalization
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Abstract: Czech deverbal nominals have two different kinds of morphological endings.
The confusing thing about these is that either form can actually be usedraplax

event nominal (CEN) or result nominal (RN). Itis the origin of their derivation which can
explain this. One type of derived nominals (DN) is derived from the verbal stem and the
other type originates directly from the verbal root. These origins result in distinct-proper
ties and can account for the more verbal nature of the stem derived CENs and the more
nominal nature of the root derived RNs of both morphological types of DNs in Czech.

A further analysis also explains how these two types of DNs share some properties and
why there can be two morphologically different DNs from the same verb.

Keywords: derived nominals; Czech; roots; stem derivation; feature switch

1. Introduction

There have been many approaches towards deverbal nominals in English and other
languages. One of the most influential works on this topic is without doubt Grimshaw
(1990). Her analysis of complex event nominals (CEN), event nominals (EN) and result
nominals (RN) and their distinct properties is still valid, and many use ipastaof
departure for their analyses of various languages. A more generativist perspective is
assumed by Borer (1993). In her approach the treatment of DNs is seen as two different
kinds of derivation, one of which is lexical, meaning that the noun is derived at the level
of lexicon before being inserted in the D structure, and the other one is syntactic, when
the noun can be derived later after the insertion into D structure. She applies this to
English CENSs, which she calls process nominals, and claims that these are derived post
syntactically while English RNs are derived pre-syntactically. The lexical pre-syntactic
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derivation puts RNs on the par with non-derived nominals and could help explain why
RNs have purely nominal properties. CENs are derived througised verbal head
which moves to the N head affix.

In her subsequent work Borer (2003) turns her focus on the presence or absence
of theargument structure (AS) and distinguishes between AS nominaleerdntial
nouns. This means that only the nouns derived syntactically from verbs can have the
argument structure from the verb and the suffix itself does not carry any verbal features.
The derivation is still taking place at two different levels — for this reason she uses
the term parallel morphology. This approach differs from the Distributed Morphology
(DM) framework namely in the pre-syntactic level of insertion, which is something not
acceptable for DM. In the DM framework Marantz (2000, 2001) treats the derivations as
originating from the roots with the application ofastract categorizeryeor n toyield
the particular part of speech. These categorizers are phonologically empty.

Borer (2014) updates her analysis and joins the two ideas. To distinguish between
AS nominals and R nominals she deems it necessary to consider, on the one hand, the
level of derivation and on the other hand the combination of roots with categorial functors
(C-functors). Both AS and R nominals (those without AS) are morpho-phonologically
identical. The difference between the two lies according to Borer in their “distinct
syntactic properties of the larger nominal constituent within which the derived nominal
is embedded” (2014, 80). She appligs@down, constructionist approach to event/
argument structure because she claims that the argument structure cannot originate from
the embedded verb nor can it emerge from the root. Roots are devoid of any semantic
and syntactic properties; they serve as mere phonological indices and moreover they do
not have argumentsThe derivation of R nominals happens wheoa gets embedded
within a C-structure with goarticular C-functor, which results in their category. The
structure of AS nominals is more complex with up to two additional layers, X and Y
of the extended verbal projection. They layer Y is optional, licensdigeet internal
argument, and the layer X licensing an event argument or even external argument.

The most important part of her study concentrates on the compositionality of the
DNs. AS nominals are seen as always compositional, i.e., they inchadesd stem and
also the nominalizing suffix. R nominals, on the other hand, can be either compositional
or non-compositional. This is not surprising since “[e]Jvent denotation, as such, is not
restricted to AS-nominals and is rather found in underived nominals as well” (Borer
2014, 72). An example of that would be nouns such as class or wedding (EN according
to Grimshaw) which can have the eventive meaning. Their duration cannot be expressed
through aPP (*the class for two hours), but they need to follolglat verb, e.g., the
class lasts two hours.

1 This is in contrast with Harley (2009), who claims that roots can actually take internal
arguments.
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In our analysis, we are going to build on Borer’s and DM analyses, but we will
need to adjust these according to the particularities of Czech DNs.

2. Czech Deverbal Nominals

The Czech deverbal nominals are traditionally divided into two categories based solely
on their final suffix. The two types of derived nominals in Czech according to their
endings are:

x type 1: has the endingj/ti as in balenipackaging’ or psani ‘writing’

X type 2: has @reater variety of possible nominalizing endings (includizgra
suffix), but the most typical suffixes inclutée/kaas in malba ‘painting'or pHW E D
‘reading’

They are typically further specified as to their semantics. Type 1 nouns tend to refer
to events and actions. Type 2 nouns refer either to agents, instruments, results but also
states and events.

(1) XpHQt P\Wt Y\atYiQt JNRX&HQt
‘teaching, washing, embroidering, examining’

(20 XpLWHO P\pND YéaLYND ]JNRX&ND
‘teacher, dishwasher, embroidery, examination’

,Q WKH SUHYLRXV OLWHUDWXUH 3DQHYRYi .DUOIN

have been thoroughly treated mostly with regard to their dis(similar) morphosyntactic

properties, but there has beetieeper syntactic analysis lacking. Namely, their deriva

tion processes were not paid sufficient attention to and the explanation of their different

syntactic properties thus fell short. In this paper | am trying to address this gap from

the point of view of their different origin, and in the light of that | am trying to explain

their syntactic behavior which is sometimes different and sometimes almost identical.
These two types of nominals have many similarities with most regular non-derived

QRXQV )ROORZLQJ .DUOtN DQG 1<«EOHU DQG .DUOtN

include: the ability to appear aftepeeposition (3), the ability to follow determiner

(4) and allowing for a relative clause post-modification (5)—(6).

(3) EH] INRXAN\ INRX&HQt
‘without an exam/examination’

4 WD JNRX&ND WR [NRX&HQt
‘this exam/examination’
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(5) INRXA&ND NWHUiI WUYDOD KRGLQX
‘an exam which lasted an hour’

(6) INRXaHQt NWHUp WUYDOR KRGLQX
‘examination which lasted an hour’

Regarding their inner structure, both type 1 and type 2 can(@)yaNs with some parts

of the AS and RN&These two kinds of nominals differ in their more or less verbal or
nominal properties. The RNs have strictly nominal properties, which means that they
resist aspect (7), resist instrumental (INS) agent (8), can be modified by genitive (GEN)
and a PP (9), are countable (10), and do not require an internal argument (11):

(7) (napsat) QDSVDQt Y\VEtUDW Y\VEtUND
write. %o ~ < ® writing %o ~ < collect.%o ~ < * collection.%o ~ < ¢

(8 SVvDQt 3HWUHP VEtUND 3HWUHP
writing Petr. ,  GE collection Petr. , 1 E

(99 sSvbQt PRMt VHVWU\ VEtUND QDa@HKR NRVWHOD

writing my. € ~dister. € ~ collection our. € ~church. € ~

‘a letter of my sister’ ‘a collection of our church’
(10) GY SVDOQt W L VEtUN\

‘two writings’ ‘three collections’

(11) (@) 3HWU VEtUi PLQFH3HWU SVDO -DQ
Petr collects coins.acc Petr wrote Jana.dat
‘Peter collects coins’ ‘Peter wrote to Jane’

(b) SBHWURYD VEtUND 3MVWWRYR SVDQt -DQ
Petr’s collection (coins.gen) Petr’s writing (Jana.gen)
‘Peter’s collection of coins’  ‘Peter’s letter to Jane’

(C)ENs on the other hand can keep the original verbal argument structure and are there
fore less nominal than RNs. There are many examples of (C)ENSs of type 1 and 2 from the

2 With type 2 | am not using CEN but only EN as the type of event depicted by this kind of
QRPLQDO LV VOLIJKWO\ GLUHUHQW WKDQ WKH &(1 QDPHO\ O
IXUWKHU GLUHUHQFHVY EHWZHHQ &(1V DQG (1V LQ VHFWLRQ
derivation process.
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same verb used in similar contexts (12)-(13). However, their structure is not identical.
If type 2expresses aBN, then it can keep the argumetructure of the verb — the object
is realized as an NP in GENFor type 1 this is necessawyith transitive verbs) (13).

(12) 3URGIQt bytu zabralo Petrovi F H O podpoledne.
selling.|~1 «" % ~ADW €todk Peter.}ze whole afternoon
H6HOOLQJ WKH ADW WRRN 3HWHU ZKROH DIWHUQRR:

(13) Prodej (bytu) zabral Petrovi F H O podpoledne.
sale.~% <%~ ADW €£~tbok Peter.}zewhole afternoon
H7KH VDOH RI WKH ADW WRRN 3HWHU ZKROH DIWH

This is but one of many differences between the types 1 and 2 (C)ENSs. This and further
differences which will be presented all stem from the nature of the type of derivation
of these nominals.

Let us take dook at type 1 CENSs first. These nominals can be derived from almost
any verb (except for modals and some stative verbs). They foracla bigger category
including mass nouns in singular neuter only. Ithgghly productive category including
nominals derived from loan verbs. The loan verbs are easily transformed into nominals
just by adding the suffix -rds in the case of verb sharovat ‘to share’ in infinitive and
the DN sharovani ‘sharing’. Type 2 ENSs typically do not allow for this as their deriva-
tion is not that productive. They come in different kinds of genders as they have full
grammatical paradigms.

3. Two Different Derivations of Czech DNs

The Czech DNs of both morphology types can and do function as (C)ENs and RNs, but
the above-mentioned analysis suitable for English does not seem to work too well for
Czech. The problem is that type 1 visibly keeps# of the verbal stem while type 2
does not seem to have enough verbal properties to be deemed derivesdrbratall,

but instead it seems that it is derived directly from the root. So, the question is, how it
is possible that one form can function as both RNs and (C)ENSs.

Deverbal nominals in Czech originate either from (verbal) stem derivation or
directly from the root. In case of type 1 (ni/ti) we talk about the stem derivation as in:
Ve - & (1 : 51This can help account for the fact that all type 1 DNs are primarily
CENs and only some of these can function as RNs as well. In the case of type 2 (ba/ka)
we are talking about acategorial ROOTs in the sense of Halle and Marantz (1993). The
root combines with aominalizing nhead and becomesRN. The next possible step

3 lamusing a NP rather than a DP for Czech because unlike English, Czech does not require
the determiner layer for singular nouns, the D layer is optional.
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is the eventive use of this DN: : 51 : (1 This results in the fact that all type 2
DNs are first and foremost RNs and only some of these can function as ENs.
The stem derivation of type 1 issaquential procedure. Following Borer (2014)
| claim that first the CEN is derived from the verbal stem and then in some daikes a
is derived from the CEN. This kind of consecutive derivation explains why there is no
RN of type 1 that would lack its CEN type 1 counterpart. The stem-derivation of CEN
KDSSHQV DW WKH VIQWDFWLF OHYHO SKDVH ILQDO RI L

(14) vybavit Y\EDYHQtY\EDYHQ't
equip., ¥+ equipping|~ £ equipments

The thematic affix present in these DNs is what distinguishes them from the other type
of ENs and is responsible for their more verbal properties.

The most difficult question is how one and the same form can function as two different
kinds of nominals. | claim that the initial derivation process is the same for CENs and
RNs of type 1; however, the CEN can be ‘coerced’ (Harley 2009) into becorRiNg a
So, the next step involvekiand of a‘feature switch’ through the uninterpretable features

3DQDJLRWLGLY DQG *URKPDQQ +DYUDQRYi RI 51

morpheme added to the CEN but it simply switches its catégory.

(15) AHKOLAMKOHQ®
iron., ¥« ironing. | ~ ¥

CEN of type 1 in dree schema which shows the stem derivation and the retained
aspectual structure.

(16) toto ]G O R X KniaMyani  pokoje
‘this lengthy painting of the room’

4 Harley (2009, 338) interestingly notices that just as mass nominals can frequently become
countable nominals, so can AS nominals get the resultative reading, acquiring the capacity to express
grammatical number. This process (and the Num head) as a by-product excludes the presence of
a syntactic object.

5 There have been prior attempts at the explanation of the seeming polysemy of DNs in various
languages. Bierwisch (1990) comes up with the idea of the conceptual shift applicable to German
"1V ZKLFRRYWYRPDQWLF OH[LFDO GULIW RI FHUWDLQ LWHPV % V
categorial switch idea. The applicability of the shift depends on the semantic-syntactic properties of the
given verb. Another such example is Pustejovsky (1995), who treats DNs as polysemous, to be precise,
complementary polysemous. This is a property that other non-derived nouns have as well. We can see
this in the case of zero morpheme derivations of e.g., to call and a call or in metaphorical use of nouns.
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DP

N

D° NP
toto

AP NP’[F\]
zdlouhavé

AspevP [F] NP

/N

Aspev AspgP N

-ni /\pokoje

Aspg Vsmem [F]
malova-

JLIXUH Czech CEN.

RN of type 1 in dree schema including the categorial feature switch from CEN to RN.

(17) WRWR pEhaMehenp
‘this red award’

DP
D° NP
toto
AP NP’
b Kené
Aspzvp [Fv] NPrN
J[uR]
Aspev AspoP
-ni
ASpQ VsmEm [Fv]
vyZanena

JLIXUH Czech RN of type 1.
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The other type of the nominalizing process diract root nominalization yielding
atype2 RN. The process of type 2 nominalization must be different from that of type 1
as not all RNs of type 2 have their EN counterpart. The processas mominalization

in the sense of Marantz (2001) and Harley (2008) where the acategorial root merges with
the specific type of nominalizing suffix n°. And also here, in order to getrasponding

EN, the feature switching is applied.

(18) malovat ¥ mal-ba malba
paint., 1 ¢ picture<f painting.~ £

(19) VNRpPLW sk-ok @
jump., e jump. <t

RN of type in a tree schema showing the nominalization from the root.

(200 WDWR mMalBaVv Qi
‘this beautiful painting’

/DP\
De° nP
tato
AP nP
krasna /\
n° Wy
-ba ymal

JLIXUH Czech RN of type 2.

EN of type 2 in a tree schema showing the categorial switch from RN.

(21) WDWR ] Gr@IBaXdKoj¥ i
‘this lengthy painting of the room’
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D

/N

DO

P
NP
tato /\

AP NP[F\]

zdlouhaa /\

NP [F] NP

nP NPEN N

/\ @[F.] pokoje
n° ¥p
-ba ¥mal

JLIXUH Czech EN.

The properties of both morphological types of Czech DNs can be summarized in the
following table:

VYR ni/ti  alltype 1l — sometypel 6WHP 9: &(1:51
W ba/ka — some type 2 all type 2 BRRW5¥:(1

7TDEOH Summarizing table

4. Different Properties Based on the Particular

Kind of Derivation
The RNs of either type of DNs seem to share rather similar purely nominal properties.
However, depending on the origin of the (C)EN, we can see their different behavior.
This is specifically applicable to their argument structure. Based on the analysis above,
it is not surprising to see that type 1 CENSs retain more verbal features than type 2 ENs;
these features namely include the ability to take reflexive pronouns (22), to express
repetition and aspect (23), and take negation (24), and the ability to be modified by As
expressing frequency (25).
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&(1 W\SH YV 7\SH

7\SH PDORYiQt VH puSDLQWLQJ RQHVHOIT
Type 2: *malba se

7\SH VEtUiIQt KRGLQX ]D KRGLQX
‘picking for an hour’
Y\WWEtUIiQt KRGLQX ]D KRGLQX
‘having picked in an hour’

Type 2: stavba (hodinu / za hodinu)
(innert)  ‘building for / in an hour’
dostavba (hodinu / za hodinu)
‘having built for / in an hour’

7\SH QHPDORYIiIQt QHVEtUIQt
‘not-painting, not-picking’
7\SH QHPDOED QHVE U

7\SH pDVWp PDORYiQt
‘frequent painting’

7\SH "pDVWi PDOED
‘frequent painting’

Moreover, only the CENs, which denoteerent, can keep the argument structure, which
corresponds to the argument structure of the verb, i.e., they have both the internal and
external argument. The ENs of type 2 can keep just the internal argument, but they do
not necessarily need it (27).

(26) 3 HGQiaHQt OiWN\ QD a profesorem).
presenting| ~ £ topic.€ ~ 1 our., ¥ @professor. , ¥ E
‘Presenting the topic by our teacher’

(27) (a) 'QHAaQtmalba ]JIWL&t *(studenty) trvala hodinu.
today’s painting.~ £ still-life. € ~ fstudents. , ¥ ook hour
‘Today’s painting of the still life (by the students) took an hour.’

(b) '"QHAaQtmalba - trvala hodinu.

today’s painting.~ ¥ took hour
‘Today’s painting ____ took an hour’
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Perfective verbs (PERF) and nouns alike need objects to be expressed (28) unless
they are inherently understood, while imperfective (IMPF) verbs and nominals derived
from them do not need them but can have them included (29). Since the perfective aspect
is not compatible with type 2 ENs (30), this only applies to type 1 CENSs.

(28) 3 HPDORYIi®RPDOR*ddahu) QiP zabralo FH Qodpoledne.
Repainting %o ~ painting.%o. ~ <mouse  us took all  afternoon
‘Repaintintg/painting the house took us all afternoon.’

(29) ODORYiQ tdomu) QiP zabralo FHO podpoledne.
painting., T %o house us took all afternoon
‘Painting the house took us all afternoon.’

(30) *Pomalba (domu) QiP zabrala FHOp odpoledne.
Painting.~ ¥ %o ~kouse us took all afternoon

According to Grimshaw (1990), only CENs could be modified by modifiers which
indicate agenthood as the external argument is somewhat preserved in the structure. The
ENs do not seem to operate too well with such modifiers.

(31) ]liP UQp SRUXA&R Yp@del
intentional violating.| ~ 1 rules. € ~1
‘an intentional violation of rules’

(32) ]JiP UQi porucha WHFKQLFNPKRQ't
intentional failure technical € ~ £ mechanism€ ~ £

Another of Grimshaw's original tests includes the applicability of adverbial modifiers.

If we apply such modifiers to Czech CENs and ENs, we can see the difference at first
glance. Even though it is mostly more natural to use adjectival modifiers for both types
of DN, it is downright ungrammatical to modify ENs with adverbials.

(33) (@) RGSUHIHQWRYiQt WpPDWX MDVQ D VUR]XPLWHOQ
‘presenting the topic clearly and understandably’

(b) MDVQp D VUR]XPLWHOQpP RGSUH]JHQWRYiQt WpPDW
‘clear and understandable presenting of the topic’
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(34)(d MDVQi D VUR]XPLWHOQi SUHIJHQWDFH WpPDWX
‘clear and understandable presentation of the topic’

) SUHIHQWDFH WpPDWX MDVQ D VUR]XPLWHOQ
presentation (topi€ ~)fclearly and understandably

5. The Arguments of Czech CENs

Depending on the verb’s valency the DN can have zero, one or two arguments. DNs
derived from mono-transitive verbs have the patient in genitive case and the agent is
typically expressed by a@nstrumental case NP. Both arguments appear post nominally,
and the agent assumes the position of an adjunct.

(35) (&) SRVHNIQ tzahrady ]DKUDGQtNHP
mowing garden. € ~ ¥ gardener., I E
‘gardener’s mowing the garden’

(b) prodej domu *otcem
sale house. € ~t father., &

Moreover, if the agent is animate and singular, it can appear pre-nominaipsseasive
NP. This works for both CENs and ENs and also any other non-derived noun.

(36) (a) ]DKUD G Q S\RRAMRNZ&itady
gardener's  mowing garden. €~ 1
‘gardener’s mowing the garden’

(b)) RWF$Y  prodej domu
father’s sale house. € ~ t
‘father’s sale of the house’

If there is only one argument present, then it is in genitive case and the meaning can be
ambiguous as to whether it is the agent or the patient, especially if both NPs are animate.

(37) SRNRXaHay
temtping Jane.€~1
‘Jane’s tempting/Jane is being tempted’

It is, however, necessary to add that the patient (verbal object) is not compulsory for
imperfective DNs with argument structure, only for the perfective ones as we have seen

LQ i
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With ditransitive verbs in Czech, we expect to get two NPs, one in the accusative and
one in dative case. These verbal objects typically fulfill the roles of theme/patient and recipient
respectively. After nominalization, the cases change from accusative to genitive for the patient
and dative remains the same for the recipient. This is not surprising as it is the structural
case which changes while the (inherent) lexical case stays the same. Theresieiso a
left-right order of cases in Czech: NOM-ACC-GEN-DAT-INS (cf. Caha 2009, 47). So, the
GEN needs to precede the DAThe theme/patient is the obligatory argument of the verb
and in the nominalized structure it is an obligatory GEN case marked argument of the DN.

(38) 6WDURVWD OHWRY GDURYDO G WHP KUDpPpN\
‘The mayor gave (children) toys this year.’

(39) 'DURYiQt KUDpHN G WHP S LQHVOR VWDURVWRYL
‘Giving the toys (to children) secured the mayor new votes.’

(40) Eva napsala (Adamovi) dopis.
‘Eva wrote a letter (to Adam).’

(41) 1DSViQt dopisu $GDPRYL WUYDOR (Y WéEGHQ
‘Writing the letter (to Adam) took Eva a week.’

The CENSs with AS (unlike ENs) are compatible with different aspects through prefixes
but also through the stem& morpheme, which triggers the imperfective aspect.

(42) (a) zastavit zastavovat
stop. %o ~ <+ stop., T %o *

(b) IDVWDYHQDVWDYRYiQt
stopping. %o ~ <stopping. , T %o *

The aspect layer of the CENs has two consequences, firstly that nouns derived from
transitive perfective stems have to haveaert patient expressed asMR (28)—(29).

This holds in almost all cases with the exception of understood objects hitited

number of verbs, such as vytirani ‘mopping’ or 8 HK O H Q t ‘ironing’ as it is assumed the
the unexpressed objects amgirani podlahy ‘mopping the floor andHKOHQt SUiIGO
‘ironing the laundry’.

$FFRUGLQJ WR 'YR iN WKH &]HFK "S\DRYMNIS H R ZEMN B
(n/t can actually be found in Czech passives) and are thus unable to check the accusative case or
case mark anything at all. That is the reason for the genitive case.
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6HFRQGO\ 'YR iN QRWLFHVY WKDW WKH SUH
inability to combine with durative adverbials. We have already seen that type 1 CENs
can combine with timadverbials such as in dour /for anhour. But this applies only
as long as they are derived fromianperfective verb (43). When@EN is derived
from aperfective verb it cannot combine with durative adverbials but only with the
terminative ones (44).

(43) PDORYiIQt MHGQRKR REUD]X ]D KRGLQX KRGLQX
‘painting one picture in an hour / for an hour’

(44) QDPDORYiQt MHGQRKR REUD]X |]D KRGLQX KRGLQX
‘having painted one picture in an hour’

The DNs derived from intransitive verbs also mirror their inner structure, unergative
verbs likearrive or stutter have just the external argument, which is the agent.

(45) Jan koktal
Jan. "t stuttered
‘Jan stuttered’

(46) N RN W i Qana/*Janem
stuttering Jan. € +Jan., I E
‘Jan’s stuttering’

Another subclass of intransitive verbs are unaccusatives suchadiall These do not
express the agent in the subject position but rather a patient or theme.

(47) G G Hp ldpadl
‘a grandfather fell’

(48) XSDGQB&VBtHPND G GHpNHP
falling grandfather. € fgtandfather. , ¥ G
‘grandfather’s fall’

These DNs mirror the argument structure of the verbs they are derived from, namely not
being compatible with the agents expressed in an INS case phrase.

6. Conclusions

The DNs are of three different syntactic types in Czech, complex event nominals, event
nominals and result nominals. RNs of both suffix type 1 and 2 show identical (nominal)
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properties and they do not retain any verbal features. CENSs of type 1 suffix retain more
verbal properties because they are derived from the verbal stem and ENs of type 2 are less
verbal because they are derived through RNs. This means that they do not have the verbal
argument structure. They are at best eventive nominals on the par with some eventive
non-derived nouns such as hodina ‘class’ or svatba ‘wedding’. The verbal stem deriva-
tion of CENs and the root origin of the RNs explains their different syntactic properties.
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Allomorphy Conditioned by
Post-Linearization Spanning:
Evidence from Italian Theme Elements
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Abstract: This contribution provides empirical support from Italian for span-conditioned
theme (vowel) allomorphy. Crucially, following Merchant’s (2015) Span Adjacency-Hypo
thesis and Haugen and Siddigi's (2016) proposal of adopting post-linearization spanning for
non-lexicalist realizational models of morphology such as Distributed Morphology (DM,
Halle and Marantz 1993), it is argued that the preferable model of spanning is indeed the
one which targets linearly adjacent formal features without reference to structural consti-
tuency. With regard to previous analyses involving Italian theme formatives (Embick 2016,
Calabrese 2019), the analysis presented here manages to hold without having to resort to
additional morphological operations such as fusion and impoverishment.

Keywords: allomorphy; theme formatives; distributed morphology; spanning

1. Introduction

In recent years, research on the Romance verbal system has often focused on providing
evidence for the presence of paradigmatic patterns known as morphomes (Maiden
2004, 2005, 2018). From this perspective, Italian third conjugation verbs displaying the
so-called -isc- augment are considered to represent the type of distributional regularity
expressed by one of the most prominent morphomes in Romance verb morphology
known as the N-pattern (Meul 2010, 2013, Da Tos 201l8) augment appears only in

1 According to Maiden (2009), the source of the N-pattern is in fact phonological, i.e., brought on

E\ WKH TXDOLW\ GLUHUHQWLDWLRQ EHWZHHQ VWUHVVHG DQG
morire ‘die’ wherein the Present Tense singular forms, the 3 %o ... and the 2 (E € imperative share a roo
distinct from the rest of the paradigm (e.g., ih@ié ‘I die’ vs. 1 %moriamo ‘we die’). Apparently

the pattern then appealed also to other verbs whose root alternation was not due to phonological
reasons but which nevertheless showed the same distributional pattern.
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the Present Indicative and Subjunctive forms — except for the 1 %o ... and the 2 %o ... —as w
as the 2 E € Imperative (cf. TabBle 1).

Present Indicative | Present Subjunctive

fin-[isk]-o fin-[isk]-a

FI&E 1LQ >LUuUu@ Lfiniskl-a fin-[isk]-a
ILQ >LUU@ Hfin-[isk]-a

fin-[ja]-mo fin-[ja]-mo

fin-[i]-te fin-[ja]-te fin-[i]-te
fin-[isk]-0-no fin-[isk]-a-no

Table 1. Distribution of the augment in Italidinire ‘end™

However, while this observation may hold true for standard Italian, some Italo-Romance
varieties, such as Ligurian, can give un@re varied and contrasting picture of the
intra-paradigmatic distribution of -isc-, thus dispersing the original pattern of distribution:

LQ 7TDEOH WKH YDULDQW LU L KDV EHHQ H[WHQGF
Present Subjunctive. The same pattern can also be observed in many Lombard dialects
(e.g., Ticinese), in Upper Engadinian and is additionally found in Corsican and in related
dialects in northern Sardinia (Meul 2010, 14).

Present Indicative | Present Subjunctive

SDW >LUL@ XSDW >LU@ H
SDW >LU@ L SDW >LU@ L
SDW >LU@ H SDW >LU@ H

EXA pat-[i-mu SDW >LUL@ PX
X pat-[i]-i SDW >LU@ L

SDW >LU@ H SDW >LU@ H

Table 2. Ligurianpati ‘suffer’ (Meul 2010, 14)

2 For reasons of space, this paper focuses on the augment’s presence in the Present Tense. As
for the Imperative, a more in-depth discussion remains a desideratum of further investigation.

3 The velar /k/ in /isk/ is palatalized when it occurs before front vowels, therefore yielding the
YDULDQW LU RU PRUH SUHFLVHO\ EHEad b@QEEQWHUYRFDOL
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Finally, in some dialects such as Milanese the -isc- augment has also extended to the

Conditional and Future tenses. As can be observed in Table 3, the eleméraadisa/

/il seem to be paradigmatically complementary — eitheccagiEd® or 1 GE&pissaroo

‘I will understand’ is being used — but syntagmatically incompatible (*cap-iss-i-roo).

The sequences /isa/ and /il seem thus mutually interchangeable which prompts Meul
WR FRQFOXGH 3$V IRU LWV pVWDWXVY WKH LQ¢

morph of the thematic vowel /i/ of the fourth conjugation.”

Conditional
cap-i-réo / cap-iss-a-réo cap-i-ria / cap-iss-a-ria
cap-i-rée /cap-iss-a-rée cap-i-riet / cap-iss-a-riet

cap-i-ra / cap-iss-a-ra cap-i-ria / cap-iss-a-ria
cap-i-rémm / cap-iss-a-rémmcap-i-riom / cap-iss-a-riom
cap-i-rii / cap-iss-a-rii cap-i-riov / cap-iss-a-riov

cap-i-rann / cap-iss-a-rann  cap-i-rien / cap-iss-a-rien
Table 3. Milanese capi ‘understand’

Crucially, Meul's concluding remark refers exclusively to the Milanese data. In what

follows, | will address the possibility that the -isc- augment does indeed function as
a theme allomorph, however not only in some Italo-Romance varieties but also in
standard Italian.

2. Theme Vowels in Italian

Traditional analyses of Romance verbs typically divided form into root, theme
vowel, and inflectional suffixes. The theme vowel (or thematic extension) determines
the morphophonological surface shape of the verb, however it does not contribute to its
syntactic or semantic meaning. The theme vowel thus seems to facilitate the recognition
of class membership aspurely morphological marker” (Oltra-Massuet 2020). Across
frameworks it is described in similar ways, as “morphological glue” (Anderson 1992),
“empty morph” (Aronoff 1994) or “ornamental piece” (Embick 2010).

4 Insome varieties of Lombard (as in the Milanese example above), the presence of the augment
JRHV WRIJHWKHU ZLWK WKH JHQHUDOL]DWLRQ RI WKH (¢UVW F
the form /isa/ (cf. Meul 2010).
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Based on the form of the infinitive, Italian verbs are usually divided into three
conjugation classesverbs ending in -arge.g., cant-a-résing’) constitute by far the
largest class. Moreover, the first conjugation class is highly productive since new verb
creations are more likely to belong to this class than to any other (e.g., chattare ‘chat’,
instagrammare ‘instagram’, selfarsi ‘takesalfie’). It also contains mainly regular verbs,

i.e., verbs that have only one single stem for all tense forms. On the other end of the
spectrum, second conjugation class verbs in(f@mend-e-re ‘take’, tem-e-re ‘fear’)
account for the smallest group; they are mostly comprised of less frequantienegtlar

verbs. Finally, third conjugation verbs in -tan generally be divided in verbs presenting

the augment -isc- in the Present Tense forms (and the 2 (E € imperative) except for the 1 %o .
and 2 %o ... (fin‘finésh’, cf. Table 1) and (a much smaller group of) verbs that are formed
without the augment (e.g., dorm-i-re ‘sleepAlthough assumed to be little productive

as awhole, new (mostly parasynthetic) verb formations presenting the -isc- augment
have been introduced to this class over the years (e.g., ingiallire ‘turn yellow’, abbellire
‘improve, adorn’).

The theme vowel can easily be identified in the infinitive since it is located between
the root and the inflectional suffixes. In other forms, however, the theme vowgiveia
conjugation class may be missing (e.g., Present Tensmtés ‘€sing’, prend-o ‘take’,
dorm-o ‘I sleep” or may present aallomorph of the original theme vowel (e.g., Present
Tense 3 %ant-a-no ‘ they sing’ vs. prend-o-no ‘they take’, dorm-o-no ‘they sleep’).
Comparing any non-augmented verb witreagmented verb, it becomes rapidly clear
that the presence of -isc- actually facilitates the classificatiogioea verb. The surface
forms of 1 Ge&nto,prendo,temo and dormmay as well belong to any of the conjuga
tion classes, but finisdmmediately evokes recognition of third conjugation affiliation.

It thus seems that -isc- functions ageay strong identity marker. Just as the theme
vowel, the augment -isc- ismaorphological formative necessary in some forms of the
paradigm to form atem before adding inflectional suffixes. Just as the theme vowel,
it does not have any syntactic or semantic properties that could impinge on the overall

5 There are alternative proposals such as the division of the verbs into two macroclasses: the
cUVW FODVV FRQWDL Qhé sécdhdEMsQniptisesivdrly eading inaadeire
(Dressler and Thornton 1991). However, many other similar analyses usually divide the second
macroclass in more subgroups (Vincent 1988, Schwarze 1999). For the purpose of this paper,
the exact number or type of conjugation subclass is not really relevant; in any case, all proposals
separate, at some poirite-verbs with augment fronire verbs without augment.

6 Inarecentstudy, Da Tos (2013, 47) analyzed 450 (non derivated) verbsamd-gencluded

that only 19 were in fact non-augmented verbs.

7 According to Scalise (1994, 155), the theme vowel is present in the underlying form but due
to an ubiquitous vowel deletion rule the theme vowel is deleted when followed by another vowel
(e.g., cant-a-o > cant-o ‘I sing’).
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meaning of the verb. Just as the theme vowel, it seems fouvelg morphological marker
that instantiates conjugation class membership. It thus seems plausible to hypothesize
that -isc- functions astaeme and is therefore located in the theme position of the verb.

But one last minor issue still needs to be addressed before the hypothesis can
be implemented in formal analysis. The vowel /i/ in the sequence -isc- and the third
conjugation theme vowel /i/ are homophonous. It is important to stress that theivowel
in -isc- is not the theme vowel /i/. This can easily be shown by looking at the 3 %o ...: in the
augmentlesdorm-o-no the theme vowel allomorph /o/ is present (just like in second
conjugation verbs such as prend-o0-no); in the augmented fin-isc-0-no, the same allo
morph/o/ is also present. Since /isk/ is not situated in the verbalizing head (l#ttleevg,
only remains one position and that is the theme position. To sum up, the theme elements
we are actually dealing with in third conjugation verbs presenting the augment are /iski/
DQG LUUL ZLWK WKH VHFRQG YRZHO L JHWWLQJ HLWK
(e.9., 1L E € ffin-isk(i)o/, 2 EEQ LUU L L RU XQGHUJRLQJ D SURFH
fin-isko-no/) or lowering (e.g, 8 € ILQ)LUUH

3. Theoretical Background
| propose aranalysis of Italian third conjugation verbs presenting the augment -isc-
within the theoretical framework of Distributed Morphology (DM), as introduced in
Halle and Marantz (1993, 1994) and modified ever since in much related work (Harley
and Noyerl999, Harley and Ritter 2002, Folli and Harley 2004). In DM, the lexicon
is assumed to be distributed over several lists. Morphosyntactic processes derive hier
archical structures from roots and functional elements. Furthermore, morphological
operations precede morphophonological realizations, by which Vocabulary Items (VI)
are inserted in terminal nodes previously created by syntax. Crucially, the insertion of
different Vls for the same root is dependent on properties of the subsequent syntactic
context. Moreover, gealizational (“late insertion”) view for both roots and functional
elements is assumed (Harley 2014). Hence, allomorphy can only be triggered by elements
that are linearly adjacent.
5RPDQFH WKHPH HOHPHQWY DORQJ ZLWK 3 IHDWXUH
awell-formedness condition on syntactic functional heads (Oltra-Massuet 1999,2006gi
Pomino 2008, Pomino and Remberger 2019). More specifically, they are adjoined to little v
via anode-insertion process (e.g., “node sprouting”, Choi and Harley 2019). The tree struc
ture in (1) shows the product of the syntactic derivation at spell-out while the structure in
LOOXVWUDWHY WKH DGGLWLRQDO QRGHV 7K 7KHPH

8 Overall, theme vowels could be verbalizers and thus exponents ot liglelien 2015,

Fabregas 2017) but in Italian this seems very unlikely since in verbs such as anal-izz-a-re
‘analyze’ both an exponentofv £+ WKH FDXVDWLYH VXv[ izz--aswell as an exponen
node — the theme vowal— are present simultaneously.
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1)

()

Following Oltra-Massuet’s (1999) observations regarding Catalan conjugation classes,
it is assumed that the different Italian conjugations are also hierarchically interrelated
according to their degree of markedness. As discussed in 82, the first conjugation class
contains mainly regular verbs and is, moreover, the most productive group, essentially
thus the least marked class, followed by third conjugation verbs that present the augment
who may be less regular and less productive but still more so than third conjugation
verbs without augment and verbs of the second conjugation class, which are therefore
both more marked.

To better understand the markedness hierarchy underlying the different conjugation
classes, it thus seems plausible to think of theme elements as encoding conjugational
information in terms of abstract features (Oltra-Massuet 1999, 2020). Theme elements
can then be organized imzarkedness hierarchy wherein those elements witgheer
number of positive features are more marked than those with less or none positive
features (cf. the concept of “feature geometry” in Harley and Ritter 2002). The theme
markedness hierarchy is illustrated below.
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(3) Theme Vowel Markedness in Standard Italian (based on Napoli and Vogel 1990)

Crucially, roots have to be minimally specified for these theme features (cf. (4)), otherwise
there would be no way of ensuring that a given root matches with the theme features.

(4) (a) Roots with no specification for conjugation
¥NDQW
(b) Roots with specification for conjugation
¥YWHP> /@¥SUHQG> MILQ> @ ¥GRUP> @

4. |ssues with Previous Analyses

In Oltra-Massuet’s (1999) analysis, theme allomorphy involving the Catalan variant of
-isc-, i.e., -eix- (e.g., prefereixo ‘I prefer’), is accounted for in terms of fusion. Fusion
is amorphological device used to modify syntactic structure. It combines two sister

QRGHV LQWR D VLQJOH ;U ZLWK WKH IHDWXUHV RI ER)

A fused node thus reduces the number of terminals, providing fordingla locus of
vocabulary insertion (Bobaljik 2017).

In Italian, the Present Tense encodssmantically unmarked Tense featujast
like in Catalan — and is therefore morphophonologically never realized. The structural
difference between Imperfect Tense (no fusion) and Present Tense (with fusion of
7f 3 LV VKRZQ LQ DQG

(5) Imperfect Tense
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(6) Present Tense

The same strategy is also applied in Embick (2016)’s formal analysis of Italian third
conjugation verbs. According to Embick, -isc- is the phonological realization of the conju
gational feature [lll] in the specific context of T°[-past]. In contrast to Oltra-Massuet,
Embick designates litthe as the main locus of -isc- insertion (cf. (7)) though it is noted
in passing that “it could just as well be treated as a Theme node” (Embick 2016, 291).

(7) Vocabulary Items fov (Embick 2016, 291)
(@) v[lll] 8-isc-/__ T[-past]
(b) v[lll] 8 -i- default

To explain why the augment is not inserted in the 1 %o ... and in the 2 %o ..., Embick draws ¢
another morphological strategy that is capable of changing the syntactic structure, i.e.,
impoverishment. The rule proposed in (8) ensures that the feature [-past] is deleted in
WKH FRQWH[W RI1 3> %o.../2 %o ...] thus allowing only for the insertion of the de
item (7b)?

(8) Impoverishment Rule (Embick 2016, 292)
> SDVW@ : 1 BBB > SDUW SO@

In aneffort to reduce the number of additional processes to account for the presence
of the augment, Calabrese (2019) proposdasattion rule that ensures the insertion
of -isc- directly into roots marked withddacritic -i in the Present Tense. This implies

20WUD ODVVXHW IDROB\RRY 1B WIRGKRPHHYWD QX OH WR DFFRXC
vocabulary items in the 1 %o ... and in the 2 %o .... However, the author argues that it is necessary
delete the whole T° node; otherwise one could not explain the absence of the augment in the
Present Subjunctive 1 %o ... and 2 %o .... Deleting the whole T° node in the context of 1 %o ... and 2
general would lead to some sort of neutralization of the forms in this particular Person/Number
environment.
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that according to Calabrese, -isc- does not functiortlaesnae element but is part of the
root in certain contexts, i.e., in this case we are dealing va#ise of root suppletion
instead of theme allomorphy.

(9) Insertion rule (Calabrese 2019)
Insert /-isk-/ / Root**« " Pres

To account for the differences regarding the drfidothe 2 %o ..., Calabrese suggests that
animpoverishment rule aimed at deleting the diacritic -isk in the given environment
suffices to derive the correct surface forms. Although Calabrese’s approach may be
appealing since fusion is avoided, the amount of additional insertion and deletion rules
needed does not exactly provide for a more parsimonious formal analysis.

In the following, | propose aanalysis that does indeed reduce as many post-
syntactic operations as possible, in particular it will be shown the¢mingly arbitrary
device such as fusion is not needed.

There are many good reasons to be critical of operations such as fusion. First, it is
well accepted that simple, parsimonious model of syntactic derivation generally is to
be preferred overmodel that employs too powerful ad hoc devices to generzgain
end structure (Trommer 1999, Haugen and Siddiqi 2016). Second, it is still unclear what
factors are actually involved in triggering fusion. Finallyather big issue that has not
been solved yet with regard to fusion concerns its look-ahead problem (Chung 2007,
Caha 2009). Since fusion is capable of rearranging the syntactic structure it naturally has
to be strictly ordered before vocabulary insertion. However, fusion only occurs when
there is gortmanteau item available for insertion. No matter how we try to account for
fusion it thus seems that we will be going around in circles.

But there is aolution to this problem. Fusion may be entirely unnecessary when
we assume (i) aocabulary-insertion-only model of grammar and (ii) that vecab
ulary insertion does not only target single terminal nodes but that two neighboring
nodes may be realized byacabulary item at aon-terminal node (Williams 2003,
Svenoniu2012, Merchant 2015, also cf. Restricted Realization Theory, as proposed
by Haugen and Siddiqi 2016).

5. Allomorphy Conditioned by Post-Linearization Spanning

The core idea of the analysis is that vocabulary insertion only targets spans (\WiDi@3ns
Melnar 2004). A span is eithehaad (a minimal X°) or eomplement sequence of heads

in asingle extended projection (Svenonius 2012, cf. also Grimshaw 2000). Contrary
to fusion where — due to the fact that only one VI is available for insertion (cf. 84
regarding the look-ahead problem) — two neighboring nodes combine into one, spanning
enables vocabulary insertion to operate over the hierarchical structure, thus allowing
to insert phonological material not just in one terminal noddiateabut also in spans
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of terminal nodes that are ircamplement relation with each other (cf. Williams 2003,
Svenonius 2012, Merchant 2015).

,Q WKH FDVH RI IXVLRQ WKH IHDWXUHVY RI WKH IXV
allomorphy?® According to the Span Adjacency Hypothesis, however, allomorphy can
only be conditioned by aadjacent span; @onadjacent head (e.g., Z) may also cause
allomorphy but only if all intervening heads (e.g., Y) are also involved in the process
(see (10), cf. Merchant 2015).

(10) Span-conditioned allomorphy (based on Pomino and Remberger 2020)

Hence, asyntactic input structure such g§ [[, ¥ <"~ %] Y] Z] (cf. (10)) would admit
VSDQV VXFK DV ¥<7h | ¥¥I§ o< ¥ RpY, Z>, <X>, <X, Y>,

o< =1 < < =1 =1 ZKLOH EORFNLQU WXHZ¥&DO QV ¥«
(VVHQWLDOO\ WKLV LPSOLHVY WKDW = FRXOG WULJJHU
; <! < FRXOG WULJJHU DOORPRUSRKSWRYVEXKtBgdtherM D FH Q
FRXOG WULJJHU DOORPRUSK\«e¥¥R WKH DGMDFHQW VSDC(

Crucially, Svenonius’ notion of spanning originally refers to syntactic structure,

i.e., vocabulary insertion is assumed to target syntactic structure (cf. assumptions in
approaches such as Nanosyntax). But Merchant (2015) and Haugen and Siddiqgi (2016)
compellingly argue that more preferable version of spanning may be one wherein
(i) vocabulary insertion targets formal features rather than syntactic structure and
(i) spanning occurs post-linearization. The principle put forward by Haugen and Siddiqi
(2016,369) and reproduced in (11) thus allows for the realizatiorsefias of contig-
uous morphemes bysingle vocabulary item (cf. also Merchant’s (2015) similar Span
Adjacency Hypothesis mentioned above).

10 \ocabulary insertion proceeds from inside out, i.e., starting with the root. The process is guided
by the principle of inward vs. outward sensitivity which means Vocabulary insertiovodéed’ can

see the phonological and morphological features already exponaeeitais node X but it can only

see the morphosyntactic features of a not yet realized node Z (Bobaljik 2000, Embick 2010).
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(11) Post-linearization contiguous insertion principle
Insertion may realize multiple adjacent X°’s (features) provided that the
features realized by the inserted Vocabulary item are as large a subset of the
string of adjacent X°’s (features than that which could otherwise be expressed
by separate overt Vocabulary items at the contained X°’s (features). (Haugen
and Siddigi 2016, 369-370)

As anillustration of this principle we can now turn to the theme allomorphy we find in
augmented ltalianisc- verbs.

In the Present Indicative and Subjunctive the underlying phonological vaigkits
DQG LUUL DSSHDU LQ DOO 3HUVRQ 1XPEHU VORWYV H[F
fjal (1 %o ..., 2 %o ... Subjunctive) and /i/ (2 %o ... Indicative) instead (cf. Table 1). With regar
SULQFLSOH D WULYLDO VSDQ VXFK DV 3! FRXOG W
an adjacent span comprising <Th[Ill], T°[-past], Th[T ?>.

(12) 7TULYLDO VSDQ 3! FRQGLWLRQLQJ DOORPRUSK\ RQ

One major concern that may arise with regard to (12) is the nature of the span that comprises
features that are structurally not adjacent to each other, i.e., Th[lll], T°[past] and Th[1?.
However, the idea of post-linearization spanning is precisely suited to account for this data.
It is crucial to keep in mind that the portmanteau formed here concerns linearly adjacent
nodes, without reference to their structural constituency (cf. also Ostrove 2018). This is
afeasible approach considering that the Present Tensedagafiophonological unmarked
tense in Italian. Since the theme allomorphy with -isc- only occurs in the Present Tense,
we may thus assume that@an comprising conjugational features and tense features does
not occur in other tenses where T exhibiteatonomous phonological exponent (cf. (5),
e.g., 3 %o ... Imperfectfia-no ‘they finished’ with /i/ being the theme vowel of the base
and /a/ representing the theme vowel of the Imperfect Tense). In these cases, the Vls at our
disposal have different “span sizes” as well as different feature specifications.

Based on these observations, we can identify the following spans for vocabulary
insertion, depending on the syntactic context:
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(13) Vis for <Th, T°, Th> (Present Tense)
D 7K>,,,@ 7f> SDVW VEM@ EEK%d]>8 LVNL LI 3
E 7K>,,,@ 7f> SDVW VEM@%7K>1>8 MD LI 3
(c) <Th[l], T°[-past], TH[I@! < MD %l...>8
(d) <Th[lN, T°[-past], T[> 8 LVNL LE£€3 % ...>
(e) <Th[lll], T°[-past], Th[]> 8 LUUL EE>3
(f) <Th[I], T°[-past], Th{T]> 8 /i/

The items in (13) are ordered in terms of decreasing complexity but also according to
language specific relations among different features involved in the competition (Halle
and Marantz 1993, 150). For instance, the featural composition of the spans in (13a) and
(13b) is more complex (and the context of insertion is also more specific) than the one
in (13c—e); the least complex environment of insertion is (13f) which ultimately presents
the default theme exponent that actually also occurs in other tenses.

7KH WULYLDO VSDQV UHSUHVHQWLQJ WKH 3 IHDWXUHV

(14) 9,V IRU 3!

@ <1%..! < PR
(b) <2%...! < WH
(c) <3%...! < QR

d) <1E€! < R
(e) <2EE€! < L
(f) There is no exponent for(E €.

Now, turning back to our derivation at hand, Spell-Out occurs first. The syntactic struc-

ture that is being generated at this point can be found in (15), reproduced from (1). Our
morphological starting point is however (16), reproduced from (2), wherein additional
WKHPH QRGHYVY DQG D 3 QRGH KDYH EHHQ DGGHG SRVW
morphological well-formedness.

(15)
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(16)

We know that the nodes in (16) will be linearized as illustrated in (17a).

(17) D/LQHDUL]DWLRQ ¥URRW ﬁasY@ >,,,@ > SDVW@

\ )\ J
Y Y e
(b) Insertion: ffin/ fiski/ /ol
(c) Readjustment: /finisko/ (vowel deletion)

As illustrated in (17), there are still some phonological readjustment rules that we need to
apply after the vocabulary insertion process (e.g., vowel deletion in 1 E €, cf. (17b—c)) but,
contrary to morphological readjustment rules and additional operations such as fusion,
these phonological rules comply with general diachronic observations regarding the
Italian vowel system. We may propose alternative phonological exponents that already
represent the final phonological surface form (e.g., /isko/ for the 3 %o ... LUUH IRU
but we would then miss the unifying link between these verb forms, i.e., the main
XQGHUO\LQJ IRUPVY LVNL DQG LUUL IURP ZKLFK ZH |
diachronically plausible way.

6. Conclusions

The analysis proposed in this paper provides empirical support for some aspects of
Haugen and Siddigi’s (2016) Restricted Realization Theory. In particular, it has been
shown that the traditional process of vocabulary insertion via terminal nodes may benefit
from non-terminal insertion via post-linearization spanning. Theme allomorphy, as it
was discussed in this paper, may be explained via spans of features wherein featural
adjacency is more relevant than structural adjacency.

With regard to previous analyses involving the Italian augment -isc-, the analysis
presented here manages to hold without having to resort to additional morphological
operations such as fusion and impoverishment. Overall, this new analysis of the Italian
theme formative -isc- may hopefully give further impetus to advancing certain theoretical
conceptions in DM.
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Abstract: Taking our cue from Bayer and Brandner (2008), in this paper we investi
gate the feature composition of so-called (morphologically) “simplex” wh-elements in
German, e.g. wer “who” or was “what”, versus “complex” wh-elements with internal
structure, e.g. “how many” or “for which student”. We show that simplex wh-elements
do not contain any features other than [+wh]; in particular, they do not contain the features
D (including its sub-features Person, Number, and Gender), Case, nor Animacy. This
approach makes correct predictions on at least two accounts: (i) headless relatives are
headed by simplex wh-words, and not by relative pronouns, due to the lack of features
of the antecedent; and (ii) combined with Roberts’ (2010) theory of head movement, we
derive the data of Bavarian and Alemannic doubly-filled complementizer constructions
reported in Bayer and Brandner (2008) for embedded questions, which despite (possibly
cross-generational) speaker variation, crucially also represent our own grammar, and
we also extend our analysis to doubly-filled complementizer effects in relative clauses
in the same varieties.

Keywords: German; doubly-filled complementizer; wh-words; relative pronouns;
r-pronouns

1. Introduction

South German varieties, such as Bavarian and Alemannic, displayldy-Filled Comp

in some but not all embedded questions, as shown in (1a) versus (1b), and in relative
clauses, as shown in (2):

1 We thank lan Roberts for his close reading and detailed comments, and the OLINCO reviewers
and audience for their questions.
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Q) (@I frog mi fia wos dass =a des kauft hot.
I ask myself  for what that =he this bought has
“I wonder why he bought this.”

(b) I frog mi wen (*dass) =a JVH¥ hot.
I ask myself who that =he seen has
“I wonder who he has seen.”

(2) Da Tisch, den wos i kauft hob, gfoit da Mama.
the. 3" ftable «~... E€wh@l | bought have pleasesthe.}ze mom
“Mom likes the table that | have bought.”

Concentrating on their observation of the contrast between data like (1a) and (1b), Bayer
and Brandner (2008) argue that wh-elements fall into two classes, namely: (i) class 1,
which contains morphologically complex wh-elements, such as wia-vii “how much/many”,
wa-rum “what-for” (i.e. “why”),mit wem “with whom”, which appear wittass “that”

in C, as shown in (1a); and: (ii) class 2 wh-elements, which are morphologically simplex,
such as wos “what”, wer “who. ¥~ Wen “who. z | |"wia “how”, wo “where” etc.

In the variety of Bayer and Brandner as in ours, the latter (i.e., class 2 wh-elements) are
incompatible withdass, as shown in (1b).

Bayer and Brandner (2008) analyze this contrast to mean that simplex (i.e., class 2)
wh-elements occupy®Cthus blocking the insertion of dass, which is in their account
further corroborated by evidence from clitic placement (namely, the so-called Wacker
nagel position) and clitic phonology, namely sandhi and r-epenthesis: specifically,
simplex but not complex wh-elements show sandhi and r-epenthesis effects at vowel
hiatus with clitics, as illustrated in (3) through?(5)

The examples in (3) show that the simplex wh-word wer “who” displays sandhi
before vowels (3a), but not before consonants (3b), and the complex wh-word welch-
einer “which one” doesn’t show any sandhi, even before vowels (3c).

3) (@1 frog mi wer [vea-r] =i bin.
I ask myself who =| am
“I wonder who | am.”

(b) I  frog mi wer [vea] =ma san.
I ask myself who we are
“I wonder who we are.”

2 While stating the observation, Bayer and Brandner (2008) do not illustrate sandhi and
HSHQWKHVLY HuHFWV WKH H[DPSOHV LQ WKURXJK DUH
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(¢) *I frog mi welch-einer [va:¢-a:nat =a is.
I ask myself which-one =he is
Intended: “I wonder which one he is.”

The examples in (4) and (5) illustrate r-epenthesis between vowels. In (4a) and (4b),
we seg-epenthesis between the simplex wh-words wo “where” and wia “how” and the
vowel-initial clitic. In (5a) and (5b) we see that r-epenthesis is not possible with the
complex wh-words von wo “from where” anda-vi “how much”.

4 (@1 frog mi wo-[r] =a woa.
I ask myself where =he was
“I wonder where he was.”

(b) I frog mi wia-[r] =a des gmocht hot.
I ask myself how =he this done has
“I wonder how he did this.”

(5) (@*I frog mi von  wo-[r] =a herkommt.
I ask myself from where =he comes
Intended: “I wonder where he comes from.”

(b) *I frog mi wia-vi-[r] =a kauft hot.

I ask myself how-much =he bought has
Intended: “I wonder how much he bought.”

Bayer and Brandner’s (2008) findings are summarized in Table 1.

Simplex Complex
wh-elements | wh-elements

Dass-insertion in embedded questions No Yes

Sandhi with clitic pronouns Yes No

R-epenthesis with clitic pronouns Yes No

Table 1. Bayer and Brandner (2008)

The maintheoretical problemwith Bayerand Brandner’s (2008) account, as well as Bayer’s
(2014), is that they proposedabious re-Merge operationiexical item can contain

an (effectively) Greedy selection feature, and after this item has entered the derivation,
the Greedy feature will wait for gredefined context to arise and will then trigger its



re-Merge by selecting the derivation’s root node. Concretely for the cases at hand, this
works in the following way. Wh-words contairGaeedy (“latent”) feature [?C], which

is on the lookout for aonfiguration where the wh-word can become the sister of TP.
When this possibility arises, this feature triggers to re-Merge the wh-word as C-head,
projecting aCP. This possibility arises for simplex wh-words, but not for complex
ones, as they are embedded inside their own phrase. Thus, complex wh-words do not
become C-heads.

Empirically, Bayer and Brandner’s (2008) account says nothing about the fact that
the same phenomenon (i.e. Doubly-Filled Comp) is in the same varieties found not only
in embedded questions with complex wh-elements, but also in relative clauses, as was
shown in (2). Furthermore, unlike embedded questions, relative clauses always allow
CC insertion, with Ctaking the form of wos or wo, depending on the variety (Bayer
1984). Thus, @ore observation we make, is that the simplex wh-word wen in (1b) and
the relative pronouden in (2) behave differently in this respect.

In what follows, we provide aniform and unified account of the phenomenon of
Doubly-Filled Comp in both embedded questions and relative clauses in these varieties
of German, which also evades the theoretical problems (namely, Greed and re-Merge
by selecting the derivation’s root node) of this previous approach.

2. Proposal

The analysis that we propose for the data described in the previous section contains
three core ingredients. Firstly, we argue that simplex wh-elements are underspecified
in terms of their feature constitution. Secondly, we assume Roberts’ (2010) theory
of head movement. Thirdly, we assume default spell-out rules arguing in particular
that the default spell-out of empty @ the varieties of German that exhibit the
Doubly-Filled Comp in embedded questions is dass. We now turn to each of these
three ingredients.

2.1 The Feature Constitution of Wh-Words
We argue that wh-elements in Bavarian and other Southern German varieties have no
features other than [+wh]. In particular, they do not contain the features Case, Animacy,
nor D (including its sub-features Person, Number, and Gender).

As far as Case is concerned, we follow Marantz (1991) and many others who take
Case to be assigned post-syntactically (i.e., Case isfeatuae that is present early in
the derivation}.

6SHFL{F WR VXFK SRVW VIQWDFWLF DSSURDFKHV LV WKH LGHD
0] Assign lexical cases (as governed by verbs or adpositions);

(i) Assign dependent cases (based on structural relations between arguments);

(iii) Assign unmarked and default cases.
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Furthermore, we argue that wh-elements do not encode animacy, and more specif
ically that animacy is actually not grammaticalized in German. Instead, we follow
Wurmbrand (2017) in that each noun hdsranal gender feature out of the set{t =« 1}
(for masculine, feminine, and neuter, respectively), and may hs@mantic gender
feature out of the set{t <}. Inanimacy is then simply non-animacy: Inanimate nouns
are characterized by the absence sémantic gender feature. In this way, animacy
falls out of the gender system without the need to postulatedapendent feature
[ ranimate]. This approach derives the following two constructions that could poten-
tially be understood as counter-arguments to the absence of animacy in the syntax,
namely (i) gender mismatches and (ii) so-called “R-pronouns” (van Riemsdijk 1978),
to which we turn next.

There seems to exist animacy/inanimacy splitin gender mismatch constructions.
For instance, the noun Madchen “girl” has the formal gender 1 and the semantic gender ¢
A possessive pronoun agreeing Wiladchen can however appear with either feature,
as shown in (6).

(6) Das Madchensitzt an {°seinem/ °ihrem} Platz. °formal/°semantic
the. + qgirl(¥) sits at its. ¥ E®er.e Gpot
“The girl is sitting at her seat.”

In contrast, as shown in (7), aranimate noun like Gabel “fork” with formal gender
can only take possessive pronouns that agree witbt with f as might be expected
given that a fork is a thing.

(7) Die Gabel liegt an {°®hrem/ *seinem} Platz. *formal/*semantic
the. s fork(e lies at her.e« E#&s.+ & €pot
“The fork is lying in its spot.”

We argue that the absence of neuter agreement for Gabel “fork” in (7) is not due to this
word’s inanimacy, but to Gabel “fork” not having a semantic gender feature.

Turning to R-pronouns (such as e.g. darauf “there on"/“thereafter”, dartber
“above’/*across”/“furthermore”, etf, these expressions in German can famously refer
to inanimate nouns, but not to animate ncue argue that the class of expressions
that R-pronouns can refer to is correctly characterized not by inanimacy, but rather by
non-animacy, which derives why R-pronouns may not only refer to inanimate nouns,

4 This argument is analogous to the discussion of formal versus semantic number features in
Hiaki (Harley 2019).

$V WR RXU NQRZOHGJH (UVW JHQHUDOL]HG E\ +HOELJ
Fleischer (2002), among many others.
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but also to infinitives (8a), CPs (8b), and events (8c), none of which are characterizable
in terms of (in)animacy features.

(8) (a) Ich warte darauf, ihn morgen zu sehen.
I wait there-on him tomorromto see.,fe
“l am waiting to see him tomorrow.”

(b) Ich warte darauf, dass ich ihn  morgen sehe.
I wait there-on that | him tomorrowsee. E €
“I am waiting that | see him tomorrow.”

(c) Er hat ihr gratuliert. Dariiber  freut sie sich.
he has her congratulated there-over is.happy she <«~-« ...
“He congratulated her. She is happy about that.”

Finally, we argue that wh-elements do not contain the feature D when they are not
D-linked. In this, they differ from D-linked wh-elements, which we argue to contain

D, building on Pesetsky (1987) and Heck and Miiller (2000). Along with many others,
notably Richards (2004, 2008) and Barany (2017), we understand the features Person,
Gender, and Number to be sub-features of D, and therefore to be absent in non-D-linked
wh-elements.

As we discuss in more detail in section 2.2, the third person singular agreement of
simplex wh-words such as wer “who” and was “whaith verbs and pronouns is not
agreement triggered byRerson or Number probe, but just default agreement. Evidence
for this abounds: infinitives (9a), finite CPs (9b), and impersonal passives (9c) also trigger
third person singular neuter agreement.

(9) (a) Genug zu schlafen ist wichtig.
enough to sleep.,t+ is. & #émportant
“It is important to get enough sleep.”

(b) Dass du gekommen bist, hat auch seinen  \orteil.
that you come%o %o %are has. Ed@lso its. (E€ ddvantage
“There is also an advantage to your having come.”

(€) Im Saal wird getanzt.

in.the ballroom becomes. & €lanced%o %o %o
“People are dancing in the ballroom.”

71



That wh-words are featureless is evidenced from their appearance in headless relative
clauses. While in headed relative clauses as in (10) the relative proncamies the
features Number and Gender as copied from the head noun, in headless relatives the
appearance of the relative pronoun d- is impossible even with the default features for
animatest &€ Instead, a wh-word appears, as in (11).

(10) Ich mag den Arzt, {°®den/ *wen} sie mag.
| like the.t doctor(t) <~... Twito€ she likes
“I like the doctor she likes.”

(11) Ich  mag, {*den/ ‘wen} sie mag.
I like «<~... T @he she likes
“I like who(ever) she likes.”

We now turn to the second core ingredient of our analysis, namely syntactic head move-
ment, as developed in Roberts (2010).

2.2 Roberts’ (2010) Theory of Head Movement
Roberts (2010) developssgntactic theory of head movement, which we adopt wholesale.
Specifically, Roberts (2010) argues that faoastituent U to attach to U via head move
ment, two conditions need to be met, namely: (i) U must be simultanemisiynal
and a maximal projection; and (il)’s features must be a subsetf features.

With this background, let us now see how we derive (1b), repeated here for ease
of reference:

1) () I frog mi wen (*dass) =a JVH¥% hot.
| ask myself who that =he seen has
“I wonder who he has seen.”

In (1b), the embedded C is C[wh,fin]. As we have argued above, wen “who” has exactly
the feature set [wh], and it does not have internal structure. This means that both of
Roberts’ conditions for head movement are fulfilled: [wh] sibset of [wh,fin]. The
derivation would thus include the following steps: (i) C needs to check its [wh] feature;
(i) C attracts aonstituent with [wh], namely wen; (iii) wen moves into C via head move
ment thus blocking the presence of the overt complemetéssr“that” and turning C

into a complex head, as shown in (12):
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(12)

In contrast, with complex wh-elements there can be no head movement to C and only
phrasal movement is possible. Thus, in (1a), repeated below for ease of reference, the
embedded C is C[wh,fin] and fia wos “for what” is@nplex wh-element with internal
structure since the wh-element in it is the complementpoépositional head, which
means that Roberts’ (2010) first condition for head movement is not fulfilled since the
mover is not a minimal category; see the structures in (13) anél (14).

1) (@ | frog mi fia wos dass =a des kauft hot.
I ask myself for what that =he this bought has
“I wonder why he bought this.”

(13)

(14)

6 Nota bene that movement of wos alone, stranding ¢ D, is not possible in general since German
does not have English-style preposition stranding. The only preposition-stranding available in
Germanoccurswith R-pronouns, and only in some German dialects, crucially not in the ones
discussed here.

73



We also correctly derive that simplex wh-words undergoing successive-cyclic move-
ment do not land in C of intermediate landing sites, since these Cs’ features are not
a superset of [+wh].

Let us now turn to Doubly-Filled Comp in relative clauses as in (2), repeated here
for ease of reference.

(2) Da Tisch den wos i kauft hob gfoit da Mama.
the. 1~ ftable <«~... E€whd{ | bought have pleases the.}ze mom
“Mom likes the table that | have bought.”

Relative pronouns such as den in (2) agree with their antecedent in gender and number.
The C in arelative clause, namely wos in (2), has the feature [rel] but certainly not
the features gender and number since this is invariable no matter what the gender and
number of the head noun is. Head movement of den to the embedded C is not possible
because its features are naudset of the features of the attachment site, which means
that Roberts’ (2010) second condition for head movement is violated. More specifically,
the derivation in this case includes the following steps: (i) C[rel] attracts the relative
pronoun den, and (iJen undergoes phrasal movement to Spec,CP, as given in (15).

(15)

2.3 Default Spell-Out of Empty C

We propose that Bavarian (and similar varieties such as Alemannic) differ from Stan-
dard German in enicro-parameter (Roberts 2019) setting, namely: (i) Bavarian/
Alemannic empty C[wh] is spelled out as dass; (ii) Bavarian/Alemannic empty CJrel]
is spelled out awos orwo; (iii) Standard German empty C[wh] and empty Cjrel]
remain unpronounced.

The motivation for this involves the following reasoning. While Standard German
does not have clitic pronouns (Cardinaletti and Starke 1999), in Bavarian and Alemannic
many pronouns are clitics that attach themselves, or move, to C, which is traditionally
known as the Wackernagel position. When clitics attachhimsg the host must be
phonologically overt. Thus, C must be overt in contexts with clitics for the derivation to
succeed. We propose that C is overt not only in these cases, but has been grammaticalized
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into being overt. Simplex wh-words fill C themselves, and they can host clitics, as the
presence of sandhi (3a) and r-epenthesis (4) evidence (as reported in Bayer and Brandner
2008). Complex wh-words on the other hand move to Spec,CP, and they cannot host
clitics, as witnessed by the absence of sandhi (3c) and r-epenthesis (5) (see again Bayer
and Brandner 2008). In these cases, C is filled by dass or was or wo, depending on C’s
features and the variety.

3. Conclusion

Our aim was to provide account of doubly-filled complementizer effects observed in
embedded questions and relative clauses in Bavarian and other Southern German varieties.
We have followed Bayer and Brandner’s (2008) observation about embedded questions,
particularly that there are two classes of wh-words with different syntactic properties and
that only the simplex ones (which are located in C), but not the complex ones (which are
located in Spec,C) show doubly-filled complementizer effects, and we have provided
asimpler account of these data. Our analysis relies on and provides additional empirical
coverage for Roberts’ (2010) theory of head movement, which is based on two conditions,
namely no internal structure of the mover, and features of the mover Iseihget of the
features in the landing site. We have shown that complex wh-elements violate Roberts’
ILUVW FRQGLWLRQ IRU KHDG PRYHPHQW DQG WKDW U
violate Roberts’ second condition, and are thus unable to undergo head movement. We have
furthermore proposed that if no head movement happens, C is parameterized to be filled by
default withdass or was/wo in order to host clitics, which unlike in Standard German are
as pervasive in these varieties as the doubly-filled comp. Further scrutiny notwithstanding,
our analysis can also account for similar constructions found in other Germanic languages,
such as in Swiss German embedded questions and relative clauses (van Riemsdijk 1989),
in Yiddish relative clauses (Lowenstamm 1977), and even in Standard English relative
clauses (Pesetsky and Torrego 2006).
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Abstract: This paper takes Romance conjugation classes as derived from Latin as its
starting point. We claim that theme vowels are not only retained in Spanish, Italian etc.,
but also in French: A reflex of athematic forms is found in latent root-final consonants,
such as in forms of vivre ‘to live’, whereas in thematic classes these consonants are
saved by the presence aheme vowel, as in forms of arriver ‘to arrive’. Based on this
assumption, we proposdeature geometry for French conjugation classes, including
neutralization processes for certain categorial contexts. USpgrning approach within

the framework of Distributed Morphology, we demonstrate the accuracy of the Supple-
tion GeneralizatiorfVanden Wyngaerd 2018), which states that irregularity of form is
dependent on geduced number of affixes, not only in the case of missing theme vowel
positions, but also in the case of non-categorial suppletion.

Keywords: Spanning, suppletion, allomorphy, French, theme vowels

1. Introduction

Work on systematicity in suppletion and stem allomorphy has shown that irregularity in
the forms of inflected elements is related teduced number of affixes in these forms

(cf. Bobaljik 2012, Caha et al. 2019). Following this line of reasoning, Vanden Wyngaerd
(2018) proposes the Suppletion Generalization in (1) which he illustrates, among other
things, with the Italian past participles given in Table 1.

(1) Suppletion Generalizatiotf there is irregularity in the form of either the root or
the suffixes, the number of suffixes gets reduced (Vanden Wyngaerd 2018, 1).
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regular irregular

am- [-a- -t- -0 ‘loved’ |per- @ -s- -0 ‘lost’

batt- -u- -t- -0 ‘beaten’| cor- @ -s- -0 ‘run’

part- -i- -t- -0 ‘left’ eccel- @ -s- -0 ‘excelled

Table 1: Italian past participles (based on Calabrese 2015)

The regular past participles are formed by adding the enrtir{gr rathert- and-o) to
averbal stem (highlighted in grey). The stems consist of verbal roots extendéukinyea
vowel (ThV), i.e. regular past participles are thematic verbal forms. The ThV indicates,
in essence, membership of@ecific conjugation class. In contrast, the irregular past
participles show allomorphy in the ending (assa vs. -to) and are athematic. The root

is not extended by B@hV, which leads to shorter forms. Examples of this kind indicate
a possible link between athematicity and irregularity in Romance.

In this paper, we will show that the link between athematicity and irregularity also
holds for French, where the presence or rather absence of ThVs has been the subject of
some debate in the literature. We will first discuss the French conjugation class system
and will propose that French has two thematic and several athematic conjugation classes
(CCs). As will be shown, the athematic CCs are precisely those with the (most) irregular
verbs. Finally, following the DM-based Vocabulary Insertion-Only model proposed by
Haugen and Siddiqi (2016), we will proposesanalysis for this link between athematicity
and irregularity, which we will illustrate using two well-known cases of root (or rather
stem) allomorphy in French: The alternation in (2a) shows that the root final consonant
of the verb is deleted in some cases (see vivre ‘to live’), but maintained in others (see
arriver ‘to arrive’). In line with Schane (1966) and others, we will associate this type of
allomorphy with the absence offaV in those cases where the root final consonant is
deleted. The second example to be considered is suppletion with French aller ‘to go’,
anextreme case of allomorphy. We will show that in the present tense the indicative 1st
and 2nd person plural are thematic verbal forms and have the default realization for the
root € “(i.e. all-based forms), whereas more marked Vocabulary Iltems for the root €~
(e.g. va-based forms) are clearly athematic.

(2) (a) C/QD-alternation: e.g. vivons|viv'@® YV vis >YL@ >YLv@
but arrivons >DR'§&Y V arrives >D®L >DSL@
(b) Suppletion: e.g. allons[al'@ YV vas[va@

In what follows, we will look first at the Romance conjugation classes (82) as they are

derived from Latin; we will discuss the notion of theme vowel and briefly hint at possible
segmentations that have been proposed in the literature for French verbal forms (82.1).
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We will then propose our own interpretation of French CCs (82.2), in which we consider
the correlation between assumed more complex structure withha/-position and
reduced irregular forms to be particularly insightful. In Section 3, we preSgraraning
approach to both the consonant-zero-alternation (83.1) and € " suppletion (83.2). In the
short conclusion (84) we once again return to the Suppletion Generalization

2. Romance Conjugation Classes

Verbs in Latin are divided into four or five conjugatibdistinguished as general rule

by ThVs, which appear between the root and the inflectional ending (cf. Lewtann
51977, 518ss., 8398). As shown in Table 2, three CCs (I, Il, IV) héwegarhV,
whereas the remaining two CCs have eithenart or, in some forms, apenthetic

vowel (cf.Halle 2018, Van der Spuy 2020 for more details). The third CC with /i/ is also
called “consonant” or athematic, i.e. the vowel is not considered part of the stem, but
is epenthetic. In addition, the thematic CCs also have athematic forms due to different
phonological preferences (e.g. the avoidancehidtas). That is, we need to distinguish
between athematic CCs and athematic verbal forms.

/il-conjugation .
) . . ) . . . . . .| mixed
/a:/-conjugation| /e:/-conjugation| (cons. conj., fi:l-conjugation ) .
; conjugation

athematic)
cant- —-re |GeE ¢ -re |leg- -e- -re |aud- =~ -re |sap--e- -re
cant- —-mus| G*E ¢ -mus|leg- -i- -mus|aud- =~ -mus|sap--i- -mus
cant- A |GeE + A |leg- A |aud- - A |sap--- A

Table 2: Latin conjugation classes

Modern Romance does not preserve the historical vowel length distinction; clearly, this
loss of phonemic vowel length directly affected the evolution of CCs in the Romance
languages. The Latin CC system is reduced to three main classes (with subclasses, see
Figure 1) in all Romance languages, albeit with different results. However, despite many
diachronic and synchronic differences, Spanish, Portuguese, Catalan and Italian have

(LWKHU ¢(YH &&V LQFOXGLQJ WKH VR FDOOHG PL[HG FRQ
WKH WKLUG DQG WKH IRXUWK && RU IRXU H[FOXGLQJ LW
the third and fourth class into one, hence assuming only 3 CCs. If the division were based on
the presence or absence of ThV, i.e. thematic and athematic CCs, we would have only 2 CCs
(cf. Kuihner and Holzweissig 1912, 659). Note, furthermore, that the notion “thematic” is not
used in a uniform way in linguistics.
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clearly preserved the thematic conjugation systehdglitionally, in all these languages

the respective CCs are not equally productive or equally regular and they also differ in
their number of members. The first CC, i.e. that marked by ThV -a-, is the less marked
in all these languages. It is the productive CC, it has (nearly) no irregular verbs and it has
the largest number of members. Moreover, the opposition between the other CCs may
be neutralized in some tenses (e.g. Sp. parithtemia). Based on these observations,
Oltra Massuet (1999, 2000) argues that ThVs are bundles of subatomic abstract features
organized in anarkedness hierarchy or feature geometry (see Figure 1; cf. Pomino and
5HPEHUJHU >VXEPLWWHG®@ IRU PRUH GHWDLOV

Figure 1: Conjugation Classes (regular verbs): Spanish (a), Catalan (b) (Oltra Massuet
2000, 287) and Italian (c) (based on Napoli and Vogel 1990)

ThVs in French have developed differently. To date, there has been no consensus in the
literature with respect to whether or not Modern French has ThVs or how the CCs are
to be described. In what follows, we will present our line of reasoning with regard to
these two questions without discussing alternative analyses in detail for reasons of space

FI 3RPLQR DQG 5HPEHUJHU >VXEPLWWHG®@ IRU D GHW

2.1 Are There ThVs in French?

There are two main proposals in the literature with regard to possible segmentations

RI WKH LQILQLWLYDO IRUPV RI )UHQFK YHUEV VHH 7DE
discussion): The “outcome” of the former Latin ThVs can be (a) attributed to the verb
ending (see proposal Il) (e.g. Michaut 1934; Dupuis 1935; Larousse 1936; Grevisse
1969; Schane 1968; Paradis and El Fenne 1992), (b) added to the root tsfenm a

5RPDQLDQ KDV QRW RQO\ SUHVHUYHG WKW K RXUDEXG/ Y B XWR
DXJPHQWHG VXEFODVVHV FI 3DQ 'LQGHOHJDQ
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(i.e. root+ ThV; see proposal |) or (c) seen as part oba-divisible stem (i.e. e.g. aimer

>-Pi@® HJ ODUWLQHW 9DQ GHQ (\QGH DQG %ODQFK
Coute 1981; Plénat 1981). That is, some linguists follow the rather traditional elassifi
cation and consider -r to be the infinitival ending, with the preceding vowel classified

as the theme vowel/theme diphthong, while others propose that -er, -ir, -oir and other
endings should be analyzed as purely infinitival, i.e. inflectidnal.

proposal proposal general rule
I Il (not exceptionless)
DP — UHamer >-P'® or >-P @ Latin-—- developed & -
VHQW — UWéhtr >S\eBPW L br@ >\ghW L Ualih - - “remained”i-
YDO +« UHvaloir >YDO ZbrUu®@®YDO Z(L%h% alzicsc:?pvr\]/trlfosg(’?)‘] LIHV WR
-e- (or rather /i/) is “lost”
(= athematic)

Table 3: From Latin to French (cf. a.o0. Foley 1979, 135)

Latin French

scrib-e-re > écrire >HNUL U@

In recent years, some doubt has been cast on the idea that French has TVs; one reason for
this is that finite forms are at least superficially athematic (see Table 4). One question to
be answered, however, is whether we are dealing with athematic forms or complete athe-
matic conjugations. As illustrated above, Latin thematic CCs also have athematic forms.

aimer sentir valoir écrire
1sg aime >-P @sens >W%$@ vaux [vo2@ écris [ekri- @
1pl aimons > - P@sentons > \gPW@'valons >Y B écrivons >SHNEH®@Y '

Table 4: Selected finite verbal forms

One source of evidence for the presence of ThVs in the first CC in French comes from

the consonant-zero-alternation which we will analyze in Section 3.1: The root final
consonant of athematic viv(rad live’ (3rd CC) is maintained if there ispmssibility

for it to appear in ayllable onset, i.e. before V (e.g. nous vivons &Y [uZYH OLYHTYT F

% R\p DVVXPHV VHSDUDWH VWHPV IRU LQ¢{¢QLWLYDO I
WR NHHS LQAHFWLRIROWKHGLQIQLWLYH DV UHJXODU DV SR\
LQ UHJXODU YHUEV GHULYHV IURP 3SWKH XQL¢{FDWLRQ RI PR
UHSUHVHQWDWLRQV EURXJKW IRUZDUG E\ WKH GLVWLQFWLR!
DQG ARDWLQJ HQWLWLHV"’ RXU WUDQVODWLRQ )RU %RC
play a role in the slots of their “stem space”. Starke (2020), in a nanosyntactic approach, also has
no representations for ThVs.
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before aC with which it can build @omplex onset (e.g. nous vivions >¥a. YSH ZLOO
live’), but is deleted beforefallowing consonant with which it cannot form anset
(tuvis >YL ] @OQURHYT QRW tuvivs >YLY | @ 7KH VDPH ILQD
arriv(er) (1%t CC), in contrast, is never deleted: tu arrives >D S L \gg afriv@ npat\ R X
tuarris >DSL ] @ 6FKDQH DQG RWKHUV DVVXPH WKD
GRHV QRW VXUIDFH EORFNV FRQVRQDQW GHOHWLRQ
The assumption that the 2nd CC (e.g. finir) contaifb\is straightforward, since
KHUH WKH 7K9 VXUIDFHVLMMK HILHWISHEF W LR RW KH. ¥ @@ >
follow Schwarze (2009), who assumes that the underlying form of the ThV is /is/ in all
FDVHV 7KH V RI WKLV 7K9 s ZKLFK LV DOVR VRPHWL
DXJPHQW s VXUIDFHV RQO\ ZKHQ LW FDQ RFFXS\ DQ |
(see the plural forms dinir in Table 5), otherwise it is deleted.

morphological structure syllable  surface forrf

root ThV 3 structure  no liaison liaison spelling
1sg fin is z fi.nisz >IL QL@ IL QL ]%r@
2sg fin is z fi.nisz >IL QL@ IL QL ]4r@
3sg fin is t fi.nist >IL QL@ IL QL Wisi@
1pl  fin is '} fini.sonz  >IL @ \WIL QO ®inissions
2pl  fin s ez fi.ni.sez >IL QL WHI@QL VfiHiskeza
3pl  fin is % W IL QL V®%IW QLV®E L QLV finsent

Table 5: Forms of finir (adapted from Schwarze 2009)

7KHUH DUH DOWHUQDWLYH DQDO\WVHV IRU WKLV NLQG RI L
stems in El Fenne (1994), stem spaces in Bonami and Boyé (2002) and in Bonami et al. (2008)
and consonant epenthesis in Klausenburger (1974), Tranel (1974, 1976), Kaye and Morin
(1978), Morin and Kaye (1982) among others. Bonami and Boyé (2002), for example, derive
stem dependencies from conjugation patterns, which roughly correspond to what are called
PRUSKRPHV FI $URQRu RU PRUSKRPLF SDWWHUQV FI
approaches to morphology. We cannot discuss further details of these approaches here for reasons
RI VSDFH EXW VHH 3RPLQR DQG 5HPEHUJHU >VXEPLWWHG @
5 Again, not all linguists assume ThV for the second conjugation (see Fn. 3) (e.g. El Fenne
1994; Bonami and Boyé 2002; Bonami et al. 2008).
6 Inthe phonic (= spoken, as opposed to the graphic/written modality) realization of French, the
phenomenon of liaison is one of the most striking sandhi phenomena of the language. Liaison is
XQGHUVWRRG DV W K HOBRYWHHQW UARDUGE. [PODLCR &I VIR QD § VW WHOLFFAW
prosodic context) is not pronounced before a following word-initial consonant, but is realized
before a following word-initial vowel.
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Interestingly, the ThV of the second conjugation class spreads across other CCs in
certain tenses, leading tonautralization of the CC opposition (see Figure 2). The first
conjugation class, however, is never affected by this neutralization process. This means
that in some tenses we havevafold opposition (i.e. 1st CC vs. other CC) and in others

a threefold opposition (i.e. 1st CC vs. 2nd CC vs. other CC) and so on.

AIMER Present indicative Present subjunctive Past tense Future Conditiona] Passé simple  Past subjunctive

6* DLPH DLPH DLPDLV DUPHUDL DLPHUDLV DLPDL DLPDV\
6* DLPHV DLPHV DLPDLV DUYPHUDV DLPHUDLV DLPDV DLPDV\
6* DLPH DLPH DLPDLW, DLPHUD DLPHUDLW DLPD DLPkW
3/ DLPRQV DLPLRQV DLPLRQ DLPHURQYV| DLPHULRQV DLPkKkPHV DLPI
3/ DLPH] DLPLH] DLPLH] DLPHUH] DLPHULH DLPKkWHYV DLPDV\
3/ DLPHQW DLPHQW DLPDLHRW DLPHURQW DLPHUDLHQW DLPqQUHQW
FINIR Present indicative Present subjunctive Past tense | Future Conditional | Passé simple| Past subjunctive

6* ILQLV ILQLVVH ILQLVVH ILQLUL ILQLUDN ILQLV ILQLVVH

6* ILQLV ILQLVVHV ILQLVVH ILQLUL ILQLUDNJ ILQLV ILQLVVHYV

6* ILQLW ILQLVVH ILQLvVVH ILQLUL ILQLUDI ILQLW ILQVW

3/ ILQLVVRQV ILQLVVLRQV | ILQLVVL ILQLUR ILQLULH ILQVPHV| ILQLVVLRQ

3/ ILQLVVH] ILQLVVLH] ILQLVVY ILQLUK ILQLULH ILQVWHV ILQLVVLH]

3/ ILQLVVHQW | ILQLVVHQW 1ILQLVVI ILQLUF ILQLUDI ILQLUHQ| ILQLVVHQW,

PARTIR Present indicative Present subjunctive Past tense | Future Conditional | Passé simple| Past subjunctive

6* SbuvVv SDUWH sbuwbly sbuwly sbuwLy SDUWLV| SDUWLVVH

6* SbuvVv SDUWHV sbuwby sbuwly sbuwLy SDUWLV| SDUWLVVH

6* SDUW SDUWH sbuwbly sbuwly SDUWLY SDUWLW| SDUWvW

3/ SDUWRQV SDUWLRQV SDUWLHR SDUWLY SDUWLY SDUWVPl SDUWLVVLRQV

3/ SDUWH] SDUWLH] SDUWLH SDUWLY SDUWLY SDUWVW| SDUWLVVLH]

3/ SDUWHQW SDUWHQW sbuwbly sbuwl sbuwLy SDUWLU| SDUWLVVHQW

VENDRE | Present indicative Present subjunctive Past tense Future Conditiond Passé simple | Past subjunctive

6* YHQGV YHQGH YHQGDUV HQGUDL| YHQGLV| YHQGLVVH

6* YHQGV YHQGHV YHQGDLUV HQGUDV] YHQGLV| YHQGLVVH

6* YHQG YHQGH YHQGD LW HQGUD | YHQGLW| YHQGVW

3/ YHQGRQV YHQGLRQV YHQGLRQV HQGURQ YHQGVPH YHQGLVVLR|QV

3/ YHQGH] YHQGLH] YHQGLH|] YHQGUH] YHQGVW| YHQGLVVLH]

3/ YHQGHQW YHQGHQW YHQGDUHQW YHQGUHR YHQGLUK YHQGLVVHQW

Figure 2: CC oppositions and neutralizatiéns

2.2 The French Conjugation Class System

Considering the paradigms in Figure 2, we assume that French CCs are also hierarchically
structured according to diacritic features. As shown by Oltra Massuet (1999) for Catalan,
the respective features allow us to understand the neutralizations of the CCs mentioned
previously and to grasp differences in markedness (i.e. productivity, irregularity, size).
We propose the hierarchy in Figure 3, which is not restricted to regular verbs, but also
includes irregular verbs.

7 We are aware of the fact that the passé simple and the past subjunctive are archaic and no
longer used in Modern French. Nevertheless, this neutralization helps us to understand how the
CC system is structured in French.
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Figure 3: Feature geometry for the French conjugation classes

According to this specification, CC neutralization in the passé simple and past subjunctive

UHOLHV RQ WKH F R RiRRpartir ol WeKdoeHwhere@s thelneutralization

LQ WKH IXWXUH DQG FRQGLWLRQD Ofihinand partirWw R WKH FR
At the same time, the proposed feature geometry also captures different degrees

of markedness of the respective CC (from less marked to more marked; see Figure 4):

aimer > finir > partir > vendre > allet.This allows us to understand the link between

athematicity and irregularity: The most marked CCs contain the (most) irregular verbs

and it is precisely these CCs, leaving neutralizations aside, that are athematic. Put another

way, themati@imer and thematifinir belong to those CCs whose verbs are considered

either fully regular or “irregularly” regular, i.e. verbs that undergo minor (morpho)

phonologically predictable changes (e.g. vowel alternatlesr >ON YH@ pWR UD

levent >O-Y @ pWThH athéDatiy veffgzartir andvendre belong instead to CCs

that contain irregular verbs showing other subregularities. Finally, suppletive aller (with

amixed paradigm of forms from thematic and athematic verbs) belongs to the residual

CC, which is aagbag of irregular verbs with idiosyncratic alternations (cf. Gertner 1973

and Meunier and Marslen-Wilson 2004 for a classification of French irregular verbs).

8 The degree of markedness results from the total number of features and their respective
values (+ or -). For instancpartr KDV WZR > @ IHDWXUHV DQG WZR > @ I|H]
PDUNHG ZLWK > @ LQ@eide KDV REHPH®MVMHDWXUH DRBWVZR >
RI DUH PDUNHG ZLWK > @QUWO&BY WKUHBQGS @ IHDWXUHV LC
L H RXW RI LV PDUNHG ZLWK > @ LQGH]

7KLY DOWHUQDWLRQ FI DswWé tos0%') R dh@naledical @d beRddPV R
on vowel lowering in closed syllables (Schwarze and Lahiri 1998).
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Figure 4: Markedness of CC, athematicity and irregularity

We assume that neither the syntactic derivation nor the post-syntactic well-formedness
conditions are affected by the conjugation class features. This means that all CCs have
the same morphological structure for Vocabulary Insertion (V1) (see Figure 5).

Figure 5: Morphological structure

The realization of this structure differs considerably between CCs, however. As Table 6
shows, the 1st and 2nd CCs (atomiséner,finir) have aregular root followed by three
inflectional affixes in the 1st plural imperfect. The CCs that are marked by two diacritics,
instead, allow fewer affixes after the “irregular” root, i.e. the ThV is missing. What is
more, as exemplified by the present tense forms of the 2nd person, only these athematic
verbs show irregular forms with subregularities (partir and vendre; also peindre) or with
idiosyncrasies (as in the case of suppletion wiigr).
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morphological

Structure syllable surface form
root v° Thv T° 3 structure no liaisorf®  spelling

> . @ atom is % i 'Yy D WR Pk ¥Bb WR &P atomisions

> @ -P % i 'Yy - P%EL ' >- P@' aimions
pl > fir@ is i '} IL QL VL >IL Q@ Viissions
impf. > @ SW i } SDSPWL '>SD S$W Martions

> QY & i '} Y$GE >Y;6 @' vendions

> @ al % i 'Yy DO% L '">D ®M"' allions

> @ atom is % 'Yy D WR HFL ¥DbtW R@P atomisons

> . @ -P % 'Y - P% " >- @ aimons
ipl > fir@ is 'Y IL Q V' >IL @& Vfinissons
pres. > B® SW 'Yy SDS W' >SD® W'partons

> QY& } Y$G) > Y768 vendons

> @ al % 'Yy D O >DgD' allons

> . @ atom is % z D WR PL ¥DoWR P atdh@@es

> . @ -P % z - P%] >-P@ aimes
2sg > fir@ is z fi.nisz >|L QL @ finis
pres. > B® SW z SDSW] >SDS@ pars

> @Y & z Y& ] > Y vends

> @ va zZ vaz >YD@ vas

Table 6: Relation between morphological structures anét CC

This means that Vanden Wyngaerd’s generalization, according to which irregularity in
form of either the root or the suffix goes hand in hand wittdaced number of suffixes,
is also valid for French verbal inflection.

3. Non-Terminal Vocabulary Insertion

In this section, we will discuss how the generalization made so far can be captured
in the framework of Distributed MorpholodipM; Halle and Marantz 1993, 1994).
Based on data from suppletion in particular, we follow the assumption that functional
elements and roots are both inserted post-syntactically (cf. Haugen and Siddigi 2013).
As is well-known, in the standard version of DMet of post-syntactic operations can
alter the syntactic output before VI, including Fusion, Impoverishment, and Pruning,

10 We have omitted the liaison forms for reasons of space.

11  The denominal verb atomiser FR QW D L Q-\-, Whi{cH isvnov pn augment, but
averbalizer inserted in v°. This derivation again, belongs to the produéti®€ hnd therefore
comes with &hV.
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among others. For the athematic Italian past participles mentioned above, such as corso,
Calabrese (2015) proposesaralysis based on Pruning. Apart from the fact that the
arguments in Calabrese (2015) are somehow ciréuigs,analysis is not applicable

to French € Suppletion. However, other post-syntactic processes, such as Fusion, for
example, also seem incorrect for the analysis of Frencsugletion, since locality
restrictions on allomorphy are not met (but see Pomino and Remberger 2019). What is
more, Fusiorand Pruningan be avoided if VI is not limited to terminal elements, as in

the non-terminal spell-out of Nanosyntax (cf. Starke 2009) and the Spanning approach
of Svenonius (2012), among others. In sum, the assumption of multiple post-syntactic
processes has met with some criticism and, given equal explanatory adeguzaiiea
number of processes is preferable targer number (cf. Haugen and Siddigi 2016, 346;
Trommer 1999 a.0.). Haugen and Siddiqi (2016) argue that the post-syntactic processes of
DM should be reduced to VI only. Following Svenonius (2012, 2016) as well as Haugen
and Siddigi (2016), we will integrate Non-Terminal Insertion or rather Spaainihg

the DM framework in order to explain the consonant-zero-alternation and suppletion
in French.

3.1 Spanning and the Consonant-Zero-Alternation in French

Spanning is apecific type of VI. As in the standard version of DM, this mapping process
operates over the hierarchical structure, but it allows the insertion of phonological mate-
rial not only in one terminal node atime but also in spans of terminal nodes that are

in acomplement relation with each other (Williams 2003; Svenonius 2012; Merchant
2015). For ease of illustration, let us assume that the output of the syntactic derivation
is the complex head given in Figure 6. In the Spanning approach, VI can target any of
the listed spans, i.e. the root may be realized alone or together with X (or X and Y etc.).

12 Pruning, according to Calabrese (2015), takes place before VI, i.e. it cannot be conditioned

by the context of VI; this raises the question of why the input structure for VI is reduced only in
particular (categorial or non-categorial) contexts.

13 For French morphology in Nanosyntax, cf. Starke (2020). Starke (2020) does not seem

to posit CCs, nor does he consider ThVs or latent consonants in his structures. We do not adopt

a nanosyntactic approach since we assume that morphophonological exponence cannot be directly
represented in syntactic structures, but it is syntax that serves as an input to VI, which is guided

by the Subset Principle. Nevertheless, some of the ideas from Nanosyntax, e.g. the insertion of
UHJXODU DQG LUUHJXODU OH[LFDO LWHPV LQWGRSBQQHQH QW (
DSSURDFK WR VRPH HIWHQW DOWKRXJK WKH R¥didt ZD\ URX
NQRZY OH[LFDOO\ UHDOL]JH OHVV VWUXFWXUH LQ 6WDUNH
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Figure 6: Spanning

We will assume that the difference between regular and irregular verbs in French (and
other languages) depends on whether or not the output structureriesoaone reali

zation of terminal nodes. More precisely, as soon as -and Xare realized asspan

and not as two separate slots, the verbal forms lose their structural transparency and may
be irregular. Our analysis is based on two central assumptions: (i) Whether Vocabulary
Items target only the—root or span over the<” "and ThV depends on the CC features

HJ >.@ HQFRGHG LQ WKH URRW LL 'HSHQGLQJ RQ

This idea is exemplified in Figure 7: In the case of aimer/arriver and finir, VI for the

root realizes only the — «8lot and the root-final consonants surface, since they always
precede &hV. In contrast, in the case of partir/'vendre, VI spans over v? ahe Th

and the root-final consonants may not surface. More precisely, the consonant is never
saved by &hV (which offers aropen onset position) and its (non)appearance depends on
KRZ WKH 7 3 LV UHDOL]JHG ,W ZLOO VXUIDFH RQO\ ZLWHK
position that the consonant could move into (e.g. -ons and -ez, but also -r-ons and -r-ez)
and will otherwise be deleted.

14 This is true at least for the present tense, which can also be interpreted as a non-tense and
therefore usually has no visible exponent.
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Figure 7: Spanning and the consonant-zero-alternation

With this analysis we can capture the link between athematicity and irregularity in the
following way: ThVs prevent the deletion of root-final consonants. As soon as VI spans
over — <~ " «+v°+ThV, the realization of the final consonant depends on the realization
of the following slot (or span) and, since this slot does not per definitibegin with

a vowel, the final consonant may be deleted leading to “irregular” verbal forms.

3.2 Spanning and French o Suppletion
The suppletion found with French aller is especially interesting (cf. also Pomino and
Remberger 2019) since the respective forms have their origins in verbs from different
Latin CCs, i.e. some forms of aller are thematic and others are athematic. The three
source verbs are: (ath¢matic),Y — Qathaidatic)and DPEXO—UH DPELW—UH

D QG —UH (thematic). In this suppletive pattern, the link between athematicity and irre
ularity would thus be expected to be particularly transparent.

In French, suppletion in the verbal forms of i€, at least at first glance, sensi-

tive to person and number (but only in the present tense and in the imperative, i.e.
non-categorical suppletion; cf. Veselinova 2006) and is additionally sensitive to TAM
(i.e. categorical suppletion; cf. Veselinova 2006): Forms stemming from Latin , <~ are
attested in French only in the future and the conditional, while those originating from
athematicY — Gak¢ tibhind in the present indicative (and in the imperative), but only in
the singular and 3pl. All other forms are based on thematic D O O — U H which we consi
to be the default realization for the root i French. In the following analysis, we
will look more closely at the present tense forms, since here we have both athematic
and thematic suppletive stem-allomorphs, which seem to be contextually sensitive to
3 IHDWXUHV VHH 7DEOH

90



present ind. present subj. imperfect future
sg pl sg pl sg pl sg pl
1| vais | all-ons| | aille | all-i-ons | | all-ais | all-i-ons | | i-r-ai i-r-ons
>Y-@D¥'| > DM@DGaV |'>D@->Do@a |'>L S|B@ =
2 |vas | all-ez ailles | all-i-ez all-ais | all-i-ez i-r-as | i-r-ez
v @[al-¢@ |[af@| [al-j-¢@ | >D'@ fal-j-@ | >L @D L SDH
3|{va |vont aille | aillent all-ait | all-aient | | i-r-a i-r-ont
>YD @YD >DM @' @ >DI@ >D@ 4 | >L S|D®@ '@’

Table 7: Selected verbal forms of suppletiaker (athematic forms highlighted in grey)

It is very interesting to note that the present tense forms of French €~ in particular
have avery reduced segmentability, i.e. there asiderable mismatch between the
hierarchical structure (e.g. — <" "¢ Y f 7K9 7 3 VHH )LJIXUH
ophonological realization of this structure. More precisely, the all-based forms have
ahigher degree of segmentability than #aebased forms and this, again, goes hand in
hand with (a)thematicity: The root all- select$taVv, whereas va- is athematic. In the
Spanning approach, this means that the root all- realizes only the — <~ " « slots, while
va- spans over — < ahe ThV; see Figure 8.

Figure 8: Spanning in case of suppletion
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In the case of non-categorial suppletion, as in the present tense of aller, it may
also be the context of the agreement features that conditions the insertion of suppletive
VWHPV 6LQFH WKH 7f DQG 3 DUH D VSDQ LQ WKH SUHYV
the adjacent span. In the more specific insertion context in the singular and 3rd person
plural more specific Vocabulary Items are inserted. In contrast, the 1st and 2nd plural
UHSUHVHQW WKH GHIDXOW L H 9, L3leQdelidngs®R @&V H[W XLC
WKHPDWLF && LQFOXGLQJ WKH GLDFULWLF > . @ WKH 7
SKRQRORJLFDO UHDVRQV ZKLFK PHDQV WKDW 3 LV QR
not influence VI of the root.

4. Conclusion

We have argued that French has two thematic and several athematic conjugation classes
which are hierarchically structured. Based on this, we have additionally shown that the
Suppletion Generalization (Vanden Wyngaerd 2018, 1) also holds for French: “If there

is irregularity in the form of either the root or the suffixes, the number of suffixes gets
reduced.” This generalization can be integrated into the DM framework if we admit
non-terminal insertion or rather Spanning. We have shown how athematicity of the
French CC — which results from VI spanning over — <" "« and ThV — impinges on the
irregularity of the respective forms. (Ir)regularity can be explained by different spanning
sizes of the respective roots, which is dependent on the CC-features of the roots.
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7 YVD $OWHUQDWLRQ LQ WKH $X[L
DQG 'LVWULEXWLRQ RI 2&0V LQ &DO!
'LDOHFWYV RI /IDXVEHUJ $UHD

/HRQDUGR 0 6IDYRLPOHQHGHWWD %DOGL
University of Florence, Italy
jeonardomaria.savoia@unifi.lpenedetta.baldi@unifi.it

Abstract. This article deals with the realization of 3rd person object clitics in auxil-
iary contexts in some Southern-Italian dialects spoken in “Lausberg area”, where the
DOORPRUSK\ - D LQ WKH DX[LOLDU\ VWHP DQG HQFC
phenomenon in relation to the overall distribution of OClIs. A crucial question is the
theoretical status of morphology. Although morphology is nothing more thay af
expressing syntactic structures, it is traditionally seenpasiasyntactic component,
that, according to DM, conveys arformation “separated from the original locus of
that information in the phrase marker” (Embick and Noyer 2001, 557) by means of rules
PDQLSXODWLQJ VIQWDFWLF QRGHYV :H SXUVXH D GLIIH
governed by the same computational rules of syntax and subword elements are fully
interpretable. Inflection and clitics are the result of (pair-)merge operations (Chomsky

D E JLYLQJ ULVH WR DPDOJDPV EDVHG RQ DJUHHP

Keywords: Object clitics; DOM; morphology; auxiliary; merger operation; Lausberg
area varieties

,QWURGXFWLRQ
The topic of this article is the realization of object clitics in auxiliary contexts in
Southern-Italian dialects spoken in Lausberg Area. The issue at stake is the nature of
morphology and its theoretical status. This igray-term question, dating back at least
to Chomsky (1972), when the lexicalist hypothesis became the general solution in the
treatment of the relation between syntax and interpretation. The portion of morphology
that remained within syntax however has kept represeniingtbdem for the analysis.
In fact, morphology is necessary for syntax but it seems to apply specific structural

96



requirements, which according to some authors respontinieaa adjacency criterion
(Embick and Noyer 2001) rather than tstauctural organization. Moreover, morphology
shows aset of phenomena concerning the order of exponents, syncretism and other prop
erties apparently idiosyncratic, not immediately associated Viithciional or structural
codification. In the following discussion, we will apply approach that holds to the
assumption that morphology igart of the linguistic knowledge, as it is governed by
the same fundamental computational tools of syntax.

The diverse morpho-syntactic realizations of 3rd person OCls in the Lausberg
area dialects (cf. Lausberg 1939) involve the alternation between internal inflection and
clitic, providing us with d@est bench as regards the ability of the syntactic procedures
to construct morphologically complex words. The article, after presenting the data and
describing the different systems, discusses some theoretical points in order to clarify
the salient aspects of the model we adopt, and finally it proposewbysis of these
phenomena. The aim is to reach a unified and general tredtment.

&OLWLFVY DQG ,QWHUQDO ,QIOHFWLRQ RI WKH $
In Romance dialects spoken in villages within the Lausberg area, on the border between
Calabria (Morano and Albidona) and Basilicata (Colobraro), 3rd person internal argu
ments(IA) show aspecialized morphological mapping in auxiliary contexts. In some vari
eties, in the active form of transitive verbs the auxiliary have alternates two allomorphs,
one with the stemvowela- DQG RQH ZL W Ka--incorpgéidted De/vddlldadidn Q W
of the 3rdperson, as in (1a, b, c) for Morano. In the examples, we indicate witht8 %. (E
exponent (or referent) of 3rd person, with E€ &€ %o... %o ...the verbal agreement ex
or the OCls. , 1 is.the gloss ofhe element © that realizes the final vocalic exponents
in many of these dialects; T(E€ <E&€ %o ... correspond to the agreemént nominal fee

1) (a D11FOP-W X D L
(3% (E) have-1 @@aled-tTE€ s EE %o ...
B, KDYH FDOOHG KLP KHU WKHPY

(b) a: FDP-W X D L
(3% &) have G@EIRd-1EE +EE %o...
H\RX KDYH FDOOHG KLP KHU WKHPT

7KH DUWLFOH LV WKH IUXLW RI FRPPRQ UHAHFWLRQ DQG
ZRUN KDYH EHHQ FROOHFWHG WKURXJK (¢HOG LQYHVWLJDWLF
sincere gratitude.

:H XVHURDG SKRQHWLF WUDQVFULSWLRQ LQ JHQHUDO LC
syllables are long; a variable lengthening may characterize also pre-tonic vowels.
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(©) a: FFDP-W X D L
(3% &) have G@EIRd-1EE *EE %o...
HV KH KDV FDOOHG KLP KHU WKHPY Morano

:KLOH LQ WKH GLDOHFW RI ORUDQR WKLV LV WKH RQO\
these contexts, in other dialects we find two ways to introduce the object. Thus, in the
dialect of Colobraroin (2), D S allomorphy characterizes the 3rd singular person of the
auxiliary, in (2a), and is in complementary distribution with the realization gi&msbn

2&0V LQ HQFOLVLV RQ WKH VW QG DQG VW DQG UG
The 2nd plurain turn excludes the realization of the OCI, however presenting the only

alternant witha-, as in (2c)

) (a) a FFDP-W %
(3% E) have.3EE€ called ,f- ...
pV KH KDV FDOOHG KLP KHU WKHPT

(b) -GGd -M XP -Q DFDP-W %
havel E€ @E€ %o ..t E€ %o ..o E €called-% »....
H, KDYH \RX KDYH ZH KDYH WKH\ KDYH FDOOH

(c) DYHV% FDP-W %
(3 %0 E) have.2 %o ... called-, f - ...
M\RX KDYH FDOOHG KLP KHU WKHPY Colobraro

7KH DOWHUQDQW - RFFXUV LQ DOO RWKHU FRQWH[W!'
XQHUJDWLYHYVY DV LQ D DY DQG E ET

3 @ -11 X vinut-u
have-1 E € come-t E €
M, KDYH FRPHT

D$11 X rurmut-u
have-1 E € slept- T E €
H, KDYH VOHSWY Morano

b) - YY%QXW %

have.3 (E €come-, f - ...
MV KH KDV FRPHT
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ET - GGXUPXW %
have.3 E €slept-, 1+ ...
pHV KH KDV VOHSWT Colobraro

ORUHRYHU - FKDUDFWHUL]HV D F Wetsernt2 FRQ WK W D Z K IR
OH[LFDO '3V RFFXU LQ ET

4) @t -11 X vist-u
2EE€ have-1 (E &een- T E €
H, KDYH VHHQ \RXT

(b) -11 X vist-u a uUUDWW W%
Have-1 E &een- T E 0 brother-your
M, KDYH VHHQ \RXU EURWKHUY Morano

(afm - FFDP-W %
1EE€ have.3 E €alled-, 1 - ...
pHV KH KDV FDOOHG PHT

(b M- FFDP-W & WWXWW %
have.3 E € called-, f-...to all
pHV KH KDV FDOOHG DOOY Colobraro

J)LQDOO\ WKH DOWHUQDQW - RFFXUV LI WKH UG SHU
thel- object clitic. This gives rise tosubtle micro-variation depending on the contexts

wherel- is inserted. In the dialects we are investigating negative contexts may affect

the realization of the 3rd person element. Thus, in the dialect of Morano, in negative
contextsO S « occurs, (5a), while in that of Colobraro the incorporating form appears
DOVR DIWHU WKH QHJDWLRQ DV LQ DY

B5) (@ nu Il -11 X vist-u
Neg 3E€ have. E€seen T EE
L, GLG QRW VHH KLPY Morano

DT LOO%Q'QQa FFDP-W %

he Neg (3 %0 (E) have. c@ll€d , 1 ...
‘he did notcallKLP KHU WKHPT Colobraro
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7KH GLVWULEXWLRQ RI WKH VWHP YRZHOV --and a- st
LGHQWLI\ --asthe basic allomorph, considering that it occurs in all contexts where ok
clitics are not insertetl.

Athird system is attested in the North-Calabrian dialect of Albidona, in which the
enclisis on the 1st and 2nd singular persons of the verb, in (6a), coexists with the reali
zationof 3rd personl- 2&0 LQ QG DQG UG VLQJXODU SHUVRQV |

F 7KH VWHP RI WKH DX[LOLDU\ KDV WKH DOWHUQDQ'
where both alternants are admitted, i.e. the incorporation on the @ait&khe verbal
form, or the insertion of I-. The examples in (6d, e) illustrate the 1st and the 3rd plural
persons which in turn select for enclisis. (6f) illustrates the negative form, where the
OCIl- RFFXUV LQ HQFOLVLY RQ WKH QHJDWLRQ DQG WKH
by the enclitic form on the auxiliary, here -a, feminine singular.

6) @ - GGd X DLV W L%
have.l1 E€ T E£ o (E Seendhote ...
B, KDYH VHHQ KLP KHU WKHPY

(b) | - LVW %
%o (E have.2 E€ seen-,%e-...
M\RX KDYH VHHQ KHU KLP WKHPT

Ef - EELVW %
3 %0 E have. E seen-,fe...
pV KH KDV VHHQ KHU KLPY

© O D %V% LVW %
3 %0 E have.2 %o ... seen-,%fe...
H<RX KDYH VHHQ KHU KLP WKHPY

(d) W% m- u GDW %
E€ have.l %o ... tE®€ given-,fe ...
MZH KDYH JLYHQ LW WR \RXY

3 On the basis of the traditional measure of complexity for the rules, we could @leaiv¢he
substitute of 2& O SMULP HOH ZD\ ZKLOH R-Eayurés@ImQch moréddrriplex
list of contexts.



() 5X%U% n- u YLVW %
they have.3%. ... 3.TE&€ seen-,fe-..
HPWKH\ KDYH VHHQ LW KLPT

® ll-a GGd% YLVW %
Neg 3-+EE£ have.l (E &een-, 1+ ...
H, KDYH QRW VHHQ KHUY Albidona

Itis of note that in these dialects there is no phonological process or constraint preventing
>0@ IURP FRPELQLQJ ZLWK >D@ RU >-@ DV VKRZQ E\V

(7) >%O -ULYDV@&H JUDVVT
>% O DWWMKH@IUDSHV Morano

>-NZ%@ pWKH QHHGOHT
>% 0 DWYIWEH@UDSHVY Colobraro

More to the point, |- regularly occurs before have with the lexical reading of possession,
as in (8a, b).

8 (al DGGd%®%
3 %0 have.l (E €
M, KDYH LWT

(b) 1 -M%
%0 Ghave.2 E €
H<RX KDYH LWYT HWF Colobraro

In other words, nothing suggestsaigin of this phenomenon as due to the phono

logical assimilation of I DQ G - RUa-SR\DWKWY WKH GLVWULEXW
K\SRWKHVLV IURP pEHY FI O0DQ]LQ la- D QUR B DuKRDLYDH |
according to syntactic properties is crucially implied. Moreover, the fact that the alter

nation concerns only the auxiliary creatdarmther obstacle to morpho-phonological
explanation. As to the lexical verbs initiating withh@vel we find different solutions.

Typically, if the original initial vowel is unstressed, i.e. pre-tonic, it is deleted and the
vocalic OCls are inserted, as in (9a); in some varieties the initial vowel can incorpo-

rate the OCI of 3rgherson, as in (9b). If the initial vowel is the stressed nucleus of

the stem, eitherl- 2&0 LV LQVHUWHG DV LQ F RU DQ LQ
LQVHUWHG XVXDOO\ WKH YRLFHG YHODU IULFDWLYH
like in (9d) and (9e).

101



) (a) X D W WD N N %
TEE - E €lie. 1GE..
H, WLH KLP KHU WKHPT Albidona

(b) DVS-WW< U<
( %o ) wait-3 E €

MV KH ZDLW IRU KLP KHU WKHPY Morano
(c) 1 DGGd%

%o have.1l E €

M, KDYH LWT Albidona

(d) a 5U- S%
e (E€open. 1 EE€
B, RSHQ LW Colobraro

(e)u M-S %
t (E €open.1 E €
L, RSHQT Morano

The picture we get is the following:
9 have D O ORP R U, Khere th¥ Mtter externalizes the 3rd person internal

argument in active syntax; the a- auxiliary form excludes the insertion of the object
clitic.

9 3rd person OCls have the alternants: u/a/i in proclisis with lexical verbs or in enclisis

on the auxiliary, I(-u/ai LQ QHJDWLYH GHRQWLF LPSHUDWLYH
9 The realization of OCls is sensitive to the negative operator
9 OCIs have different realizations depending on the person: in Colobraro dialect the

3rd singular person and the 2nd plural incorporate the 3rd person OCI, while all
other persons incorporate it; in Albidona the 2nd and 3rd singular persons select
the procliticl-, contrary to the 1st singular and plural persons and 3rd plural.

7KH DOWHUQDW L ReQmpler-oisvpelttatfested South-Italian phenomena
concerning the expression of 3rd person OCIs in auxiliary contexts (see section 4;

cf. Manzini and Savoia 2005, 2010). Manzini and Savoia propssectural treat-

ment whereby the auxiliary in C subsumes the 3rd person properties. Differently from
WKDW DQDO\WLY ZH FRQQHFW WKH GLIITHUHQW UHDOL]
properties of such lexical items and rely on the idea that morphological complex forms

are constructed on the basis of the same computational mechanism of syntax.



A crucial point is that the drop of 3rd person OCls before the auxiliary interplays
with the enclitic occurrence in some varieties, like the one of Colobraro in (2a)—(2b).
6R DQ LQWHUHVWLQJ FRQMHFWXUH LV WKDW WKH FRP
enclisis of 3rd person OCIs and, finally, their co-existence, as in (2), are the faces of
the same phenomenon, implying a substantially identical morpho-syntactic procedure.

1.1 The Object Clitic System
Let us consider the clitic paradigm of these varieties. Object clitics, apart the alternants
incorporated in the auxiliary seen in section 1, present three alternants:

x  the simple Definiteness root |-, that we indicate with %0 (E, generally encompassing
all referential properties, before verbs beginning in vowel as in (8);

x  the complex forms wheleis combined with the inflection of gender and number,
in imperative and in negative contexts (see below), indicated as 3-*E€ Tt E£€ %o ...

x  the simple inflection of gender and number in proclisis, in declarative sentences,
glossed as the bundle of agreement featui@€ +E€ %o ...

In these dialects the plural is generally expressed by the only exjjcaett the 1st and

2nd person clitics, we have, as in Standard Italian and in most Italian varisfiegea

form for direct and indirect object, i.e. P © 1 % E and W © 2 %, E. The clitic forms are illus
in (10a) for Morano, in (10b) for Albidona and in (10c) for Colobraro.

(10)(@ P% W% X OYDU< Uk
I1EEEEEE +HmE. see-3EE
HV KH VHHV PH \RX KLP KHU WKHPY Morano

) P% W% X % 9 Le%LQ%
IEEEEEE +HmE. see-3%o ...
HWKH\ VHH PH \RX KLP KHU WKHPY{ Albidona

b) P% W% X % YOL% e % Q %
1EE E&dEE %EE. see-3% ...
HWKH\ VHH PH \RX KLP KHU WKHPY Colobraro

(11a), (11b) and (11c) illustrate the dative in the dialects of Morano, Albidona and Colo
EUDUR DY ET DQG Fofitive/arudativeib) thaddiredpaniding W U L Q

dialects. The following distribution emerges:

X Accusative and dative of the 1st and 2nd person clitics are syncretic, presenting
a single alternant in the two contexts;
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X  The dative in the dialect of Morano is realized by i when it is alone, as in (11b),
DQG E\ WKH V\QFUHWL K G ohahlLitpkecEdedlgact alitic,¥asl 2 & O
LQ ET

x In Colobraro dialect the dative is realized in all contexts by the pari@i@

X  The order of clitics in the string provides for the dative and 1st and 2nd person
clitics before the accusative, i.e. the same as in many Romance varieties.

,Q WKH JORVVHYV 79 LQGLFDWHY WKH 7KHPDWLF 9RZHO
the root and the inflection.

(11) (a) L U'QW% NNZLVW %
% E }ze give-S3@EE this- , 1 - ...
MV KH JLYHV WKLV WR KLP KHU WKHP \RXT1

D u W U'Q LUL
% E }ze 3. T®&EE give-3EE
MV KH JLYHV LW WR KLP KHU WKHP \RMdfano

(b) "% ePD% NNZLVW%
%o E }ze Giv€-3 Ethis
HV KH JLYHV WKLV WR KHU KLP WKHP PHT

ET P eD5%
%o E }ze @B.€& & €give.l E €
M, JLYH LW WR KLP KHU WKHP PHTY Albidona

© Q% G - NNZLVW %
% E.}ze JLYH 78his-, f...
HV KH JLYHV WKLV WR KLP KHU WKHQT

(¢) n u G - W%
%o E.}ze 3.TE€ JLYH 79 &€
MV KHJLYHV WKLY WR KLP KHU WK HKQdpraro

As shown by the comparison of (10a) and (11a) for Morano, and (10b) and (11b) for

Albidona, dative and accusative plural are syncretic, sothati DQG "% HQFRPSDV!'
%oand that of 3rd person dative. Manzini and Savoia (2017a, 2018, 2020) account for

this coincidence, assuming that both plural and dative are based on the semantic relation

of inclusion, C, i.e. part-whole ofat. Plural implies the sub-set reading (cf. Chierchia

1997), while dative can be traced back to the elementary predicative relation where
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anargument is included into or part of atier, its domain (cf. Belvin and den Dikken
(1997y and Manzini and Savoia (2011a,b)). In other words, this analysis suggests that
WKH RUGHU GDWLYH VW QG SHUVRQ = DFFXVDWLYH I
the possessum, as in the case of the order possessive-DP in many languages.

A specialized alternant including the Definiteness base I- followed by the-inflec
tional elementsa,u,i uhPKHU KLP WKHPYT LV LQVHUWHG ZKHQ WK
(cf. (5)) and in enclisis on imperatives. In both contexts, however, the order ofclitics
remains the same. This allomorphy presergstdle micro-variation also attested in
our sample of dialects. In the negative contexts, not all dialects introduce I- forms, as
evidenced by the comparison between (12a, b) for Morano and Albidona with I-, and

F IRU &ROREUDUR SUHVHUYLQJ YRFDOLF 2&0V $V L
for Morano |- forms combine the definitenessréotZLWK WKH JHQGHU QXPEH
which in turn is however sufficient to realize the object clitics in the declarative positive
contexts in (10).

(12)(@ nu 0O X OPYRU< U< OO L
Neg 3-TEE€ 3 3> GBsee-3 E£€
‘V KH GRHV QRW VHH KLP KHU WKHP forano

(b) 00 X OO D % %o L &%  Q%b
Neg 3-tEE€ 3-3E% ... , Bee:3 %o ...
HWKH\ GR QRW VHH KLP KHU WHKHP { Albidona

) Q'QQX D L %YL®D%%
Neg TEE <& Bee-%ko....
MWKH\ GR QRW VHH KLP KHU WKHP fColobraro

4 The idea that all types of possession, including inalienable and psych state possession, fall
under the same basic relarion resumes the analysis of possession in Belvin and den Dikken (1997,
170) according to whom “entities have various zones associated with them, such that an object
or eventuality may be included in a zone associated with an entity without being physically
contained in that entity... The type of zones which may be associated with an entity will vary
with the entity”.



Imperatives require the insertion of OCls in enclisis selecting I-V forms, as
in(13a, b, c)-V IRUPV RFFXU DOVR LQ FOLWLF FOXVWHUV D!
ZRUG VWUHVV ZLWK WKH SHQXOWLPDWH YRZHO DV LQ

(13) (@) FD%P -0 X OD oL
FDOO 7OtEE 3 8k ...
H&DOO KLP KHU WKHP |

DU'QD Q%QL Ilu
JLYH 78% & }z8-tEE€
LW*LYH LW WR KHU KLP ¥ Morano

(b) FD% PDOO %
call 3-,%-...
p&DOO KLP KHU 1

E fla- %o P LOO %
give E€ 3-,f-...
HP*LYH PH LW Albidona

(c) FD%P DOO %
&DO0O0 79 ,QA
H&DOO KLP KHU WKHP

F ¥-a- P%P LOO %
*LYH 79 E€- 3-,%-..
H*LYH PH LW | Colobraro

5 In Southern Italian dialects in imperatives clitic clusters attract the main stress of the word,
DVVRFLDWHG ZLWK WKH ¢UVW FOMULFFRD MWFKHRROXVWHEQ JLC
eg. UMQD Q%Q LOX pJLYH KLP LWY ORUDQR DV LOOXVWUDWH
0] F
G ?
U'QD QQL OX
In some dialects also simple object clitics following the imperative attract the word stress, as
in the examples in (13a, b, c). The reassignment of the main stress in post-verbal position goes
together with the insertion of 3rd person clitics with the Baselanzini and Savoia (2017a)
FRQFOXGH WKDW W K HUY WKIHHY Y RAURSIKHRMOKRHIY TUW KIBTXLUHG LQ
elements must be read outside of the scope of the modal operator.



,PSHUDWLYHV RI VW QG SOXUDO SHUVRQ WULJJHL
locative object clitics (characterizable as deictic), in contexts where the 3rd person
clitic occurs in enclisis (cf. Manzini and Savoia 2017a, Baldi and Savoia 2020). In
other words, mesoclisis shows up only in deictic/ dative/ locative clitics + verbal-inflec
tion + 3rd person cliticstrings, as in (14) and (15). (14a) and (15a) and (14b) and (15b)
illustrate mesoclisis of deictic clitics in the contexts of 1st plural and 2nd plural forms
respectively. (15¢) illustrates the post-verbal position of simple object clitics. In the
GLDOHFW RI $SOELGRQD VW QG SOXUD uacpranctisiDbUH UHI
and mesoclisis)As for the imperative person inflections, these dialects hpaezaligm
similar to the Italian: 1st and 2nd plural coincide with the present indicative forms;
2ndsingular of the first class has the specialized endmas in (15a) for Morano. In
Albidona in final unstressed position the inflectional vowels have change®@.to

(14) (a) d-a- % %PX 00 %
JLYH 78%...- 1%0...- ,QA
H/HW XV JLYH KHU KLP WKHP LW

(b) S'UW %B% % W- OO0 %
EULQJ % ...- 2% ...- '"HI ,QA
H%BULQJ XV LW T Albidona

(15) (&) U'Q D Q% QL mu- I-u
JLYH 793% & }z%%o...-Def-T E€
M/HW XV JLYH LW WR KLP KHU ¢

) UUQ D P%PL t- l-u
JLYH 79 &€ 2% ..-Def-tEE€
H*LYH LW WR PH ¥ Morano

As noted above, in these systems mesoclisis is admitted only on condition thapées&nd
clitic is present in final position, as in (15a, b) for Morano, so that wsthgde OCI we
KDYH HQFOLVLV DV LQ 1D DQG 1D IRU VW SOXUDO

fla) S'UW D %PX00%
EULQJ I%..'HI ,QA
H/HW XV EULQJ LW ¢

6 The alternantP © V © seems to be traceable back to the combination of the 1st plural exponent
P© with VO WKH UHAH[LYH LPSHUVRQDO HOHPHQW O0DQ]LQL D¢
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(b) FDP % % W-P%
FDOO 7®% .. E€
H&DOO PH T Albidona

(&) FD-P D mu- l-u
FDOO 73%0 .Def-t EE€
M/HW XV FDOO KLP 1

(b) UX% Q DW %P % kwiss-u
JLYH 72 % ..(EE€ that-tEE€
M*LYH PH WKDW 1 Morano

In negative imperatives OCls, alone or in the string dative+accusative, occur in proclitic
position, between the negative marker and the verb. The 2nd singular is lexicalized by
WKH LQILQLWLYH DV LQ D DQG D DT ,Q WKH RWI
DV LQ E F FY DQG E F |- fotmblLiQ(@G6aNakdH(17d)Ewislel UV R Q
in Colobraro variety the simple 3rd person form is preserved, as in (18a). The strings
dative+accusatveDUH H[HPSOLILHG LQ E F FT DQG DT E

(16) (a) [I-u FD-P D
Neg 3-tE€ wait-*°
HL'RQTW FDOO KLP v

O > u G D P%
Neg 3% E }zk.TEE€JIJLYH 79 %o ...
H/HW XV QRW JLYH LW WR KHU KLP WKHP |

(c) ' mm u G D W%
Neg EE£€ TEE€ JLYH 79 %o...
HL'RQTW JLYH LW WR PH

Fq > u G D W%
Neg 3% @E }z+¢E€ JLYH 79 %o...
H'RQIW JLYH LW WR KHU KLP WKHP { Albidona

(17) (a) nu- ll-u FD-P -
Neg 3-TE€ wait-e-
HL'RQTW FDOO KLP ¢



D fju- nn u UX%Q -
Neg 10.3%E tTE&€ JLYH 79
H'RQIYW JLYH LW WR KHU KLP WKHP |

(b) nu- nn u UXQ - PX
Neg 1t03%E tTE&€ JLYH 79 %o...
M/HW XV QRW JLYH LW WR KHU KLP WKHP 1|

(c) nu- mm u SXUW - WL
Neg E€ tTEE€ JLYH 79 %o...
H'RQYW JLYH LW WR PH 1 Morano
(18) (@) Q'QQu FD-P - W%

Neg TEE call-*¢ %o ...
HL'RQTW FDOO KLP 1

(b) Q' mm- U G -
Neg 1% E It.TE€ JLYH 79
MRQTW JLYH LW WR PH ¥ Colobraro
Summarizing:

9 The enclitic form of accusatives includes the definiteness lexical base |-, missing
in proclitic elements.

9 Mesoclisis is triggered only by clitic clusters in 1st and 2nd forms of imperative.

9 'DWLYH ORFDWLYH DQG VW SHUVRQ FOLWLFY RFFXU
satives occur to the right of inflection.

9 Negative imperatives require clitics and clitic clusters to be inserted between the
negation and the verb, in proclisis.

9 |- clitics occur when immediately preceded by the negative head.

, WV TKHUH D ORUSKRORJLFDO &RPSRQHQW"
In the generative syntax framework, the best known generalization concerning the distri
EXWLRQ RI LQIOHFWLRQDO PRUSKHPHV LV %DNHUTV
PRYHV WR FRPELQH ZLWK WKH FORVHVW VXIIL] 9 DWW
AgrS, that closes the complex word, as in (19), representing the 2nd plural of the Italian
imperfectava-va-te h\RX SO ZDVKHGY 7KH OLUURU 3ULQFLSOH
syntactic operations the idea, traditional in generative grammar, that the composition
of complex words is aardered cyclic mechanism. At once, it associates the treatment
of inflection with syntax.
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N DYD o9

Distributed Morphology (DM) (Halle and Marantz 1993, 1994), the traditional approach

to morphology within the generative framework, identifies morphology with
anautonomous component, in which the insertion of morphemes is however based on
aninsertion mechanism in which subword elements (affixes and clitics), are understood
as “dissociated morphemes” conveyingir@ormation “separated from the original

locus of that information in the phrase marker” (Embick and Noyer 2001, 557) and
involving post-syntactic rules of linear adjacency (Local dislocation) (Embick and Noyer
2001). Hence, agreement and case morphemes are not represented in syntax but they
are added postsyntactically “during Morphology”. Thus, we can expect there are
morphological elements devoid of any syntactic import, “ornamental pieces of
PRUSKRORJ\" DV LQ WKH FDVH RI 7KHPDWLF 9RZHOV RI
cf. Calabrese 2015).

As anillustration, coming back to the alternation a- YV - LQ '0 IUDPHZR!
FKDQJH I WRdduld b¥\sRen as the outcome tfasion” adjustment rule of the
W\ASH LQ ZKHUH WKH 3 IHDWXUHY GHILQLQJ WKH REI

head. As aesult, the insertion of the object clitic is prevented and the specialized form
of the auxiliary is inserted.

(20) [ 3 IHDWXUHV@ $X[ £% >$X[ 3 IHDWXUHV@

The motivation of rules such as (20) is to create the correct slot for the subsequent
9RFDEXODU\ LQVHUWLRQ 7KH TXHVWLRQ LV ZK\ ODQJ
(Hauser, Chomsky and Fitch 2002), should commit themselves to obscure the relation
between sensory-motor (SM) and interpretive (IC) interfaces (Manzini and Savoia
2011a,2018). Naturally, we defendwecabulary-basettamework in the sense of

Bobaljik (2002,53), that is “the pieces that constitute paradigms and rules for-gener

ating them”. More precisely, approaches based on abstract constructs such as basic
paradigms, understood as the grammatical level organizing the morphological structure
DQG DFFRXQWLQJ IRU VIQFUHWLVP :LOOLDPYV DSS
explanatory structure in the grammar (Bobaljik 2002). On the contrary, it is possible to
think of the relation between syntax and morphology as based on the lexical content

of those “pieces”.



‘H ZLOO IROORZ D GLIITHUHQW DSSURDFK WR PRU
morphology is part of the syntactic computation and there is no specialized-compo
nent for the morphological structure of words (Manzini and Savoia 2017b, 2011a,
Manzinietal. 2020, Savoia et al. 2018). Morphosyntactic features of lexical elements,
including morphemes, are fully interpretable, and contribute to externalizing the syntactic
structure. Morphemes aemdowed with semantic content, so excluding Late Insertion
and the adjustments provided by Distributed Morphology, such as the manipulation of
WHUPLQDO QRGHYV LPSRYHULVKPHQW DQG IXVLRQ UXO
Inflected words are analyzed as the result bfeage operation that combines
inflectional heads with aategory-less lexical root R, interpreted ggedicateln the
case of nominal elements, inflectional contents@&@DVV JHQGHU IHPLQLQH PD
other classificatory properties such as number and case (Manzini and Savoia 2011b). In
LQIOHFWHG YHUEDO IRUPV DJUHHPHQW IHDWXUHV DQG
with R. Specifically, syncretism and other kinds of ambiguity impheatment based
RQ WKH LQWHUSUHWLYH SURSHUWLHYVY RI WKH LWHPV
VIQWDFWLF VWUXFWXUHY 6LPLODU FRQFOXVLRQV DUH C
DQG VSHFLILFDOO\ IRU PRUSKRORJ\ VIQWD[ UHODWLRC
As we noticed, also subword elements are bona fide lexical entries endowed
with interpretive content and contribute to forming the relevant structure. So, we can
assume that the Merge operation (Chomsky 2020a,b) in (21) underlies the combination
of morphemes in complex words:

(21) Merge (X,Y) £ [X,Y]

Specifically, morphology involves the combination of heads, roots and other morphemes.

Chomsky (2020a: 55) sees in pair-merge the way of treating head raising: “, WV DOZ

GHVFULEHG LQFRUUHFWO\ ,I D YHUE UDLVHV WR LQIO}

WKH 7 9 FRPSOH[] EHFRPHVY D 7 EXW LWV QRW LWV D ¢

verbal, not inflectional.As for modification as in the case of adnominal adjective

expression such as young man, Chomsky concludes that it is the resudpefaition

of conjunction where the same categoriz€Link) is shared by the conjunci(oots)

merge ZLWK WKH /L @NChemskyHdfetihg feiNlarantz (1997), speaks of

categorizers such asn thatwH FDQ FRQFHSWXDOL]H DV WKH EXQ

characterize the functional content of words entering into the agreement operations.
Drawing on Manzini (2021) and Baldi and Savoia (2021), it seems natural to assume

thatn is the label for the class and number features of nominal agreement. Extending

this idea to verbs it is possible to identify v with the verbal categories of tense, aspect

DQG PRRG WKDW PDNH DQ HYHQWLYH VWDWLYH URRW

inflection, for instance of tense or agreement, is sufficient to mabetagenerally

used as aoun, averb, as in the case of (s)he water-s/-ed. In the model proposed here,



Agreement can be accounted for as the morphological manifestation of the identity
between referential feature sets corresponding to the arguments of the sentence. In other
words, there is no uninterpretable category triggering raisingodb(see Chomskstal.
2019, Chomsky 2020a,b).

An effective intuition proposed by Marantz (2001, 2007) is that words correspond
to phases, substantially to work spaces, formed by combining the uncategorized lexical
root with inner and outer morphological elements, where typically the latter are the
inflections. Inflectional morphemes select for the compound including the root and its
immediately attached morpheme. This model, therefore, excludes the separation between
inflectional morphology, introduced in syntax, and derivational morphology, substantially
OH[LFDO DV LPSOLHG LQ %DNHUYY DQG XVXDOO\ LQ V
is that “syntax perform[s] all merger operations including those between morphemes
within aword” (Marantz 2001, 6). A point remains to be clarified, i.e. the role of the
little “v, n,a” determining “the syntactic category for roots”. As we suggested above,
we identify these elements with the verbal or nominal features expressed by morphemes
immediately combining with the root.

3.1 Proposals for the Analysis of Clitics
Let us consider the treatment of verbal inflection and clitic insertion in terms of merger
operations. Starting from Halle and Marantz (1993, 1994) the interplay between clitics
DQG LQIOHFWLRQV KDV LQGXFHG D XQLILHG WUHDWP
associated with syntactic structure. This solution is confirmed by mesoclisis (Manzini
and Savoia 2011b, Baldi and Savoia 2020), presented in (14)—(15), where clitic elements
are interpolated within the inflectional string.

‘H DVVXPH WKDW WKH LQIOHFWLRQDO FRQWHQW RI \
properties of the sentence. For instance, consider the simple clause in (22) (cf. (10a),
Morano):

(22) [,y 2al [,,YLU <U<@
her see-3E €
‘‘V KH VHHVY KHUTY

In the light of Chomsky (2015, 2020b), the inflection, identifying the EA of the verb, is
PHUJHG ZLWK 5 JLYLQJ ULVH WR D ODEHOHG DPDOJDP
can be identified as the realization of the categogs in (23).

(23)  <vir, <SUAE[ yir+iri]

If words, here the verb, are phases, we need to think that inflectional head is accessible
to operations at vP, where it agrees with the features of v, as suggested in (24).



(24) (a) vP phasé T % word-phase

u, 3 LUL YLU
More to the point, if, in accord with Roberts (2010, 57), Romance OCIs have to be
considered the head of agreement for v phase, the OCI can be treated as the phase edge,
specifically merged with the verb realizing v, as in (25).

(25) < OCI, viriri, > /& [u [virifi ] ...

H FDQ WKLQN WKDW LQIOHFWLRQDO SURSHUWLHYV RI
sense that vP and TP absolve the Agreement criterion invoked in Chomsky (2015, 2020b),
yielding (26), where the amalga@CI+R is associated with T.

(26) <T, [u [viriri ,]> £ >X YLV <U<

In imperatives we find the order verb-OCls DV JHQHUDOO\ LQ 5RPDQFH
does the order in imperative come from? In generative tradition the inversion of OCls

is connected to the movement of the verb to C orhiglaer position, as proposed in
cartographic models where the illocutionary nature of imperatives is associated with the
Speech Act Phrase (Speas and Tenny 2003), implyiirgetive illocutionary force as

aproperty involved in their interpretation. In semantic literature imperatives are devoid

of truth value not making assertions about the current world (Han 2011); in other words,

they assign @roperty to gprominent argument, identified with the addressee, rather

than denoting events (Platzack and Rosengren 1998, Portner 2004). In keeping with
Portner (2004, 239), we can treat imperatives as predicates resulting fatustia@tction

R S H U DiwdRilting arargumental variable fixed by the addressee. As suggested

in (27), the imperative form UMIQLDrH § ORUDQR LQFOXGHV WKH Yl
with the inflection -a of 2nd person specialized for imperatiering from the usual

ending of 2nd person that in this type of dialectsis HW\Mb % U'Q <V< pP\RX JLYH

(27) UMQ DuJLYHT
[ JLYH xy),x=Addressee

&KRPVN\ LGHQWL{HV SKDVHV ZLWK OH[LFDO VXEDUU
SM and C-I interfaces as the result of the operation of Transfer. The procedure is constrained
by the Phase Impenetrability Condition (PIC) (Chomsky (2001, 14), wherebystiucure
[, Z...[,, - [HYP]]], where Z and H are heads, the complement YP of H is not accessible to
operations at ZP and only H and its edge are accessible to such opéRitihasds 2011).
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As for the enclisis of the clitic string in imperatives, we remind that it reflects
astructural possibility independently implemented by the externalization in Italo-
5RPDQFH YDULHWLHY DV LQ WKH FDVH RI VRPH :HV)
Savoia 2005), that show enclisis also in declarative forms. In Standard Italian enclisis
FKDUDFWHUL]HV LQILQLWLYH JHUXQGLYH DQG SDUWLFL
can wonder what is the link between enclisis and non-veridical contexts. The simplest
hypothesis is that the left position of the verb realizes the scope of the predicative
abstraction on the subject and the other arguments. In this sense, the order verb-OCls is
the morphological encoding of the imperative reading.

'H FDQ WUHDW WKH 2&0V VWULQJ DV D FRmMBEOH[ LW
to the IA l-u yielding the amalgamhi p(WR KHU KLP WKHP LWY LQ D
the relation of possession between the possessum, the accusative, and the possessor,
the dative (Manzini and Savoia 2011b, Baldi and Savoia 2021). The cluster merges to
[ UMQ D@ DV WKH UHDOL]DWLRQ RI WKH 3 IHDWXUHV RI
IRUP RI FOLWLFV VDWLVI\ WKH UHTXLUHPHQWYV RI 7 &
of OCls are the result of merging of dative and accusative is supported by the evidence
provided by many dialects, where dative and accusative assume specialized realizations
in clusters. This is the case of Morano, where the datieiE VRODWLRQ LQ EY
it is ni in clusters, in (15a). The order dative-accusative reflects the usual order of these
clitics also in preverbal position. As noticed in the previous discussion, the linearization
possessor-possessum expresses the scope of the relation, where the dative restricts the
UHIHUHQWLDO FRQWHQW RI WKH REMHFW FOLWLF DV I
genitive elementi.

(28) (@) <ni, l-u,> A [ni [Iu]]
(0) <[ni[lu]L[, U'Q D@[jnAa][,U'QD @@ @
© <T,[, QL OX [ QPD L@@ @ Q% QL OX@ @

Continuing along this line of analysis, if clusters are merged into specialized amalgams,

we should conclude that mesoclisis is the resultsifdlar morphological procedure. In

other words, atringas P P J-WVLWR PH \RX QW PHRWIWEYH SO PH L\
from (15b) for Morano, implies that the inflectionzatdoes not have a different status

from that of clitics (cf. Halle and Marantz 1994), i.e. a clitic string is formed that includes

the inflectional exponent, as in (29a). In (29b) the cluster is merged to the verbal stem

and the verbal inflectional element -ti is externalized as usually to the left of the OCI,

yielding (29b) with the effect of mesoclisis.

(29) () < mmi [, l-u> A& [[ ,mmi-[ £i]] l-u]
() <[[,PPL WL@ Q>XE@® >U'Q D @ PPL WL OX@@
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At least two phenomena support the idea that OCls and the inflectional exponent
are combined into @uster, as in (29a). Firstly, the stem combining with mesoclisis is
different from the one in the other contexts as highlighted by the comparison between
IDW{ LUGR QW § LOOW{DD PRGRLLWXWR PHY LQ E ZLWK
Moreover, examples of doubling of the inflectional material are frequently realized, as
in (30c) for the dialect of Albidona.

(30) (@) IDWU Lti- l-u
GR 79 2% ...- Def-t E€
HGR LW WKHUH 1

(b) IDWU Dni- ti- l-u

GR 79 me- 2% ...- Def-TEE€

P'R LW WKHUH 1 Morano
(c) d-a- t% m % W - 1l %

JLYH 72%o ...-1 %0 E- 1 %o ...t

M*LYH LW WR PH ¢ Albidona

The occurrence of 3rd person clitics of the type |+wafisfies aequirement of defi-
niteness implied by these constructs, that we can relate to the non-veridicality of the
imperative contexts. The idea, that we will discuss in reference to (39), is that the complex
forms are inserted in order to fix referents that are interpreted independently from the
scope of the modality.

The DOM effect whereby only 1st person OCls and dative clitics can occur in
mesoclisis but not 3rd person clitics, can be traced back to the general point concerning
the order in the clitic string. In fact, we see that pronouns interpreted in relation to the
GLVFRXUVH FRQWH[W L H VW QG SHUVRQ FOLWLFV DQ
GLUHFW REMHFW SUHFHGH DFFXVDWLYHV :H KDYH DO
WKH VFRSH RI WKH SDUW ZKROH UHODWLRQ IURP VW
7TKXV WKH DFFXVDWLYH GDWLYH VIQFUHWLVP RI WKH
they are however treated as possessors independently of their thematic role (Manzini
and Savoia 2010, 2011b, 2017a). This appears to be excluded for the 3rd person clitics,
that however are to be read in relation to the event. In mesoclisis this order is however
retained 3rd Person obliging elements in the right position. Forcing the elements of
3rd person to the right position.

3.2 The Alternationa- YV H
As discussed in the previous paragraphs, the meaning of the sentence is projected from
PRUSKRV\QWDFWLF SURSHUWLHYVY RI OH[LFDO LWHPV
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with interpretable contefit./HW XV FRQVLGHU WKH DX[LOLDU\ :H V!
conjecture — the null hypothesis — that the auxiliary havdul erbal projection,
embedding predicative relation betweennaun and gatrticiple selecting it as 1A

(Manzini and Savoia 2011a). As for the internal structure of the participle, we see that

in Romance varieties and, specifically, in Italian dialects, inflectional properties identify

the participle with amominal element. The category-less lexical root R combines with

the participial suffix, -t LQ WKH PRVW YHUEDO FODVVHV DQG \
%HWZHHQ WKH URRW DQG WKH LQIOHFWLRQDO HOHPH
(31) (from (1) for Morano).

(31) [[[CamR 7-9] t Par] u Infl:| ‘Ca”ed- T CE € ﬂ

The participial suffix-t- L Q KDV D UHVXOWDWLYH VWDWLYH
7TKHPDWLF 9RZHO UHVXPLQJ D SURSRVDO RI 0DQ]LQ

can be identified with aominal element, introducing amdefinite variable “x”, whose

value is fixed by the internal (or external) argument of the sentence. More precisely,

thematic vowels are nominal inflections making the verbal root intanginal form

RI WKH YHUE DYDLODEOH WR LQVHUW LQ WKH DVSHFW

operations, the past-participle cam- - t-u‘called- TE €7 LV FUHDWHG E\ PHUJ

R in (32a), this amalgam with the stative suffix -t- L Q E DQG WKH 3 IHDW

result, in (32c). The participle in v satisfies agreement.

(32) (a) <cam, -> £|[,FDP@ -@
(b) [v< [x [CamR @ _St@e> W 'CE\[ [Prt >W u@thstative.l
(C) [v< [Prt >W u@xﬂstative’ ulnfl] > A [7 Y >=>> g\@{][pstla::ive] u?]

Consider now in this perspective the alternant a- of the auxiliary, which is introduced
when it agrees with the participle, or, more precisely, when the participle is associated
ZLWK WKH UG SHUVRQ ,$ E\alidvdde 3o ittt@ueXrgferehtiaf KH V'V
properties compatible with the 3rd 1A specified by the participle, in (32); it works like

WKH FRUUHVSRQGLQJ 2&0 LQ RWKHU FBWW H{ W% KIHY HDL
as annternally inflected stem selected in combination with the past participle of which

it specifies the IA. The head D WW X is pair-merged with the participle yielding (33a)
EDVHG RQ VKDULQJ FRPSDWLEOH L H QRQ FRQWUDC

8 This assumption excludes the hypothesis that a morpherme. a non-readable category,

alternates with |- in auxiliary contexts where the 3rd person is realized through a specialized form

of the auxiliary.

9 For the sake of clarity, we remind that in this dialect the endingRl WKH (UVW SHUV
DX[LOLDU\ LV WKH XVXDO YHUEDO LQAHFWLRQ FRUUHVSRQGL



same argument. a 1 1- is merged to T forming the verbal amalgam a 1 1-u, agreeing with
the subject, in (33b).

(33)(a) <a, 11 FQPAN>D B>FDP]-W X
(b) [, D11>.XAE >DJ}1X

The result is the sequence in (34), where the participle externalizes by the alternant
a- WKH 3 SURSHUWLHV RI Y

B4 M3 11X el FOP- N X Morano

The other option, implemented by the dialects of Colobraro (cf. (2b)) and Albidona
(cf. (6a, c, d)), is that 3rd person clitics are in enclisis. In this respect, we recall that
VW QG SHUVRQ 2&0V RFFXU LQ SURFOLVLV RQ WKH DXTJ|

(35) (@) P% Q% YLVW %
1 E € have.3 %o .seen-, T ...
MWKH\ KDYH VHHQ PHT

(b) W% GGd X DGDW %
E € have.l E€t E € * (E €given- %o-....
B, KDYH JLYHQ LW WKHP WR \RXY Albidona

E fn -Q X DG-W % L
E€ have.l E €t E € » dgi€en- , T %%o....
MWKH\ KDYH JLYHQ LW WKHP WR \RXY

(b")n -Q X -W % L
3% E }zehavel E€T EE * Ediven-, T %%o....
MWKH\ KDYH JLYHQ LW WKHP WR KHGCbldbtaRh WKHP |

7KH SURFOLVLY RI WKH VW QG SHUVRQ 2&0V LV ZKDW
tion of OCls in declarative sentences, seen in (24). The issue is the occurrence of the
3rd person OCI in enclisis. Superficially, the distribution is similar to what we saw for
imperatives in (28), where the OCI of 1st person precedes the inflectional morpheme of
the verb and the 3rd person OCI in final position.

Let us assume that 3rd person OCls are pair-merged in the workspace of v, where
they realize the 1A agreement of v, as in (36a). In other words, the endings -u/-a/-i are
to be considered as the objective inflections of the auxiliary in v, in (36a), agreeing with
the participle. Then the person cliticis mergedto GGS X pu, KDYH LWYT IURP
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the second object (the recipient), in (36b); this amalgam is merged to T where realizes
the subject agreement, in (36¢). The sequence in (36d) is the result:

(36) (a) [v G ﬁxdub] = [G Ggujx
O L W%h 30GHEXCWY% 2GGd X@

(c) [T 'Géé'ds' TlSG>"' = >'1§G®§j,oll> 7
G>>W% GHYIN@..C0D W %@@@

The morphological link between the enclitics elements and the auxiliary is evidenced by
aninteresting phenomenon, i.e. the occurrence of -ukaén in the negative contexts

where the proclitic realization of the OCl is triggered. Thus, as shown in (37), the OCl is
divided into two elements, the definiteness root (@) SURFOLVLY DQG WKH Jt
element in enclisis.

(37) ' O0% GGd X XLVW %
Neg 3% CE have. E€TEE c@é€n-,te.. %0 ...
p, KDYH QRW VHHQ KHU KLP WKHPT Albidona

Two Phase contexts are realized, i.e. v and T; in the latter OCls are merged to the verb
(auxiliary), as suggested in (38):

&3 Y3 SKDVHNV Yepectua word-phase
O% KDYH X 3 YLVW%

Our intuition is that the auxiliary in the aspectual construct realizes the event properties

of v, and the enclitic element behaves exactly likenflaction on the 1A of 3rd person,
WASLFDOO\ LQVHUWLQJ LWVHOI LQ ILQDO SRVLWLRQ :H
are anchored to the event, to the effect that they are interpreted with respect to it. On
WKH FRQWUDU\ VW QG SHUVRQ FOLWLF SURQRXQV DL
XQLYHUVH VR WKDW WKH\ DUH IUHH WR RFFXS\ WKH 7
the auxiliary realizes the aspectual properties of v, to account for its ability to introduce

the reference to the IA. In other words, differently from lexical verbs, auxiliary forms

have as their only content the features associated with v, both the aspectual properties
and, possibly, the I1A agreement features. Asr@gsequence, we see that the auxiliary

can, someway, realize the reference to IA by its inflection. The different interpretive
PHFKDQLVP RI UG SHUVRQ DQG VW QG SHUVRQ H[SOD
agreement, as far as their content is not read in relation to the event but is anchored to

the universe of discourse, determiningti@ng effect of DOM. In other words, they are
introduced by independent specialized exponents.



This explanation seems to be supported by deontic periphrasis have-to-V, where the
auxiliary selects for the infinitive of laxical verb preceded by the prepositonu W R |
In some dialects, i.eColobraro and AlbidonaZH ILQG WKH - VWHPV SUHF
3rdperson OCII- LQ D DY 2WKHU V\VWHPV GR Q&& GLIIHU
introducing however the stea, as in Morano, in (39b).

(39) (a) | - dda FDOP D
3% E have.3E€ 3<~% FDOO 79
LV KH KDV WR FDOO KLP KHU W KaeBifaro

DIl - dda FDOP D
3% & have3E€ 3<~% FDOO 79
MV KH KDV WR FDOO KLP KHU WKHPAlbidona

(b) a-r a I -
have-3% B <~% GR 79
MV KH KDV WR GR LWT Morano

Interestingly, the other auxiliary constructs, as for instance the pluperfect, presdatra
degree of variability, in the sense that in some dialects the auxiliary includes the reference
WR WKH UG SHUVRQ DV LQ D |- inEefited, 2Kih @0¢).LQ RWK!

(40) (a) DYL M% FDP - W %
(3 %o ) have: (€. FDOO 79 3¢%-,%e...
H, KDG FDOOHG KHU KLP WKHPT

DT DY HU% FDP - W %
(3% ) have-& "1} 1@EO OO 79 3%, % ...
M, ZRXOG KDYH FDOOHG KHU KLP W K Bdtdpraro

(b) avi-a FDP - W X
(3% (E) ave (BEe FDOO 79 3¢%-TEE€
M, KDG FDOOHG KHU KLP WKHPT Morano

©) | DYL % YLV W %
3 %0 & have., %o+ SBEE3 %o, te ...
H, KDG VHHQ KHU KLPT Albidona

'H FDQ H[SHFW WKDW D GLDOHFW VXFK DV WKH R
enclisis and I-proclisis, adopts the latter solution in contexts where enclisis is
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nonmorpho-phonologically admitted, as in the case of the imperfect. This solution
appears also in the 2nd plural person of the present perfect where again the dialects
vary from inserting I- (Albidona),cf. O DYLV®© FDPDW® p\RX KDYH FDO
insertingl- (Colobraro, Morano). After all, the definiteness rbdor the 3rd person OCI
is the outcome that occurs regularly before lexical verbs beginning in vowel, including
have of possession, that excludes Ehe afernation and behaves like the other lexical
verbs, as in (9¢).

$V UHIJDUGV WKH LQDELOLW\ RI WKH IRUBfthe WR UH]J
object, we point out that in these varieties only one auxiliary form is attested, that applies
to all verb classes (transitives, unergatives, unaccusatives), save to represent with the stem
alternanta- the 3rd person IA(%DOGL DQG 6DYRLD ,Q RWKHU 2
the typical Elsewhere distribution, only registering the usual T agreement and excluding
the v argumental properties (perhaps reminiscent of the propertie$. of

‘H VWLOO KDYH wahdonBdrlNimpeatati@ehcbbBt&Xtk, Yvhlere Bedson
OCls manifest aeferentially richer alternants including the definiteness root I- and the
JHQGHU QXPEHU LQIOHFWLRQ DV LOOXVWUDWHG LQ W}
Manzini and Savoia (2017b) propose that the introduction of the definiteness root I- (and
possibly the stress, cf. fn. 1) in non-veridical contexts, such as imperative and negation
(Giannakidou 1998, 2011), is required as it providesraplete referential content in
contexts where the pronoun is out of the scope of the relevant operator. Combining
with anon-veridical state of affairs, 3rd person OCls incorporate also the definiteness
morpheme. In other words, this make them able to be interpreted independently of the
XVXDO FRQQHFWLRQ ZLWK WKH HYHQW RQ D SDU ZLWtk
tive contexts the pronoun provides the restriction for the vanainigoduced by the
negation, something like (41) (Baldi and Savoia 2021).

(42) >C x[Negnu XOPJIN[, -11X« Morano
M, KDYH QRW « LW KHIU KDP WKHPT

&RQFOXGLQJ 2EVHUYDWLRQV
The data concerning the realization of the 3rd person OCls in auxiliary contexts presented
in Manzini and Savoia (2005, § 5.11) can help us to highlight some generalizations. If only
by focusing on the data from Southern Italian dialects, we note that the realization of the
auxiliary have with the simple object clitic drop is very widespread. In that corpus, we
find the alternation between 1 ahih the 2nd singular in Montesano (South Campania)
dialectin (42a) and betweepand!l- LQ VJ DQG SOXUDO LQ WKH GLDO
Apulia) in (42b). The systems we have found in Lausberg area are attested in other adja
FHQW YDULHWLHY &ROREUDURYV VA\VWHP FKDUDFWHUL
and Cersosimo, and the alternation betweee D QG - IRUPV DV LQ WKH GLD(
characterizes other North Calabrian varieties, for instance that of Nocara.



(42) (@) DGGd% FDPDW%
OH FDPDW%
D FFDPDW% «
U, KDYH FDOOHG KLP HWF 1 Montesano

HM% FDPDW %

FDPDW %

FDPDW %

HP% FDPDW %

HW% FDPDW%

HQQ% FDPDW%

H, KDYH FDOOHG KLP KHU WKHP HWF9ROWXULQR

(b)

OO0OO0OU0TOUOo

The table in (43) schematizes the distribution of the different alternants, wirdeates
the simple drop of the 3rd person OCI, a- the specialized form of the auxiliary, I- the
insertion of the prevocalic form of the clitic, enclisis the enclitic occurrence of the OCI.

encl encl

¥ a I- s encl I-
¥ a ¥ ¥ a I-
¥ a ¥ I- encl encl
¥ ¥ ¥ I- T I-
¥ a it I- encl encl

‘H VHH WKDW WKH VLPSOH GURS LV WKH EDVLF VROXWLRC
particular, enclisis on the second person implies its occurrence on the first, that seems to be
the specialized context for it to be implemented. Generally, the third singular person excludes

HQFOLVLY VW VLQJXODU SHUVRQ DQG VW UG SHUVRQV
tion of the enclitic or I- clitic. The 3rd singular generally excludes the independent realization

RI WKH SUR QR X Qe redlizatkivoHh&\BKipakson OCI can be unifornoi &)
along the paradigm or not. In this second case, the overt realization of the 3rd person IA is
generally associated with the persons that are discourse-implicated, such as 1st singular, or
discourse anchored, 1st, 2nd and3mial. Needless to say, we are speculating on constraints
that, on gar with the DOM effects, belong tar@re external linguistic knowledge of the
VSHDNHU DQG QRW WR WKH LQQHU JUDPPDU FI %REDOMI
of the ordinary syntactic combinatory procedure of pair-merge and the effect of “third factor”
constraints that regulate the interpretation (Chomsky 2005). A plausible hypothesis is that
the interpretive work can possibly involve general semantic constraints.
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Summing up, we have appliedreorphological model based on the idea that there is
no specialized morphological component ndifferent nature for morphological rules. The
hypothesis we have pursued is that morphemes (lexical and functional) are endowed with
interpretable properties that determine they occurrence in syntax, thus detaching ourselves
from the typical perspective of DM. This approach has in the operation of (pair-)merge its
basic mechanism, able to treat the formation of complex words and their relation with syntax.
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Passivization of Multiple
Complement Verbs in English

Tamas Csontos
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Abstract: In the present article | investigate multiple complement verbs in passive
constructions in English. | account for the fact that recipients in the dative construction
and themes in the double object constructions do not undergo passivization, as sentences
like *To John was given water, *John was given water to or *Water was given John are
ungrammatical. | am going to approach the issue frasvaperspective. The framework

that | adopt is Syntax First Alignment (Newson 2010), which assumes no constituent
structure and operates with a limited set of constraints.

Keywords: passivization, multiple complement verbs, Syntax First Alignment, semantic
decomposition

1. Introduction
It is agenerally accepted fact that both the direct and the indirect object can undergo
passivization in English. This is illustrated by (1a) and (1b):

(1) (a) Water was given to John.
(b) John was given water.

The standard assumption is that (1a) is related to the dative construction, while (1b) is
related to the double object construction, compare (2a) and (2b), respectively.

(2) (a) Someone gave water to John.
(b) Someone gave John water.
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From astandard point of view, the two constructions are distinct although they share
certain common underlying properties. The following questions arise: why is it impossible
to passivize the recipient in the dative construction (with or without the preposition) and
why is it impossible to passivize the theme in the double object construction? In other
words, why are the sentences in (3) ungrammatical?

(3) (a) *To John was given water.
(b) *John was given water to.
(c) *Water was given John.

The main goal of the present paper is to answer these questions. | assume that the two
constructions in (1) come from almost identical sources, the only difference between
them is that the direct object in (1b) ifoaussed element. First of all, | am going to
discuss the relevant background assumptions, following Grimshaw (2005) and Ramchand
(2008). Secondly, | introduce Syntax First Alignment (SFA), i.e. the framework within
which | address the issue of multiple complement verbs. Lastly, | will explain certain
word order phenomena and present the analysis itself in detail.

2. Background Assumptions

2.1 Semantic Decomposition and Event Structure

Following Grimshaw (2005) and using Levin and Rappaport Hovav’s (2005) terminology,

| assume that verb meanings are composed of root content (idiosyncratic information) and
their event structures, i.e. what type of event they denote. In other words, it is proposed
WKDW WKHUH LV D URRW HOHPHQW ¥ DV ZHOO DV RWHK
and argument structure related to this root.

Ramchand (2008) — among others — discusses the semantic decomposition of
predicates which may contain three subeventsuaing subevent,mocess-denoting
subevent and gesult subevent. She introduces three projections: the causing projection
(headed by init), the process projection (headed by proc) and the result projection (headed
by res). According to Ramchand, init is very similar tompich licenses the external
argument. Accordingly, proc arrds have similar functions, they license the internal
arguments. The former specifies the nature of the change or process and licenses the
subject of the process (i.e. the undergoer/theme), while the latter licenses the subject of
the result, e.g. the recipient.

When analysing double object verbs, as in Alex gave the ball to ghiéeproposes
the following structure. Note th&d is inserted undees.



(4) initP (causing projection)

A|/\
AN

init procP (processprojection)

gave /\
the ball /\

proc resP (result projectian)

/N

res XP
to é
Arid

In my analysis, | will refer to initproc and resas v, v,and \,* respectivelyand as
licensors collectively.

2.2. The Rudiments of Syntax First Alignment
The model Syntax First Alignment (SFA), which is based on Alignment Syntax, was
introduced by Newson (2010). It is approach that rejects the existence of constituent
structure. In this respect, it is similar to other models such as Word Grammar (Hudson
1984) and Dependency Grammar (Debusmann 2006), but differs greatly from these
non-constituent structural approaches, as Syntax First Alignment is based on general
Optimality Theoretic assumptions (Prince and Smolensky 1993).

Also, it is proposed that the input consists of sub-lexical elements, called Conceptual
Units (CUs), i.e. universal stock of basic units —this iagsumption which is shared
by Nanosyntax (Starke 2009) as well. According to Newson and Szécsényi (2012),

1 Inthis respect, | follow Newson (2014).



two types of CUs can be distinguished: roots that carry descriptive semantic’content
UHSUHVHQWHG ZLWK WKH VIPERO ¥ DQG IXQFWLRQDC

content, e.g. tense, aspect, person and number. There are functional CUs, referred to as

markers, which relate arguments to the event structurgjioka predicate. In Syntax

First Alignment, the input is the basis of semantic interpretation in the same way as it

is the basis of the syntactic interpretation. The input itself contains information that is

relevant for both aspects of processing.

The generator (GEN) imposes linear orderings on the input elements while it is
not allowed to add any element which is not part of the input. This also means that
the candidate set is finfte as opposed to Optimality Theory. On the other hand, there
may be elements that are present in the input but are absent from the output violating
faithfulness constraints — see below.

These orderings constitute the candidate set which will be evaluated by alignment
and faithfulness constraints — to be discussed shortly. Only after the optimal candidate
has been determined does lexical insertion occur. In other words, vocabulary items
are inserted post-syntactically. In SFA, the vocabulary contains phonological forms,
the associated ordered sets of conceptual units as well as the context of insertion. For
example, the vocabulary entry for the progressive is as follows:

(5) LQJ < >SURJ@ ¥

The notion of late lexical insertion is amnegral component of more recent models as
well, e.g. Distributed Morphology (Halle and Marantz 1993) or Nanosyntax (Starke
2009). According to Newson and Szécsényi (2012), four principle restrict late lexical
insertion.

First, in line with Nanosyntax, they opt for the so-called Superset Prifigipieh
requires that &ocabulary item can be inserted if it is associated with all the CUs which
can be found in given sequence of CUs although it may contain extra CUs as well.
For instance, if the sequence to be realized is <x,y,z>, and the possible vocabulary items

2 The roots constitute what are traditionally referred to as verbs, nouns, or adjectives depending

on the context which they are positioned in. For instance, a root aligned to a determiner will be
realised as a noun.

3 This makes computing and evaluation much easier, which is another advantage of the present
model.

4 The symbol to the left of the arrow can be pronounced as “associated with”. It represents the
SKRQRORJLFDO IRUP RI WKH SURJUHVVLYH VXv[ +RZHYHU IF
the orthographical forms in my paper.

5 Caha (2009) also argues in favour of the Superset Principle instead of the Subset Principle,
which Distributed morphology operates with.



that can spell it out are associated with <x,y>, <x,y,z,w> and<x,y,w>, the best fitting
match will be <x,y,z,w> even though it is associated witkxdra <w> conceptual unit:
it contains all the features of the sequence <x,y,z>.

In addition, Newson and Szécsényi (2012) further assume that only contiguous
sequences can be realized tgirayle vocabulary item. Also, they propose that vocabulary
insertion is root centric, which means that the process begins with the roots, spelling
them out with those contiguous functional units which the vocabulary entry allows for,
while the remaining conceptual units will be realized separately. Lastly, the principle of
Minimal Vocabulary Access requires thagtang of conceptual units be spelled out by
the fewest number of vocabulary items possible.

The architecture of Syntax First Alignment is presented below:

LQSXW: *(1: FDQGLGDWH VHW: (9%/: RSWLPDO FDQGL

semantic interpretation

The notion of alomain needs to be introduced, as it also pldgyaole in SFA. Newson

(2010, 32) defines domains as “sets of input elements which sharenaproperty”.

For instance, the argument domain consists of arguments related to the same predicate.
Importantly, domains are not structural units, and are not necessarily contiguous strings
either, as their members can be separated by other elements. The conciEphaiha

is useful if the position of given element needs to be determined with regard to two

or more elements.

Let us return to the constraints mentioned above. There are only two families of
constraintsoperating in Syntax First Alignment: faithfulness and alignment constraints.
Faithfulness constraints are violated ifed@ment which is present in the input is missing
from the output. In other words, these constraints guarantee that the input and the output
are identical. They are generally ranked high; otherwise, many elements may be deleted
from the output, which would prevent the hearer from recovering the intended meaning.

As far as alignment constraints are concerned, three basic relationships can-be distin
guished: precedence, subsequence and adjacency. These constraints are responsible for the
position of target elements with regard to hosts, which can be single elements or domains.

(7) (a) xPy ‘x precedes y’ violated by y...x order
(b) xFy ‘x follows y’ violated by x...y order
(c) xAy ‘xis adjacenttoy’ violated by every CU which intercedes between
xandy

6 Actually, these constraints constitute a more limited set of constraints than the ones proposed
in Optimality Theory, where nothing restricts what can be a possible constraint.



When the host is domain, the constraints can be defined in terms of the violation
conditions below, following Newson and Szécsényi (2012):

(8) (a) xPDy ‘violated by every member of domain y which precedes x’
(b) xFDy ‘violated by every member of domain y which follows x’
(c) xADy’ ‘violated by every member of domain y which is not adjacent to x’

In addition, there are also anti-alignment constraints with respegivemdomain. For
instancex*PDy requires that x cannot precede domaifihis anti-alignment constraint
is violated ifx precedes all the members of domaur if D, has no members at all.

In the next sections, | am going to demonstrate that it is possible to explain the
phenomena introduced in section 1 within the framework of Syntax First Alignment
using only alignment and faithfulness constraints.

3.1 Basic Word Order in English
To account for the word order in passive sentences, it is necessary to briefly introduce
the constraints which determine the position of the arguments, licensors, the root and
the inflections.

Let us first start with the argument domain JBvhich is composed of the argument
makers related to given verbal root — following Newson (2013). In English the order
RI WKHVH P D WNH1UI Y@ DAKH UK >@UI0Q G >DWH DVVRFLD
with what is traditionally referred to as the external argument and the two internal
arguments, respectively. Newson (2013) proposes the following constraints, which are
responsible for their order:

>0@%'! >D@F' ! >D@’

The first constraint, for instance, is violated by every member, of/fich precedes
>D @J

In English, the verbal root follows the subject while preceding all the other
arguments. In other words, it occupies the second position in the argument domain.
This second position phenomenon can be captured by the combinatioardf-an
precedence andmecedence constraint: the former guarantees that the verbal root does
not precede the argument domain while the latter requires the verbal root to precede
the argument domain. The result is that the root is not first, but as close to first as it
can be (i.e. second).

7 The constraints in (7c), (8a), (8b) and (8c) are gradient constraints, which means that they
FDQ EH YLRODWHG WR GLUHUHQW GHJUHHV 7KH RWKHUV DL
violated gradually: they are either violated or not.
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The licensor domain () comprises wv, and \.? The order of these elements is deter
mined by the constraints in (11):

@3 @3 3@ 3"

Before determining the position of the licensors with respect to the verbal root, it is
necessary to takel@aok at multiple complement verbs, as they are associated with three
arguments and consequently with three licensors as well.

(12) Someone gave water to John.

If we assume thatitisyWKDW LV UHDOL]JHG E\ WKH SUHSRVLWLRQ
WR ZKDW 1HZVRQ v, is FroDriedeRs¥rilly auljEcBnitchowever, | agree

with him that yand y are adjacent to the root and are normally spelled out with it. It
seems that it is more important fgtovbe adjacentte @I WKDQ WR EH DV FORYV
as possible, i.e. directly follow, ¢.f. the hierarchy of the relevant constrain{d.3c) and

(14d) i in the table below. Note that in English the first argument precedes its licensor,
while the second and the third argument follow their licensors. This can be achieved by

the constraints below:

(13) (a) v,A ¥
(b) v,A ¥
(c) v,A ¥

(14) (2) >0, @IP
(b) >D,@IF
() >D,@IF
@ >D@w,

Table (1) shows the hierarchy and the interaction of these constraints:

7KH OLVW Rl WKH PHPEHUV RI WKLV GRPDLQ ZLOO EH VOL.



>Db @y,
>D3@J|33v

¥
>D @IP
>D,@IF

S
< < (<,
> > >
(152 [ >D@YV > 0GP D& -
(150) | >D,@)¥ ,¥,> D@ BY) :
(15¢) | > Dl@i]¥ 2Y> |32@]>3[@N J *(1) Kkk
(15d) v, ¥ ¥ Dl@\bz@_Jj[?@J x| *
)
(15e) | > D, @¥ > D@ > D, @\ *(1) | ** *

Table 1. Order of arguments, licensors and the root

As demonstrated above, the winning candidate is (15a), as it best satisfies the given
constraints. Candidate (15b) loses on the highest-ranked constraint, as the third argu
ment is not adjacent tq,wvhich is afatal violation — marked with ‘I'. (15c) and (15e)
are also ruled out, because they violate higher-ranked constraints: the former violates
the constraint which requires the third argument to follpwhereas the latter violates
the constraint which guarantees the adjaceneyasfd the root. Candidate (15d) loses
on the constraint which requirggto be adjacent to the root: this constraint is violated
three times, as three CUs intercede between them, while (15a) violates this constraint
only twice.

| assume that the vocabulary entry for givas in (16), while tés associated
with v,in its vocabulary entry (c.f. 17):

JLYH ¥ W,

WR <Y
Note that the Superset Principle allows the sequenée in (15a) to be spelled out
by giveas well. In this case, weeds to be realized independently by to, because only
contiguous sequences can be spelled out by a single vocabulary item.

Now let us take a look at (18), where the recipient directly follows the verb.

(18) Someone gave John water.
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The only difference between (12) and (18) is the presence of the focus CU associated with
the direct object in (18) which is responsible for the position of this object, as focussed
objects tend to follow the argument domaiFhis is ensured by a focus constraint:

(19) Foc F D,

This constraint is ranked lower than >@ 81'as focussed subjects gpically fronted,
but is ranked higher thar D, @J3 D Q G , @3 J

>D@3>FocFQ '>D@J"'>D,@3"
Recall that the root takes the second position in the argument domain. The constraints

which are responsible for this are in (10). Tableau (2) illustrates how these constraints
yield the desired word ordér

L8 FE 8

™ ™ o o fa ) e

S SH A L A A
(21a)| >0 @4>IRF,® ¥D, @ * x|+ .
(21b)| >D@ >DA > IR@DUJ|* o |
(21c) | ¥ >P@JIz@UIIR@ DQY - x
(21d)| >D@¥>D@J>IR@PUJ |* *(1) ok
(21e) >IRF@D Y }@ P UJ * (1) | x* *

Table 2. Order of arguments in double object constructions

9 This is in line with Rochemont and Culicover (2009), who state that structural foci in English are
right-peripheral. (Note that this also accounts for the fact that sentences like *I gave the beautiful girl it
are ungrammatical. Pronouns are not associated with focus, as they typically represent old information.
Therefore, the IO>DO order where the indirect objecti¥?aand the direct object ispgonoun is

not motivated.) Secondly, a similar observation is made by Rgreng (2011), who investigates the order
of arguments in German. She claims that the canonical word order in German is DO>IO (just like in
(QJOLVK ZKLFK FDQ EH PRGL¢{¢HG E\ WKH IRFXV IDFWRU IRFXVVI
10 Thelicensors are notincluded in this table, as my focus is now on the order of the arguments
and the root. | will return to this issue in the next section.

11 For the sake of convenience, | use the CU [foc]affgcussed second argument) as

D VKRUWKDQG@RU >IRF@>DUJ

134



Note that the proposed constraints can also account for the order of arguments and the
root in (1b), repeated as (22). Bear in mind that it was assumed that the direct object is
a focussed element while the first argument is not present, as it lacks an agent.

(22) John was given water.

L8 T8 8
™ ™ [a) 9 o | o
- S A L A A
(23a)| >D,@ >¥RF,@UJ * *
(23b) [ >D,@> IRE@ ¥J *(1) *
(23c)| ¥ >@UIRF,@ U *
3d)| ¥>IRF,@90@J |*() * *
(23e)| >IRF, @U > J * *(1) *
@3f) | >IRE@3®UY *x(1) * *

Table 3. Order of arguments in passive constructions with a focussed direct object

The last domain which plays @anportant role in establishing the word order in English is
the inflection domain ([, which is made up of the inflectional, the perfect, the pregres
sive and the passive conceptual unit. As the order of these CUs is fixed, the following
constraints are introduced (Newson 2013):

>, @3'>SHUI@FURI@FIDYV@S3'

As the examples in (25) demonstrate, the root must precede the last element of the
inflectional domain. This can be guaranteed by the constraints in (26).

(25) (a) He has been singing
> @>SHWM@SURJ@
(b) It had been being built
> @>SHUWSRURY@SDVV@
¥ ), ¥y

Another important issue is the position of the inflections with respect to the licensors. | assume
thatv, andv, are adjacent to the root under normal circumstances and thus spelled out with it.
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However, yis less connected to the root, which (12), repeated as (27) below, demonstrates.
7KH LQIOHFWLRQDO HOHPHQW L freaiZdWw@ LV FORVHU W

(27) Someone gave water to John.

The conclusion is that the constraint which requires inflections to be adjacent to the
URRW L H >LQIO@%$¥ A¥ DO@GNVEXWRIZHOUNWERME YKHU W

28) VA¥! M¥ | >LQIO@%¥ ! Y

3.2 Passivization and Multiple Complement Verbs

It is often argued that passive sentences contaimglitit agent. In Csontos (2017),

| propose that the passive morphemesgails out two CUs: the implicit general external
argument (GEA) and the passive CU (>SDVV @ ZKLFK OLFHQFHV LW
alicensor, i.e. anember of D. Note, however,that SDVV@ LV D PHPEHU RI W]
domain as well. The vocabulary for the passiga is as follows.

HQ < >SDVV@>*($@

The question is why the preposition is absent in (18) and (22) but present in (27) and
in (1a), repeated as (30):

(30) Water was given to John.

Importantly, the CU which the preposition realizes, i,emust be present in the inputs:
there is no semantic difference between the dative construction (whespelled out

by to) and the double object construction (wher&stseemingly absent) - apart from

the focus on the direct object in the latter. Similarly, there is no semantic difference
between (22) and (30) either, besides the fact that the direct object is focussed in the
former. So, the question arises as to what happen#t¢h8) and (22). My claim is that

it gets deleted from the output - violatindagthfulness constraint. More specifically,

| identify the presence of the focus on the second argument as the condition on which
v, is deletedr. This can be achieved by the following constraints:

(Bl) v, ) >IRF@GDW 3 >R FFalth (v) 3

12 ,I WKH GLUHFW REMHFW LV QRW IRFXVVHG WKHVH FRQVW
of the relevant CUs will be determined by lower ranked constraints.

%RWK RI WKH WZR KLJKHU UD QNHGdeleR® Wshthgpar@ Wty D U H
violated by the reverse order of the given elements.



Note that deletion is generally problematic fromirsterpretability point of view.
However, y is anelement that does not needindependent realisation for the result
to be interpretable. Therefore, licensors are more easily deleted than, for example,
arguments themselves, as they are recoverable from the visible argument and the
content of the root.

Now let us see how the assumptions and the constraints introduced so far can yield
the desired results. Let us start with (22),Jahn was given water.

Candidates 32a. >D,@] >SDW\W@ DY W@>IRB@ U J
32b. >D,@ >SD\WED VY @>1RFE® UJ
32c. >D,@ >SDVW@&DVY¥ @ >FR¥ED,U J
32d. >D@ >SDVW®D VW @>*(R@ @ UJ
32e. vg> Q@J >SDVYW@D VW @>IRE@UJ
a)

[a)
S
2 |8 > .
[0 d E — g,, ) ,% D<( g g
~ AN |2 e |8 SH w a
=~ e s |y e |22 (< |8 |92
—~ (_U a < N >m LOL N N
b > I I S AN I
(32&) * *(!) *k%k * *% * *
(32b) * * * %
(32C) * *(!) 6* * * *kkk *
(32d) * *(!) 5* * * *k%k *
(32e) 1O

Table 4. Order of CUs in passive constructions with multiple complement verbs involving
a focussed direct object

7KH RSWLPDO FDQG|@ D\WIiE @R BpRledlbud bythe recipient
John and the theme wategspectively, while the root andare realized by the verb
give £ IROORZLQJ WKH 6XSHUVHW 3ULQ F L8O Where&sH >SDV
>SDVV@>*($@ LV UHDOL]H G-dn\AMbKis Gileardweénd tHe gies K H P H
tion of why *John was given water fo.f. 32c) and *To John was given water @2e)
are ungrammatical: (32b) is a more optimal candidate.
As tableau (5) demonstrategjs/realized separately if the theme is not focussed,
as in Water was given to John:
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Candidates a. >D,@J] >S D YW D¥ ¥ @>D, (@@
b. >D@ >SDVW&D VY @D Y
c. >D@>SDVW8VVY@>:@@ >DUJ
d >D@ >SDVYVW8DVV@>;@G@ >DUJ
») )

@ J
2 |8 > a
o E 9 g,, —~ ,% D<(
AN | Z S L g g
~ |-~ |m | S él s I D G TR [ i i
— (E o a < N >m L? N N
b R I I A A A SN
(33&) * * % * *% * *
*)
(33b) * * *%x%k *
(330) - () - :
(33d) *(!) * *kkk *

Table 5. Order of CUs in passive constructions with multiple complement verbs

The winning candidate is (33H)As the table illustrates,,needs to be realized sepa-

rately by to, as the verb cannot spell it out with the root gatthough it is associated

with all the licensors in its vocabulary entry, see (16). The reason for this is that these
elements do not form@ntiguous sequence, asamdy, DUH VHSDUDWHG E\ >¢
>*($@ 1RWH DOVR WKDW ZH FDQ DFFRXQW IRU WKH X
John (c.f. (33c): (33b) is more optimal.

4. Conclusion

In the present paper, | have demonstrated that it is possible to account for the presence
and absence of the preposition to in passive constructions involving multiple complement
verbs in English by using verbal/semantic decomposition, alignment and faithfulness
constraints and late lexical insertion. It has been argued that it is the focussed direct object
which is responsible for the missing preposition both in active and passive sentences:
if the direct object is focussed, the CU whictspells out, i.e. y is deleted from the

14 The examples in table (4) and (5) may suggest thatnever realized by givas this
licensor either gets deleted if the theme is focussed or it is spelled out independently. This would
also mean that it is unnecessary to include this CU in the vocabulary entry for this verb — as
opposed to what is claimed in (16). Note, however, that there are examples, where the verb must
realize v, e.g.I gave him it, as it cannot be deleted: recall that pronouns are not usually focussed
elements. Consequently, gieust be associated with thein its vocabulary entry.



output — violating daithfulness constraint. In other casegisvpresent in the output
and realized separately.
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Gradients of Reflexivity:
Psych Verbs in Causative Alternations

SUHGUDJ .RYDIHYLE
University of Novi Sad, Serbia
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Abstract: This paper addresses the issue of the syntactic and semantic representation of
anticausatives with SE. The “reflexive analysis” extends the reflexive semantics of SE
to anticausative constructions (Chierchia 2004), while the “standard view” is that anti
causatives are versions of transitive constructions without the external argument (Schafer
and Vivanco 2016). Based on the tests from event modifier licensing (Alexiadou et al.
2014 inter alia), | show thatsignificant portion of psych verb anticausatives pattern
with typical reflexives and transitives in licensing instrumental NPs/DPs introducing the
causer argument whereas typical anticausatives liaa{§eom’)-PPs. | interpret this

data as evidence for amermediary category between reflexives and anticausatives that

I label “semi-reflexives”. Contrary to the “reflexive account”, the analysis presented in
the paper (drawing on Sportiche 2014) does not ascribe the same structures and denota
tions to reflexives and anticausatives, while in contrast to the “standard view”, it still
maintains a link between these different uses of SE.

Keywords: psych verbs, anticausatives, reflexives, causative alternations, Serbian

1. Introduction

The issue of the correct syntactic and semantic representation of anticausative construc-
tions has receivedsignificant amount of attention in the recent literature. The examples

in (1) from Serbian (la—1a’) and English (1b—1b’) illustrate two broader types of anti
causatives — those involving morphological marking (the morpheme SE in Serbian) and
those without any morphological changes of the verbal stem (the English causative alter
nation). One line of research maintains that anticausatives are akin to reflexives pointing
to the fact that many languages employ the same morpheme (SE) to derive reflexives
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and anticausatives (Chierchia 2004; Koontz-Garboden 2009, 2012). The opposing view
holds that anticausatives are merely structurally impoverished versions of transitive verbs
lacking the external argument (Parsons 1990; Schéafer and Vivanco 2016).

Psych verbs (verbs denoting emotional states or events — e.g. amuse or love) are
aclass of verbs that exhibit numerous syntactic and semantic peculiarities (Belletti
andRizzi 1988; Pesetsky 1996; Landau 2009). Some of these puzzling behaviors are
observed in the domain of reflexives and in the formation of anticausatives. Belletti
and Rizzi 1988 note the “reversed binding patterns” with psych verb reflexives. Levin

$OH[LDGRX DQG ,RUG FKLRDLD DQG RWKHUYV
JHQHUDOO\ GR QRW SDUWLFLSDWH LQ FDXVDWLYH DOV
languages such as Greek, Romanian or Serbian, where causative alternations are asso-
FLDWHG ZLWK RYHU PRUSKRORJLFDO PDUNLQJ RQ WKH
examples). Idight of these facts, exploring psych verb anticausatives, in languages in
which they are available, could yield important insights into the syntax and semantics
of anticausatives more generally.

(1) (a) Toma je istopio AHUHU causative transitive
Toma.t"t zZ* melt.%z & sugar. £~ t
‘Toma melted the sugar.’

(&) AHUHU se istopio anticausative
sugar. "t E~ melt. %z E *
‘The sugar melted.’

(b) Tom caramelized the sugar. causative transitive
(b’) The sugar caramelized. anticausative
(2) (a) Toma je zadivio Anu causative transitive

Toma. 1"t zZ‘ amaze%.z Bna. 1"t
‘Toma amazed Ana.’

(&) Ana se zadivila anticausative
Ana.t"t  (E~amaze%oz E
‘Ana got amazed.’

(b) Tom amazed Ana. causative transitive

(b’) *Ana amazed. anticausative



The aim of this paper is to analyze the internal syntactic structure of psych-
verb anticausatives (involving the morpheme SE) in Serbian to determine what (if
anything) makes them different from “ordinary/typical” anticausatives. If psych verb
SE anticasuatives are syntactically and/or semantically different from “ordinary/typical”
anticausatives, then, this difference might tell us something about the lack of these
structures in languages such as English. The structural differences between psych
verb anticausatives and typical anticausatives will be established by testing for their
combinability withvarious types of event modifiers (Alexiadou and Anagnostopoulou
2009; Alexiadou eal. 2014; Alexiadowet al. 2015; Gehrke 2013, 2015; Gehrke
andMarco 2014). It will be shown that psych verb anticausatives can license instrumental
case-marked NPs/DPs introducing the causer (3a) while ordinary anticausatives license
od(‘from’)-PPs instead (3b).

(3) (a) Ana se oduSevila  Tominom pesmom.
Ana.f"t zZ' amaze%oz EFoma. %o~ E E pdedd.e, T E
‘Ana was amazed by Toma’s poem.’

(@) AaHUHU se karamelizovao od toplote.
Sugar. £ "t (€ ~ caramelize%oz E from heat€ ~ +
‘The sugar caramelized from heat.’

In this respect, psych-verb anticausatives pattern with reflexives, even though they lack
the agentivity component which is necessarily present with reflexives. To capture these
facts, | will propose graded or ranked model of reflexivity based on the options supplied

by the extended VP structure. Specifically, | will argue that (i) pure reflexives arise when
SE combines with full-fledged Voiégii) “semi-reflexives” arise when SE combines with

v with afilled Spec position; and (iii) typical anticausatives arise when SE combines with

vO without the Spec position. The discrepancy between those psych-verb anticausatives
that license instrumental NPs/DPs and typical anticausatives will be attributed to the
structural distinction in the higher layers of the extended VP structure. Namely, it will
be argued that the presence okaternal argument either in Spec vP or Spec Voice P

is responsible for licensing instrumental NPs/DPs with reflexives and “semi-reflexive”
psych verb anticausatives (as well as agentive transitives). On the other hand, the absence
of the external argument with typical anticausatives (and unaccusatives) will be taken
as the reason behind the incompatibility between these structures and instrumental NPs/
DPs requiring the use of od(‘from’)-PPs to introduce the cause participant.

The paper is structured as follows. Section 2 introduces the opposing views
regarding the correct structural representations of anticausative structures and points to
the potential significance of anticausatives derived from psych verbs in this debate. In
Section 3, | introduce the diagnostics of the presence of particular layers of the extended
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VP structure based on the combinability with different types of even modifiers. These
diagnostics will be used to show that psych-verb anticausatives are structural different
from typical anticausatives. The structural representations modelling the observed differ
ences are introduced in Section 4. Section 5 concludes the paper.

2. Anticausative SE: Reflexivizer or Pure Anticauzativizer

The literature on the status of SE can (roughly) be divided into two camps. So-called
“reflexive accounts” always treat this morpheme asflaxivity marker (Chierchia

2004; Koontz-Garboden 2009, 2012). A more mainstream line of research, the so-called
“standard account” (Schéafer and Vivanco 2016) denies any kind of synchronic syntactic
or semantic link between the reflexive SE and the anticausative SE (Parsons 1990;
Schéfer and Vivanco 2016). The first two parts of this section will present the arguments
of the two approaches to the semantic and syntactic contribution of SE. The third part
of this section will briefly illustrate the cross-linguistic variation when it comes to the
availability of anticausatives derived from psych-verbs.

2.1. Reflexive Accounts

As is transparent from the label attached to this set of accounts, “reflexive accounts”
extend the reflexive semantics of SE to constructions typically labelled anticausative (4b).
Chierchia (2004) proposes to interpret (4b) along the lines of “the house toppled/collapsed
itself” (i.e. as aeflexive). More precisely, following Chierchia’s (2004) analysis, one
would interpret the sentence in (4b) as entailing that some property of the house was
such that it led to its collapse.

(4) (a) Ana je srusila N X0 X
Ana.f"t zZ* topple.%oz (E *house. z | |
‘Ana toppled the house.’

(b) .XuD se srusila
house.+"t (& ~topple.%oz E *
‘The house collapsed’

The precise semantics that Chierchia (2004) proposes for anticausatives presupposes
that the introduction of the morpheme SE builds on the basic semantics of the transitive
verb by identifying the external argument with the internal argument as with typical
reflexive verbs.

One piece of evidence Chierchia (2004) offers in support of his analysis concerns
the distribution of da se (‘by itself’) with anticausative forms. Namely, while this expres
sion is licensed in agentive transitive constructions (5), it is blocked with non-agentive
transitives (6), passives and impersonals (6), but it is allowed with anticausatives (7). The
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fact that SE anticausatives pattern with agentive transitives is expected and accounted
for assuming that the syntax and semantics of the anticausative version contains the
semantics of the transitive version.

(5) Gianni mi ha picchiato da se agentive
Gianni me has hit by self
‘Gianni hit me by himself.’

(6) (a) *Gianni  conosce |l latino da se stative verb
Gianni knows the Latin by self of cognition
‘Gianni knows Latin by himself’

(b) *Gianni  ha sudato da se verb of physical
Gianni has sweat by self function
‘Gianni sweat by himself.’

(c) A: Tu hai fatto sudare Gianni contextually improved
You have made sweat Gianni verb of physical function
‘You made Gianni sweat.’

B: No, ha sudat@a se
No has sweatby self
‘No, he sweat by himself.’

(7) (a) *La porta e stata aperta da se passive
the door is been opened by self
‘The door was opened by itself.’

(b) *Questo  libro si legge da se impersonal
this book one.|..reads by self
‘This book reads by itself.’

(8) (a) La porta si e aperta da se anticausative
the door (E~is opened by self
‘The door opened by itself.’

(b) La barca e DuRQ@&DWD se

the boat is sank by self
M7KH ERDW VDQN E\ LWVHOI 1
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One desirable conceptual consequence of this analysis is pointed out by Koontz-Garboden
(2009, 2012). According to Koontz-Garboden (2009, 2012), assuming that anticausatives
are asub-type of reflexives avoids violating the Monotonicity Hypothesis (Kiparsky
1982), according to which additional morphological material can only add, but not
remove meaning. If the addition of this morpheme simply builds on the basic semantics
of the transitive verb, it follows that morphological complexity correlates with semantic
complexity as predicted by the Monotonicity Hypothesis. Alternatively, if the role of SE
was simply to remove the external argument, the additiomefvamorpheme would

result in semantic (and syntactic) impoverishment contrary to the predictions of the
Monotonicity Hypothesis.

Koontz-Garboden (2009, 2012) also points out that the anticausative construction
is not entailed by its transitive causative counterpart, which is what one would expect
if the role of the anticausative construction involved ordylaset of the denotation of
the transitive one. The lack of the entailment relationship between the causative transi-
tive form and the anticausative one is illustrated with the Spanish example in (9). This
example is significant because the first portion of the sentence contains the anticausative
form of one verb under negation while the second part affirms the causative transitive
form of the same verb.

(9) EI vaso no se rompio, lo rompiste tu
the vase not E ~ broke it broke you
‘The vase didn’t break, you broke it.’

According to Koontz-Garboden (2009, 2012), the fact that one can deny the anticausa
tive construction in the first part of the sentence in (9) while affirming the transitive
one in the second part without creatinf@t@l contradiction shows that the anticausative
construction is not entailed by the transitive one.

2.2. Standard Account
In contrast to the “reflexive account” of SE, what is sometimes referred to as the “standard
account” argues precisely that the anticausative construction is nothing but the version
of the transitive construction without the external argument. Schéfer and Vivanco (2016)
claim that the semantic representation of anticausative verbs lacks the [CAUSE} compo
nent as well as the external argument in contrast to the transitive counterpart. Therefore,
the semantics of the transitive construction properly contains the semantics of-the anti
causative one, the only difference being that the external argument is left unexpressed
in the anticausative version.

In response to Koontz-Garboden’s (2009, 2012) treatment of sentences like (9),
Schafer and Vivanco (2016) argue that these examples represent instaneés of
linguistic negation rather than logical negation. In essence, they argue that what is



negated in the first part of the example in (9) is not the entailment of the clause but the
conversational implicature enabled by the anticausative construction. According to these
authors, by negating the first part of the sentence in (9) the speaker actually denies that
it is asufficiently informative description of the situation at hand (i.e. they are accusing
the interlocutor of violating the Gricean Maxim of Quantity).

Countering the “reflexive analysis” of anticausatives, Schéfer and Vivanco (2016)
point out that in some anticausative constructions, any kind of reflexive semantics would
create non-sensical denotations (10).

(10) A gap opened

The argument here is that applying the reflexive analysis of SE to the anticausative
construction in (10) would result indenotation whereby the gap caused itself to come

to existence, but, of course, no entity can be the cause of its own existence. In contrast,
this issue does not emerge with the “standard account” because the denotation of the
sentence in (10) would include just amexpressed cause rather than identifying the
cause with the theme.

2.3. Psych Verbs in Causative Alternations

Psych verbs are particularly interesting in relation to the question of anticausative and
reflexive constructions because they exhibit numerous syntactic and semantic pecu
liarities (Belletti and Rizzi 1988; Pesetsky 1996; Landau 2009). Famously, (the vast
majority of) English psych verbs generally fail to derive anticausative constructions
(Levin 1993). The verb annoy in (11a) is@usative transitive psych verb with the
experiencer argument in the object position (a so-called “object experiencer verb”)
denoting achange of mental state on the part of the experiencer. However, unlike other
causative transitive (change-of-state) verbs, psych verbs cannot be used as anticausa-
tives as shown in (11b).

(11) (&) The movie  annoyed John
(b) *John annoyed

In contrast, languages that allow SE or other anticausativity markers exhibit no such
UHVWULFWLRQV $OH[LDGRX DQG ,RUG FKLRDLD SL
and Greek (12b). The example (12a) from Romanian shqpas af object experiencer

verbs (i.e. causative transitives), which are used intransitively (i.e. as anticausatives)

in combination with the reflexive morpheme SE. The Greek example in (12b) shows

one causative transitive psych verb, which is also used intransitively but without the
morpheme SE. Insteadsa-called “non-active” morphological marker is added to the

verbal stem.
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(12) (a) lon s-a VXS UDW vQdb LNaRastBeW cea QR Xin
John «<e-has upset/worried of  atnews the new in
cinci minute/ repede/ in parc asta a avut loc ieri
¢ Y H minutes quickly in  part this has had place y.day

M-RKQ JRW XSVHW ZRUULHG IURP WKH QHZV LQ WKH

(b) O Janis stenahorithike me ta nea se pende lepta/

the John saddened.fz|ewith the news in ¢ YH minutes
grigora sto parko afto  sinevi htes
quickly in  park this  happened vyesterday

H-RKQ TXLFNO\ JRW VDG IURP WKH QHZV LQ ¢YH PL

7KLY KDSSHQHG \HVWHUGD\ |

Since anticausative psych verbs are possible in other languages such as Greek, Roma-
nian or Serbian, the question is why English psych verbs do not participate in causative
alternations given the existence of equivalent constructions in other languages.

What is also worth noticing in (12) is that Romanian and Greek use formally
different expressions to introduce the causer participant. In Romanian (12ajigf isfa
from’)-PP while in Greek, the causer is introduced by meansnaf{avith’)-PP typical
of instruments (12b). This will be significant in Section 3 where it will be shown that
the equivalents of these two types of PPs are both possible with SE anticausatives in
Serbian, but with different types of verbs.

2.4. Summary

The “reflexive” and “standard” accounts of anticausatives predict different syntactic and
semantic behaviors of these constructions. The “standard view” predicts unaccusative
properties for anticausatives while the “reflexive view”, of course, predicts reflexive
properties for anticausatives, presumably that means that they haxtearal argu

ment. Next, since English psych verbs do not participate in causative alternations, there
is areason to believe that in languages where psych-verb anticausatives exist, they might
exhibit behaviors that would help us tease apart the predictions of the two competing
approaches to the syntax and semantics of anticausatives, which will be the aim of
the remainder of this paper. Specifically, the existing tests for the presence/absence of
different layers of verbal structure will be applied to psych-verb anticausatives in Serbian
in order to determine whether or not they show signs of the higher portions of verbal
structure (vP, VoiceP) predicted to be missing under the ‘standard account’ but present
under the “reflexive account”.
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3. Diagnosing the Internal Structure

of Serbian Psych Verb Anticausatives
One way of diagnosing the presence of the different layers of verbal structures in various
derivations comes from the licensing of various types of event modifiers. By-phrases are
assumed to be licensed by VoiceP (Kratzer 1994; Gehrke 2013, 2015; Alesiadlou
2014; Alexiadou et al. 2015) explaining why passives (13a) but not anticausatives (13b)
can license these items.

(13) (a) The car was broken by Mary
(b) *The car broke (down) by Mary

Typical anticausatives (14a) and unaccusatives (14b), on the other hand, license
from-PPs expressing the causer.

(14) (a) The  car broke (down) from the cold temperature
(b) The patient died from a heartattack

PPs expressing instruments tend to be licensed in active agentive constructions (15a)
and with passives (15b) but not with anticausatives (15c).

(15) (a) Mary opened the door with a key
(b) The  door was opened with a key
(c) *The door opened with a key

The Serbian equivalent of the English by-phrase is tistrade (‘from side of’)-PP and
it is licensed with passives but not with anticausatives (16).

(16) (a) Vrata su otvorena od strane provalnika
door.t"t zZ' open. % z E Efréfax e side. €~ I burglar. € ~ 1
‘The door was opened by the burglar.’

(b) *Vrata su se otvorila od strane provalnika
door.t"t zZ' (E-open. %z @Erom side. €~ burglar. €~ 1
Literally: ‘The door opened by the burglar.’

Instrumental case-marked NPs/DPs are licensed with transitive active constructions
(17a) and passives (17b) but not anticausatives (17c).
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(17) (a) Marija je otvorila vrata NOMXpHP
Marija.t "t zZ*‘ open.%z @&+  door key.,t E
‘Marija opened the door with a key’

(b) Vrata su otvorena NOMXpHP
door. ¥~ 1t zZ*‘ open. %oz E eyt <E *
‘The door was opened with a key’

(c) *Vrata su se  otvorila NOMXpHP
door zZ' E~ open.%oz@E+ key. , ftE-
Literally: ‘The door opened with a key’

Finally, od(‘from’)-PPs introducing the causer are licensed with anticausatives (18a) but
not with active transitives (18b) and passives (18c).

(18) (a) Vrata Su se otvorila od vetra
door. ¥~ 1 zZ* (E-~open. %oz Efrom wind. €~1%
‘The door opened from the wind.’

(b) *Marija je otvorila vrata od vetra
Marija.$ "t zZ'‘'open. %ozd@or.z|| from  wind.€~1%
Literally: ‘Marija opened the door from the wind.’

(c) *Vrata su otvorena od vetra
door.¥°t zZ® open. %oz E oo < wind. € ~ £
Literally: ‘The door was opened from the wind.’

Turning now to the domain of psych-verb anticausatives, we can apply these tests to
determine whether these constructions pattern with reflexives or with typical anticausa
tives and unaccusatives. Here, we encountaot@ complex picture. By-phrases are
always rejected (19).

(19) (a) *Marija se ohrabrila od strane brata
Marija. ¥~ t (& ~ encourage%oz EWwom  side brother. € ~
Literally: ‘Marija got encouraged by her brother.’

(b) *Marija se iznervirala od strane brata
Marija.$ "t E~ annoy. %z E+~ from side brother. € ~ £
Literally: ‘Marija got annoyed by her brother.’



(c) *Marija se zaprepastila od strane brata
Marija.£ "t & ~ shock. %z E+ from side brother. € ~ £
Literally: ‘Marija got schocked by her brother.’

(d) *Marija se razbesnela od strane brata
Marija.$ "1t E~ anger. %z &+ from side brother. € ~ %
Literally: ‘Marija got angry by her brother.’

If the rejection of by-phrases were taken dg@isive diagnostic for the lack of VoiceP
layer, then, one would have to assume that psych verb anticausatives, like “typical anti-
causatives” always lack this portion of the extended VP structure. However, one should
be cautions not to jump to this conclusion prematurely since there are agentive structures,
which presumably include the VoiceP domain, but systematically msjgutirases. For
instance, typical reflexives disallow by-phrases; however, they do show signs of the
presence of the external argument on other tests such as control into purpose clauses
(Gehrke 2013, 2014; Alexiadou at al. 2014).

Indeed, with some psych verbs, SE triggepsiiely reflexive reading as evidenced
by the availability of control into purpose clauses (20a) and the grammaticalitylbf a
reflexive pronoursebe (‘self’) (20b).

(20) (a) Marija se hrabri [da bi izasla na binu]
Marija.t "t (E ~encourage that would €~ "“Ze« on stage
‘Marija is encouraging herself to go out on stage.’

(b) ?Marija hrabri sebe
Marija. 3~ 1t encourage self
‘Marija is encouraging herself.’

Since control into purpose clauses is one of the standard diagnostics for the presence
of VoiceP (Gehrke 2013, 2014; Alexiadou at al. 2014), one can assume that VoiceP is
present with verbs such as the one in (19a) and (20) despite the fact that they reject
by-phrases (19a) simply because by-phrases are normally rejected with typical reflex
ives (21), presumably due to the fact that the agent is already expressed by means of
the subject DP/NP.

(21) *Marija se RpH&EOM®OD strane majke

Marija.£"t @&~ comb. %z Goem side mother. € ~ 1
Literally: ‘Marija combed (herself) by her mother.’
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When it comes to the licensing of instrumental case-marked DPs/NPs, unlike typical
anticausatives, significant number of psych verb anticausatives allow instrumental
case-marked DPs/NPs (22).

(22) (a) Marija se zaprepastila bratovim  ponaSanjem
Marija. £~ 1t & ~ shock. %0z (E drother’s behavior.,  E »
‘Marija got shocked by/with her brother’s behavior.’

(b) Marija se iznenadila njegovim  postupkom
Marija.+" T & ~ surprise. %oz &is action., ¥t E »
‘Marija got surprised by/with his action.’

(c) Marija se oduSevila svojim rezultatom
Marija. "t & ~ impress. %0z Gelf's result., $ GE »
‘Marija got impressed by/with her result on the exam.’

Also, unlike typical anticausatives, these constructions tend to reject od(‘from’)-PPs (23).

(23) (a) *Marija se zaprepastila od bratovog ponaSanja
Marija.£~t (& ~shock. %oz E+ from brother's behavior. €~ %
‘Marija got shocked with her brother’s behavior.’

(b) *Marija se iznenadila od njegovog postupka
Marija. "1t & ~surprise. %oz E from  his action.€ ~
‘Marija got surprised by his action.’

(c) *Marija se oduSevila od svog rezultata
Marija. "t & ~impress. %0z E from  self’'s result. € ~
‘Marija got impressed by her result on the exam.’

Still, it is crucial to point out that the category of psych verbs is not homogenous when
it comes to the licensing of various types of even modifiers. While there are those
that allow instrumental NPs/DPs and reject od(‘from’)-PPs, there are also psych-verb
anticausatives that exhibit the opposite behavior since they license od(‘from’)-PPs
while rejecting instrumental case-marked NPs/DPs (24), but these are significantly
less numerous.



(24) (a) Marija se razbesnela *bratovim ponaSanjem
Marija.$ "t E ~anger. %oz &« brother. , £ E « behavior. , £ E »
/od bratovog  ponasSanja
from brother’s  behavior. € ~ f
‘Marija got angry because of her brother’s behavior.’

(b) Marija se UDADORVWMOIAQRPpesmom
Marija. 3"t E ~sadden. %z E+sad., 1 E+ song.,tE-
fod W XaQHpesme
from sad.€~1% song.€~*%

‘Marija got sad because of a sad song.’

Finally, there are verbs that can basically tolerate both kinds of event modifiers to varying
degrees (25) and native speaker judgments tend to vary with these verbs.

(25) (a) Ivan se iznervirao ?bratovim ponasanjem
lvan. "t &~ annoy. %o z (E drother. , £ & « behavior. , $ E »
/?0d bratovog ponaSanja
from brother's behavior. € ~

‘lvan got annoyed with/by his brother’s behavior.’

(b) Ivan se isprovocirao  ?bratovim ponasanjem
lvan. "t &~ provoke brother’s. , £ Ebehavior. , £ E »
/?0d bratovog ponaSanja
from brother's behavior. € ~

‘lvan got provoked with/by his brother’s behavior.’

None of these verbs, however, pattern with pure reflexives because they do not license
full reflexive pronouns or control into purpose clauses. The examples in (26a), (26b),
and (26¢) demonstrate the lack of control into purpose clauses with these verbs while
(26a’), (26b’), and (26¢’) show that they do not license full reflexive pronouns.

(26) (a) *Marija se zaprepastila da  bi uplaSila  Anu
Marija.+"t @&~ dazzle%oz E that would scare Ana. z ||
Literally: ‘Marija got dazzled in order to scare Ana.’

(a’) Marija je zaprepastila sebe

Marija.t"t zZ' dazzle%oz E self
Literally: ‘Marija dazzled herself’
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(b) *Marija se razbesnela da bi uplaSila  Anu
Marija.1 "t E~ anger. %oz € that would scare Ana.z||
Literally: ‘Marija got angry in order to scare Ana.’

(b") Marija je razbesnela sebe
Marija.t"t zZ' anger. %z E self
Literally: ‘Marija angered herself’

c) *Marija se iznervirala da  bi uplasila Anu
| p
Marija.+"t @&~ annoy. %z Ethat would scare Ana. z ||
Literally: ‘Marija got annoyed in order to scare Ana.’

(c) *Marija je iznervirala  sebe
Marija.t"t zZ' annoy.past self
Literally: ‘Marija annoyed herself.’

In sum, among psych verb constructions with SE in Serbian, we clearly find cases that
do not pattern with reflexives in all relevant respects, but they cannot be collapsed with
typical anticausatives either given the data from event modifier licensing. The “standard
approach” to anticausatives seems to be too rigid to account for these cases. Alsa, semanti
cally, there are strong reasons to believe that the reflexive semantics that Chierchia (2004)
proposes for anticausatives fits the denotations of these borderline cases that licensee
instrumental case-marked modifiers. Recall that Chierchia (2004) argues that the reason
why anticausatives are reflexive is because they denote eventualities that are caused
by some internal property or state of the subject. | would suggest that this is precisely
what native speakers intend to communicate when they weartance like (27a), and

it is precisely this semantic component that makes the difference between (27a) and the
corresponding transitive construction (27b). In other words, the two sentences in (27)
do not have identical truth-conditional content.

(27) (a) Marija se zaprepastilaratovim ponaSanjem
Marija. £ "1 (& dazzle %o zlfEbther's behavior. , 1 E
‘Marija got dazzled by/with her brother’s behavior.’

(b) Bratovo ponaSanje je zaprepastilo Mariju
brother’s behavior z7'dazzle%oz E+ Marija.z| |

‘Her brother’s behavior dazzled Marija.’

Even though it might be possible to describe the same situation with either of the two
forms, the selection of one instead of the other casts the situatidiffierent light. The
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transitive version (27b) entails that the brother’s behavior was the direct cause of the
change in Marija’s emotional state (it was botheaessary andsfficient condition)
whereas the version with SE communicates that the brother’s behaviomeessa
sary but not sufficient condition for the change in Marija’s emotional state and some
internal (psychological/emotional) property/state on Marija’s part was the decisive factor
(see Talmy 1988; Croft 1993; Wolf 2003).

It is difficult to find atest that would pin down this truth conditional distinction,
but the contrast in (28) points in that direction quite strongly.

(28) (a) Marija se zaprepastila ""QL VD pdsPbno
Marija. ¥" 1 &~ dazzle %o z Enothing. , ¥ E3pecial
Ini zbog pbHJD posebno
I~€ because what special

‘Marija got dazzled for no apparent reason.’

(b) *Nista posebno je zaprepastilo Mariju
nothing special zZ* dazzle %oz E Marija. z | |
Literally: ‘Nothing special dazzled Marija.’

The (partial) acceptability of (28a) suggests that the construction with SE can be
used while explicitly negating the external cause which is impossible with the transi-
tive version (28b). While the prepositional instrumental expression in (28a) is quite
degraded, thebog(‘because’)-PP introducing reegated indirect cause/reason is
perfectly acceptable. What this tells us is that clauses that contain psych-verb anticausa
tives can receive tuth value and be grammatically acceptable even when the external
cause is explicitly negated. On the other hand, wheéiRIBDP introducing the causer
appears as the subject dfransitive sentence (28b), the outcome is ungrammatical.
Note that the ungrammaticality of (28b) cannot simply be ascribed to independent
factors such as the lack of sentential negation presumably needed to license the Nega-
tive Polarity Item (NPI) niSta (‘nothing’). If (28b) were ungrammatical because the
NPI located in the subject position is not licensed, then, we would expect (28a) to
be ungrammatical as well since there is no sentential negation in this example either.
Therefore, | assume that the contrast in (28) emerges for semantic reasons. Specifically,
the anticausative example (28a) does not entail the existencexteainal cause, which

is why the external cause can be explicitly negated, but the transitive sentence (28b)
includes this entailment, which is why the negation of the existence of the external
cause yields &atal contradiction. It, thus, follows that the two sentences do not have
the same truth-conditional content.
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4. Modeling the Differences among SE Constructions:

Gradients of Reflexivity
To capture the data presented in the previous section, drawing on Sportiche (2014),
| propose to treat SE avariable whose interpretation is structurally determined in two
ways: (i) by its merge site, and (ii) the c-commanding NP/DP, which binds it and assigns
it interpretation. SE has to be merged witiead within the extended VP domain, which
basically means that it can either merge witbrwvith Voic€ (assuming with Harley 2013
and Merchant 2013 intalia that these two projections are separate). When it is merged
with Voicé, it creates typical agentive reflexives (29a). In that case, it is c-commanded
by the subject in Spec VoiceP. The agentive component is, of course, supplied by Voice

(29) (a) Marija se posekla
Marija. 3"t €&~ cut. %oz E*
‘Marija cut herself.’

(b) Marija se zaprepastila
Marija.$" 1 &~ dazzle%oz E
‘Marija got dazzled.’

(c) Stolica se polomila
chairr "t @&~ break. %oz E
‘The chair broke.’

SE can also be merged withia the absence of VoiceP, and in that case, two things
can happen. It can either be merged withi that projects &pec position/an external
argument or it can merge withvawithout the Spec position. When there idNBPYDP in

the Spec vP position, this NP/DP will bind the SE variable and assign it reference giving
rise to &kind of “semi reflexive” denotation that we can see with psych verb anticausa
tives(29b). In such cases, the absence of VoiceP will ensure the lack of agentivity and the
external argument will be interpreted dself-cause” rather than “self-agent” yielding

the crucial difference between these constructions and typical reflexives.

Alternatively, SE can merge withSpec-less% in which case there would be no
NP/DP c-commanding it and it would receive arbitrary interpretation as with typical
anticausatives (29c). Finally, in order for this analysis to work, the binding domain for
SE would have to be restricted to the first-phase or the extended VP because, otherwise,
it would be bound by the subject NP/DP once it reaches Spec TP even with typical
anticausatives.

To illustrate the proposal more clearly, | submit the following structural represen-
tations for pure reflexives, semi-reflexives and pure anticausatives in (30)ill{38a)
trates aeflexive structure where SE merges with \@igeh the agent NP/DP in the



Specposition. (30b), on the other hand, represents the new category of “semi-reflexives”
where SE merges witl?\but the VoiceP layer is not projected. Nevertheless, the Spec
VP position is still available for the external argument NP/DP denotiagser. Finally,

the “typical anticausative” construction represented by (30c) does not project the VoiceP
layer, and it lacks the Spec vP position for the external argument. Consequently, there
is no hierarchically higher NP/DP, within the domain of the “first phase” / extended VP
to bind the variable introduced by SE. This lack of binding does not result in ungram-
maticality because the variable can receive arbitrary interpretation.

(30) D UHAH[LYH

E VHPL UHAH[LYH

(c) anticausative

As aside note, the idea that SE isaiable whose interpretation is structurally deter
mined is also desirable with respect to middles and impersonal constructions where
it gets arbitrary interpretation. The impersonal construction in (31a) comes with the



SEmorpheme and the external argument of the verb (the agent) is left unspecified.
Similarly, with middles (31b), the external argument or the agent is also unspecified,
and, again, one finds the morpheme SE in these constructions as well.

(31) (a) U biblioteci se p XY D Mnxge
in library. ... | & ~keep books. " t
‘The library is where books are kept.’

(b) Ova knjiga se lako pLWD
this book.f"t (E ~easily read
‘This book reads easily.’

However, providing @recise analysis of these constructions goes beyond the scope of
this paper.

The different structural representations in (30) now enable us to explain the contrasts
LQ WKH OLFHQVLQJ RI GLITHUHQW W\SHV RI HYHQW P
those psych-verb anticausatives that license instrumental NPs/DPs would correspond to
“semi-reflexive” configurations (30b). Assuming that instrumental NPs/DPs are licensed
by the presence of axternal argument either in Spec vP or Spec VoiceP, we would have
anaccount of the acceptability of these elements with agentive transitives, typical reflex
ives (30a) and structures we have called “semi-reflexives” (30b). The unacceptability
of instrumental NPs/DPs with typical anticausatives (30c) as well as unaccusatives and
the use of od(‘from’)-PPs would, then, follow from the lack of the external argument
in Spec vP.

Finally, | would like to point out that the present approach has the potential to
shed some light on the puzzling lack of psych verb anticausatives in English. Namely,
because there is no SE in this language, it is impossible to generate the kind of semi-
reflexive construction that we find in Serbian (and presumably other languages that
have this morpheme). Merging the experiencer DP in Spec vP position as in (30b) in
the absence of SE would leave the structure without the internal argument resulting
in ungrammaticality.

In terms of broader implications, this account bridges the gap between the
“reflexive account” and “standard account” of SE by suggesting that reflexivity is
agraded category. Contrary to the “standard account”, it avoids the severance of all
syntactic or semantic links between the reflexive and anticausative uses of SE. At
the same time, in maintaining this link, it does not go so far as to extend the same
reflexive semantics to all anticaustive structures. Instead, the present account confines
the semantic connection between reflexives and anticausative uses of SE to the fact
that SE introduces\aariable, which can receive the interpretation from different NPs
depending on the structural configuration it finds itself in. With typical reflexives,



SE receives its interpretation from the agent argument in Spec VoiceP; with “semi-
reflexives”, its interpretation is determined by the cause argument in Spec vP; finally,
in typical anticausative constructions (potentially also in middles and impersonals),
SE remains unbound receiving arbitrary interpretation.

The account also raises the question of the syntactic and semantic status of SE forms
with psych verbs in other languages that have this morpheme. We have seen that these
constructions combine with from-PPs expressing causers in Romanian, but in Greek they
combine withwith 33V WASLFDO RI LQVWUXPHQWYV $OH[LDGRX
issue whether these facts signal different syntactic and semantic behaviors of SE forms
in these languages is a topic for further research.

5. Conclusion

This paper addressed the broader issue of the status of anticausatives by focusing on the
event modifier licensing with Serbian psych verb anticausatives. It was established that
like reflexives, but unlike typical anticausatives, psych verb anticausatives in Serbian
can license instrumental case-marked expressions of cause and reject od(‘from’)-PPs.
Still, these constructions are not fully reflexive as they disallow control into purpose
clauses and the full reflexive pronosebe (‘self’).

This data was interpreted in light of Sportiche’s (2014) approach to SE arguing
that Chierchia’s (2004) “reflexive approach” to anticausatives as well as the so-called
‘standard view’ (Schéfer and Vivanco 2016), which denies any kind of synchronic link
between reflexive and anti-causative SE, are simply too rigid to explain these data.
| argued that what is needed igraded or ranked model of reflexivity constrained by
the options provided by the extended VP structure, which allowschtegory between
pure reflexives and pure anticausatives. | called this category “semi-reflexives”.

The observations were modeled by assuming that SE introdwesemkle that
has to be bound byacommanding NP/DP in order to obtain interpretation. With pure
reflexives, SE attaches to Vofcand gets bound by the agent in Spec VoiceP. With
“semi-reflexives”, SE combines with v and gets bound by the causer in Spec vP. Finally,
with anticausatives, SE is merged with v that does not projgpea position, which
is why it remains unbound and receives arbitrary interpretation. Crucially, the binding
domain for SE has to be restricted to the first phase (extended VP). The distribution
of instrumental NPs/DPs and od(‘from’)-PPs with different types of constructions
involving SE was accounted by assuming that instrumental NPs/DPs need to be licensed
by the presence of axternal argument in Spec vP or Spec VoiceP. This explains why
these expressions are licensed with agentives, reflexives and “semi-reflexive” psych-
verb anticausatives but banned with typical anticausatives and unaccusatives, where
the only option for expressing the cause argument is the od(‘from’)-PP.
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Abstract: This paper examines the verbs that can participate in the formation of the
Locative Inversion with anbligatory localiser phrase in Mandarin Chinese. We show
evidence that runs counter to the previous observation that the Locative Inversion with
the perfective aspect -le hasiaplicit Agent, as opposed to the Locative Inversion
with the imperfective/durative -zhe. We argue that whether therdrigpdinit Agent is
dependent on the verbal argument structure, not directly on the aspectual differences.
Based on the interpretive differences induced by the occurrence of the aspectual markers,
we provide anon-uniform analysis of the Locative Inversion based on the verb classes
identified in this paper.

Keywords: Locative Inversion; Aspect; Syntax; Mandarin Chinese

1. Introduction

This paper investigates the syntax of Locative Inversion (Henceforth, LI) in Mandarin
Chinese. This construction has the surface structure “localiser phrase +V + Asp + noun
phrases” (Fan 1963; Huang 1987; Nie 1989; Hu 1995; Pan 1998; Yang and Pan 2001,

F. Liu 2007; Lin 2008; Paul et al. 2019; Zhang 2019). As shown in (1), the localiser phrase

F 1 Q'villgge’ precedes the verb V f ‘die’, and the post-verbal Theme/Patientis \t JH Up
‘one person’. In (2), the localiser phrase TLiQJ V KjQ J ‘wall-on’ precedes the verb J
‘hang’, which can be suffixed by either the perfective marker -le, or the durative/imper
fective marker -zhe. The post-verbal Theme argument canl&nde demonstrative

phrase Qj I~ KXj that painting’, in contrast with the indefinite Theme/patient in (1).



(1) FIQ Oy Vy -le yi-ge rén
village-in die - %o ~ <e0ne- | .person
“In the village died one person.”

(2) giang-shang gua -zhe/-le na-fa hua
wall-on hang -} Z </- %o ~ < ¢hat-| ... « painting
Lit. “On the wall is/was hung that painting.”

We will examine the LI based on the verbs like&X j ‘hang’. This paper is organised

as follows. Section 2 presents the background of LI in Mandarin Chinese. Section 3
presents the verb classes that can participate in the formation of LI. Section 4 shows the
distinction between the LI with the perfective -le and the LI with the durative/imper
fective zhe. They differ in whether there isiamplicit Agent and in the complexity of
verbal argument structure. We further show that with -zhe, the LI can be interpreted with
astate reading, progressive reading or both, depending on the verbs. In Section 5 we
provide a non-uniform analysis. We conclude in Section 6.

2. Background

This construction has been referred to as existential sentences (Huang 1987), presentative
sentences (Hu 1995), existential structure (Yang and Pan 2001) and locative construction
(Paul et al. 2019) in the literature. Huang (1987) divided the verbs that can form exis-
tential sentences (or /" | ze,*~ ,te+~<@&," finourterm)into two classes. Huang regardke
(3) based on the verbs like V f ‘die’ as Type Il existential sentences, and (4) as Type llI
existential sentences.

3 FIQ Oy Vy -le yi-ge rén 7 %~ ,,
village-in die -%o~<e one-|.person
“In the village died one person .”

(4) *(gidng-shanggua  -zhel/-le na-fu hua 7 %0~ ,,,
wall-on hang -}Z <- %o ~ < that-| ... » painting
Lit. “On the wall is/was hung that painting.”

Huang observed that the localiser phrase is optional in Type Il, but obligatory ifilType

and that the post-verbal noun phrase must be indefinite in Type Il, but does not have to be
indefinite in Type Ill. The obligatory presence of the localiser phase in Type Il suggests
that it has amrgument status. In this paper, we will not analyse the verbs involved in
Type I, which are basically unaccusative verbs.
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(5) Localiser phrase Definiteness Restriction
Type Il optional yes
Type llI obligatory no

The localiser phrase in Mandarin Chinese has the distribution of DP argument (Huang,
Li, Li 2009). As shown in (6), the localiser phrase can occur in subject or object position.

6) @ >W—PHQGH Hp@hK@@ K Q P LOu
their city [city-outside very beautiful
3 >7KHLU FLW\@ >WKH RXWVLGH RI WKH FLW\@ LV

(b) Z qu-guo >W—PHQGH FKhéDFVWH@@
|  go-~‘% their city / city-outside
3, KDYH EHHQ WR >WKHLU FLW\@ >WKH RXWVLGH |

Furthermore, the literature has been particularly interested in the aspectual markings
on the LI based on the verbs of Huang's Type Ill. In (4), the verb J X j ‘hang’ can be
suffixed by either gerfective aspect -le ordurative/imperfective -zhe. While some
scholars considered these two markers freely interchangeable (Fan 1963, Nie 1989),
others claimed that they are not semantically identical (Hu 1995, Yang and Pan 2001,
F. Liu 2007), and further observed that the LI with the perfective -le hmspdinit

agent, whereas the LI with the durative -zhe does not haweptinit agent (Pan 1996,

Paul et al. 2019).

In the next section, we present the verbs that can form the Locative Inversion with
anobligatory localiser phrase. Based on the differences among the subclasses, we argue
that it is the verbal argument structure that determines the presendmpfiainAgent,
not the aspectual markers.

3. Verbs

We identify five subclasses of verbs that can form the Locative Inversion wothlign

atory localiser phrase (7). These verbs include but are limited to the locational verbs of
Huang’s (1987) Type lll existential sentences. We will present them based on (i) whether
they can be suffixed by the perfective -le or the durativearjd(#j the interpretations
resulted from the possible aspectual markings.

With the imperfective/durative -zhe, the LI based on these verbs can s@te a
reading, or grogressive reading, or both. The possible readings are related to the two
uses of - ] Kdfl Smith (1997). In its basic use, zhe focuses on the state of position and
posture, or the state that results froneaent. In its extended use, -zhe ‘presents internal
stages of durative events as static’ (Smith 1997; 274).
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(7) hang-verbs:]KjQ ‘stand’, ]X z'sit’, G1Q ‘squaton heels’, J X u ‘kneel on knees’, W
‘lie on back’, S —‘lie on stomach’, 1jQ J‘put’, JXj‘hang’; NjR‘lean’, FK X — Q ‘we
ZpL‘surround’, G QJ‘wait’, JjL ‘cover’
write-verbs:[ L'write’, K Xj ‘draw’, ké ‘carve’, O L ~ ‘leave/remain’, O\ i€re@t’)

‘raise (a flag)’, M u ‘record, document’

walk-verbs:] ... X ‘walk’, SR ‘run’, |+L ‘fly’, pa ‘crawl/creep’, \y X ‘swim’, WL jF
jump’, J1Q ‘roll’, SL—R ‘float’

plant-verbs:]K z Q J ‘plant’, M L jQ ‘build, construct’, JjL ‘build’, SI ‘lay, pave’, W
‘stick’

sing-verbs:F K jQ J 'sing’, N—L ‘hold (meétihgsyook’, PjR ‘emijL ‘sell’

+ D Q J-verbs correspond to Levin and Rappaport Hovav's (1995) ¢ ~<{E "+ & %o
|"te,€Zcze,"ftand e~<{E "¢ %oZe*,T€ "< %oZes, 1€ £ z E%z*,Z... |
sec. 6.4.5). As described by the LI based on these verbs, the entity padisutar

spatial configuration with eertain position. As shown in (8), they can be suffixed either

by the durative -zhe or by the perfective(P@nH.996; Liu 2007). With -zhe, the sentence
describes atate. The state reading can be diagnosed by the incompatibility with the
progressive ]jL-, which rejects states (9).

(8 (@ PpQN Xhan -zhe/-le My JH OYyRVK™
doorway stand-}Z <-%o ~ <@ few-| ...« teacher
“At the door stand a few teachers.”

(b) giang-shang gua  -zhe/-le \u I~ hua
wall-on hang -}Z «-%o ~<@ne-| ...+ painting
Lit. “On the wall was hung one painting.”

9 (@ PpQN Xzai zhan -zhe My JH OyRVK™
doorway %o < € stand -}Z < afew-| ... steacher
(“At the door were standing a few teachers.”)

(b) *giang-shang zai gua -zhe \u |~hua
wall-on %<~ € hang -}Z< one-|.painting
(“On the wall was being hung one painting.”)

: UL W H-verbs correspond patrtially to Levin and Rappaport Hovav’s (1995: sec 6.4.5)
e~<«{E " ,Tz€~ ,T% <~ @& E," I They can be suffixed either by the durative -zhe
perfective -le. With -zhe, the sentence descritsata, which is incompatible with the
progressive ]jL-.



(10) (@) JKXA]JL VKjOQU -zhel-le yi-ge Ju
table-on write -}Z <-%0 ~<one-| ... character
“On the table was/is written one character.”

(b) JKXAJL VKPQJI [L  -zhe vyi-ge Ju
table-on %o <~ €write -}Z< one-|...s character
(“On the table was being written one character.”)

Walk-verbs correspond to Levin and Rappaport Hovav's (1995) e~<{E "¢ fztf~<
T " e, "iContrasting with the previous two groups, walk-verbs can only be suffixed by

the durative -zhe, not by the perfective(1@aHcf. Yu 1995). In addition, with -zhe,

the LI based on walk-verbs describesoargoing dynamic event (Nie 1989), and is
compatible with the progressivig L- (11b). The incompatibility with the perfective -le

is due to the fact that the LI based on walk-verbs describes unbounded activities, which
cannot satisfy the bounded requirement imposed by the perfectigee ®ikb and

McEnery 2004 on -le).

(11) (@) F—RFKyQJ V KjQ-ghe/*le [ GXA [XpVKeQJ
playground-on  walk -} Z </- %o ~ < many student
Lit. “On the playground are walking many students.”
(NO: “on the playground walked many students.”)

() F—RFKyQJ ¥KjQJ X -zhe [ GXA [XpVKeQJ
playground-on %< €walk -}Z< many student
Lit. “On the playground are walking many students.”

3 O D Q W-verbs can be suffixed either by the durative -zhe or by the perfective -le. Witt
the durative -zhe, the LI based on S O D Q W-verbs is ambiguostaberesgingand
aprogressive reading (12a, cf. Yeh 1993; Smith 1997). The insertion of the progressive

]j L- in (12b) can single out the progressive reading, while excluding the state reading.
The LI with the perfectivele in (12¢) has a resultant state reading.

(12) (@) \XiQ]L Ozhong -zhe \t N« shu.
yard-in plant -}Z< one-| ...« tree
(i) “Inthe yard is planted one tree.” —> state reading
(i) “Inthe yard is being planted one tree.” —> progressive reading



(b) \XiQ]JL C& zhong -zhe \'t Ne shu.
yard-in % < € plant -}Z< one-|...s tree
{—"tr-the-yarcHsplanted-ene-tree.” —>-statereating

(ii) “Inthe yard is being planted one tree.” —> progressive reading

(c) \XiQ]L @hlong -le \'t N« shu.
yard-in plant - %0 ~ < One- | ... *tree
“In the yard was planted one tree.”

6 L Q J-verbs (cf. Fan 1963) can be suffixed either by the durative -zhe or by the perfective
-le. With the durative -zhe, the LI describesoagoing dynamic event, which is then
compatible with the occurrence of the progressive ]j L- (13b). With the perfedtiee - O H

LI describes a terminated event without the implication of a resultant state.

(13) (a) téi-shang chang -zhel/-le JeMe
stage-on sing -}Z </- %0 ~ < *0pera
-zhe: “On the stage is being sung the opera.”
-le:  “On the stage was sung the opera.”
(b) tai-shang zai chang -zhe JeMe
stage-on %0 <" € sing -}Z < opera

“On the stage is being sung the opera.”

We resume the five subclasses in (14). With the durative -zhe, the LI based on K D Q J-verbs
and Z U L W H-verbs describes states, the LI based on walk-verbs and V L Q J-verbs des
on-going dynamic events, and the LI based on S O D Q W-verbs is ambiguous between the
two readings. With the the perfective -le, the LI based on V W D RGRMfhéverbs and

S O D Q W-verbs describes resultant states, while the LI based V L Q Jteeriis describes a
nated event. The LI based walk-verbs is incompatible with the perfective. -

(24) durative -zhe perfective de
state progressive
(& KDQJ-verbsyes no yes
(b) ZULW H-verhes no yes
(c) walk-verbs no yes *
(d SODQW-veyes yes yes

(e) VLQJ-verbsno yes yes
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4. Perfective - le vs Imperfective - zhe in Locative Inversion

The literature on Mandarin LI has paid special attention to the contrast between the
perfective and imperfective LI: diagnostics show that the LI with the perfective -le
has animplicit agent, whereas the LI with the durative -zhe does not hawvemitit

agent.

In section 4.1, we will show evidence that runs counter to this claim. With the
perfective -le, while the LI based on J X j‘hang’/[L ‘write’-verbsand ] K z Q J ‘plant’-verbs
can be diagnosed with amplicit agent, the LI based on F KjQ J ‘sing’-verbs cannot.
We argue that whether there isiarplicit Agent is determined by the verbal argument
structure.

In section 4.2, we use the \z X ‘again’-test to show that, with the perfective -le,
the LIbasedon JXj pKDQJY [L uZ UK NHplant-Ueby hBsGat
component and state component, whereas the LI based F K jQ J ‘sing’-verbs only has
anevent component. In addition, with the durative -zhe, the LI based on J X j['hang’/
‘write’-verbs has atate reading without event implication, while the LI based on
F KjQJ'sing’-verbs and ] ... X ‘walk’-verbs has a progressive reading.

4.1 Implicit Agent

As observed in H. Pan (1996), F. Liu (2007) and Paul et al. (2019), with the-perfec
tive -le, the LI has ammplicit agent, whereas the LI with the durative -zhe does not
have animplicit agent. These tests, which diagnose the existenceiofiditit Agent,

include the occurrence of the passive morphemé@&m1996), the subject-oriented
adverbial J « \ u ‘deliberately’ (F. Liu 2007) and the purpose clause (see also Paul et al.
2019). As shown in (15), only the LI with -le can occur with these elements, whereas
the LI with -zhe cannot.

(15) (a) With the passiveE gL
giang-shang béi =K —Q Jgua Q*-zhe/-le \u I~ hua
wall-on %0z &Zfangsan hang -} Z «/- %o ~ <ene- | ... painting
Lit. “On the wall was hung one painting by Zhangsan.”

(b) With a subject-oriented adverbial ‘deliberately’
giang-shang guyi gua *-zhe/-le \u I~ hua
wall-on deliberately  hang }Z < %o~ one-| ... *painting
Lit. “On the wall was hung one painting deliberately.”



(c) With a purpose clause

weile \tQIJMLOYRVK ™ giang-shang gua
in.order.to greet teacher wall-on hang
*-zhe/-le \u WLIKX—Q\tEL—R\

-}Z </- %o ~ <one-| ... » welcome  banner

“In order to greet the teachers, on the wall is hung one welcome banner.”

Why is the presence of implicit Agent in LI dependent on the perfective -le? This question
has not been answered. However, as shown in (16), the LI based on F K p@rBssing’-
runs counter to the correlation between the presenceimidicit Agent and the perfec

tive - O contrast with J X j ‘hang’-verbs as in (15), the LI based F KjQ J ‘sing’-verbs
is not compatible with the passive béi @ulbject-oriented adverbial, even with the
perfective le.

(16) (a) *tdi-shang béi =K—QJVehdng -le JeMe
stage-on %0z &ZBENgsan  sing - %o ~ < opera
(Lit. “On the stage was sung the opera by Zhantsan.

(b) *tai-shang  guyi chang -le JeMe
stage-on deliberately sing %o ~ <+ opera
(Lit. “On the stage was sung the opera deliberately.”)

Furthermore, we cast doubt on the test with the passive morpheme bei. As shown in (17),
the passive morphenti is in fact obligatory in the formation of canonical passives in
Mandarin Chinese. However, the LI in (15a) shows that this morpheme is only optional
in the LI with -le. The passive morpheteéi is not acounterpart of English passibg

(Li 1990). Hence, the LI with the perfective -le must be distinguished from the canonical
passives.

A7) (@ =K—QJV*h®& OyVGYy -le.
Zhangsan %oz ESI hit  -%0~«<e
“Zhangsan was hit by Lisi.

(b) =K—Q JV*bd&) Gy -le.
Zhangsan %zEE  hit -%o~<e
“Zhangsan was beaten. +XDQJ /L DQG /L

In this subsection, we have shown evidence that runs counter to the previous observa-
tion that the perfective LI has anplicit Agent. As shown in (18), in contrast with J X j
‘hang’/[L ‘write’/ ] K z Q J ‘plant’-verbs, the perfective LI based on F K jQ J 'sing’-verbs
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does not have amplicit Agent. We will argue in section 5.2 that the occurrence of
an implicit Agent is determined by the argument structure in which verbs can occur.

(18) Is there an implicit Agent in LI?

}Z<zs,o~ *“e~ perfective -le
a -verbs no es
(@ KDQJ-verb y
(b) ZU L W H-verbso yes
(c) walk-verbs no *
(d) SODQ W-verhs yes
(e) VLQJ-verbs no no

4.2 Structural Complexity
Based on the z X ‘again’-test, we bring about more contrast between the LI with the
perfective le and the LI with the durativehe.

We begin with the LI with the perfective -le. The X ‘again’-test further sets
F KjQ J 'sing’-verbs apart from other verbs as exemplified by J X j ‘hang’. As shown in
(19), with \ z X ‘again’, the LI based on J X ‘hang’ is ambiguous. In the reading (i), the
sentence presupposes that there wagw@ous state of one painting hung on the wall.
In the reading (ii), the sentence presuppogag@ous event of hanging. Von Stechow
(1996) has used the German Z L H G H U ‘again’to diagnose the presence of two eventualiti
in change-of-state predicateslynamic event andstate. Similarly, the two readings in
(19) can be explained in the same way. In the reading (i)} € ‘again’ is associated
with the state component of the structure involved in LI, while the \ z X ‘again’ scopes
over the dynamic event of ‘hanging one painting’ in the reading (ii).

(19) giang-shang you gua -le \u I~ hua.
wall-on again hang %o~<one-|... painting
L 32Q WKH ZDOO WKH VWDWH RI| RIQUHY BDUWLQUWAXIMOLIY KX
LL 32Q WKH ZDOO DQRWKHU SDLQWURS HW VWK XY -

By contrast, the LI based on F K jQ J ‘sing’-verbs does notstatve@mponent. As
shown in (20), there is only one dynamic event of ‘singing opera’ which can be associ-
ated with the\ z X ‘again’.

(20) téi-shang  you chang -le JeMe
stage-on again  sing %0 ~ <®pera
“On the stage the event of singing the opera happened again.



The LI with the durative -zhe shows different results than the the LI with the perféetive
As shown in (21), the adverb \ z X ‘again’ can only fatate component in the LI with

-zhe based on J Xj ‘hang’. The sentence presupgose®as state of one painting
hung on the wall. Unlike (19), (21) does not haveetitive reading, suggesting that
there is no event implication in the structure.

(21) giang-shang you gua ~-zhe \u I~ hua.
wall-on again hang }Z< one-|...e painting
L 32Q WKH ZDOO WKH VWDWH RI| RIQUWHYBVMLQWKMDLIY KX
(il) “eq ths lllaII aﬁﬁtl‘]s: Iﬂai ﬁtiﬁg‘”as I‘]Ilﬁg_" i FEIEEfiﬂ‘ IE

By contrast, with the durative -zhe, the LI based on F KjQ J‘sing’-verbs (and ] ... X ‘walk’-
verbs) has arogressive reading. The sentence (22) with \z X ‘again’ presupposes
aprevious on-going event of ‘singing the opera’. It indicates thaX ‘again’ scopes

over the dynamic event.

(22) tai-shang you chang -zhe JeMe
stage-on again hang }Z«< opera
“On the stage there is again an event of singing the 8pera.

Recall that, with the durative -zhe, the LI based on ] K z Q J ‘plant’ is ambiguous between
astate reading andmogressive reading. When the adverb \z X ‘again’ is inserted as

in (23), the sentence can (i) presuppopeeaious state of one tree planted in the yard

(like 19i), or (ii) presuppose a previous on-going event of planting one tree (like 22).

(23) \XiQ]L OWou zhong -zhe \u N shu.
yard-in again plant }Z<one-|...* tree
() “In the yard the state of one tree planted in the yard occurs again.”
(i) “In the yard there is again an event of planting one tree.”

To summarise, we use the \z X ‘again’-test to show that the LI is not structurally
XQLIRUP LQ WKH /, FDQ KDYH D FRPSOH[ 3%\QDPLF
‘hang’/ [ L'write’/ ] K z Q J ‘plant’-verbs, dymamic event structure with F K jQ J ‘sing’/

] ... X'walkérbs. The state in the complex structure results from the dynamic event, that

is, aresultant state. The resultant state in the LI with the perfective -le must be distin
guished from the state without event implication in the LI with the durative -zhe. In the
following sections, we will explain why the perfective -le can occur with the complex
structure, and why the durativehe somehow ‘forces’ a simple structure.
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(24) Structural composition

durative -zhe perfective de
(@) KD Q J-verbs state dynamic event + state
(b) ZUL W H-verbstate dynamic event + state
(c) walk-verbs dynamic event *
(d) S O D Q W-verbdgnamic event or state  dynamic event + state
(e) VLQJ-verbs dynamic event dynamic event

5. Analysis

5.1 Base Structure

(25) shows the transitive sentences witloaert Agent. The localiser phrase can either

follow the theme argument \u Ne< V K-« ‘one tree’, or precede the verb 1Kz Q J ‘pla
However, while the perfective -le can occur in these two sentences, the durative/imper
fective -zhe can only occur in (25b) in which the localiser phrase precedes the verb. We
take the contrast with respect to the possibility of -zhe to indicate that these two sentences
have different structures.

(25) (@) =K—QJV zh@hg -*zhel-le \t Ne sha zai \XiQ]L Oy
Zhangsan plant -}Zd-%o~<cene-|...stree %o < ~ %ard-in
“Zhangsan planted one tree in the yard.”

(b) =K—QJIVza+Q \XiQ]lzhGng -zhel/-le \t N« shu.
Zhangsan %o < ~ $@ard-in plant }Z< %o ~eme-|...e tree
perfective le:  “Zhangsan planted one tree in the yard.”
durative zhe:  “Zhangsan is planting one tree in the yard.”

Why is the durative -zhe unable to occur in (25a)? The structure proposed as in (26)
accounts for it. In (26), the sequence following the verb 1K z Q J ‘plgme&pasidonal
structurepP in which the localiser phrase \ X i atd-i@ s in complement of P, and

the Theme\u N e VK« ‘one tree’is introducedpoyTlitdpP denotes states. The verb

] Kz Q J ‘plant’, which is formed by the root being adjoined to the eventive verbaliser
takes the state-denoting pP as complement. The vivhsla has a&hange-of-state
meaning: the event of planting results in the state of one tree being in the yard. Above
the vP, araspectual marker is merged in Asp2 (Tsai 2008, Travis 2004). Since the dura-
tive -zhe selects aatelic predicate (Jo-wang Lin 2002), the telic change-of-state vP

is incompatible with it. Above AspP2, the Agent =KD Q JV D Q is introduced by Kratzer's
(1996) Voice.



(26)

The little p can be regarded as the prepositional counterpart of littl&oice. The

little p introduces the Figure argument \u N+ V K ‘one tree’, and assigns or values th
Case of the Ground argument \XiQ]L O f ‘yard-in’ (Svenonius 2010, Levinson 2011
reminiscent of littlev or Voice which introduces the external argument and assigns the
Accusative Case to the internal argument (Burzio’s generalisation). Note that we assume
that ]j Lat’ is merged in P (see also A. Williams 2016). Later, we will take (26) as the

base structure for the perfective LI based on ‘hang/write/plant’-verbs. Since (26) excludes

the durative -zhe, it explains why -zhe cannot occur in this type of complex [dynamic
HYHQW VWDWH@ VWUXFWXUH FI

5.2 Locative Inversion with an Implicit Agent

Recall that the perfective LI based drX j ‘hang’-verbq,L ‘write’-verbs anfiK z Q J

‘plant’ verbs is diagnosed with amplicit Agent. This type of LI must be distinguished

from the canonical passive structure with béi pSDVVY ‘H HIWHQG WKH >Y
of (26) to the perfective LI with aimplicit Agent in (27a). As shown in (27b), the



localiser phrase \ XiQ]L O f ‘yard-in’is in complement of the null P, while the Theme \u
V K« ‘one tree’ is introduced by the fittle

(27) (@) \XiQ]L Oghong -le \'t N shu.
yard-in plant  -%o~<eo0ne-| ... tree
Lit. “In the yard was planted one tree (by someone).”

(b)

We propose that the implicit Agent is introduced hdifeerent type of Voice, which
introduces amxternal argument variable, not avert external argument in its speci-
fier. This type of head is similar to the Middle Voice proposed for Greek by Alexiadou,
Anagnostopoulou and Schéfer (2015), Alexiadou and Doron (2012).
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The localiser phrase originates within vP (pace Paul et al. 2019), and moves to
Spec, TP (pace Yu 1995YVe further assume that Voicg( ) and little p are phase heads,
and the localiser phraseX i Q ] lyafd-fn’ moves successive-cyclically through the edge
of pP and VoiceP to avoid being trapped inside the lower phases, cf. Chomsky’s (2000)
BezE~ ,t%o~F~ecz{,...,*’ & F},+,” 1. The movement can be triggered by the EP
feature inpP and VoiceP, and the EPPin T.

Note that the movement of the localiser phrase \ X iy@ridkinGtfould have
been intervened or blocked by the Theme \u Ne V K ‘one tree’in Spec,pP. Assumin
Chomsky’s (1995) (SZ,},E+zt|~ thanks to the movement of P to p, the edge of pl
(Spec,pP) and the Theme in Spec,pP are equidistant from the localiser phrase in the
complement of P, because the edge of pP and Spec,pP are now in the same minimal
domain. Another solution is ... ~ z %o * «(BDBaljik€1995, Legate 2014). The hgad
hosting the post-verbal Theme in its specifier attracts the localiser phrase to create
anadditional specifier of pP. The Themi@ N« V K¢ ‘one tree’ cannot be attracted because it
is not in the c-command domain of little S (being in its specifier, not in the complement).
Hence, there is no locality violation.

5.3 Locative Inversion without an Implicit Agent
5.3.1 Locative Inversion with Durative/Imperfective -zhe
With -zhe, the LI based on J X ‘hang’-verbs and [L ‘write’-verbstéi@sraading,
the LI based on ] ... X ‘walk’-verbs pasgaessive reading, and the LI based on |KzQJ
‘plant’-verbs is ambiguous between a state reading and a progressive reading.

To account for the state reading in (28a), we keep on assuming that the pP is the
source of the state meaning. The post-verbal Theme \ u‘oNe trgeKis introduced
by the littlep, and the localiser phrase \XiQ]L O f ‘yard-in’is merged as the complemen
of the null P. Given the lack of event implication in this LI (cf. the ‘again’-test in the
sectiord.2), we argue that the verb is formed by the root being mergdika eopular
verbaliser{Myler 2016). This verbaliser is stative, and does not introduesamt vari
able or argument. The result isemantically beached verb, which behaves likepula.

1 We hypothesise that the localiser phrase fails to get its Case assigned or valued by the little

p GXH WKH IDFW WKDW 3 LV QX00 LQ FRQWRYINMaZ [w K z
unvalued Case feature on the localiser phrase makes it active for the Probe in T. The movement
renders the localiser phrase local to T. This analysis raises the question of why the Case assign-
ment has to care about the overtness of P. Alternatively, the localiser phrase can be introduced by

an Applicative head.
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(28) (@) \XiQ]L Ojghong -zhe \t N shuo.
yard-in plant -}Z< one-| ...« tree
Lit. “In the yard is planted one tree.”

(b)

This proposal can provide insights into the following set of tatashown in (29), the
post-verbal Theme arguments are inanimate and only -zhe marking is possible. These
inanimate themes are particular, because ‘stone lions’ cannot really ‘sit’, and the ‘moon’
cannot be hung by someone in the sky. The LI with -zhe describes the spatial configuration
of these inanimate themes, and there is no real event of ‘sitting’ or ‘hanging’ involved. By
contrast, since the LI with -le has event implication due to the eventive verbatiser
oddness is induced by the events of ‘sitting’ and ‘hanging’ with these inanimate themes.

2 6HH +X ;LDR DQG OF(QHU\ DQG )HQJ KLV /LX
this set of data.



(29) (@) PpQN X zuo *-le/-zhe \t GXu VKt VK™
doorway sit %o ~<e }Z<one-| ...« stone-lion
“At the doorway sits a pair of stone lions.”

(b) WL—Q VKU®J *le/-zhe \u O~Q ming-yue.
sky-on hang %o ~<s }Zone-|...e bright-moon
3, WKH VN\ KDQJV D EULJKW PRRQ ~ JHQJ KV

We turn to the progressive reading in the LI based on ]... X ‘walk’-verbs and 1Kz QJ
‘plant’-verbs(30a). As shown in (30b), the post-verbal Theme argument \u N+ V K-e‘onetree’is
merged at the specifier of the dynamic vP. The complex predicate is made of the verb and the
location noun \ X i Q ] L ‘yard'. Note that the complement of the verb isocalstigohrase,

and the location noun \ XiQ]L ‘yard’ foromapex predicate with the verb JKz Q J ‘plant’

and turns the meaning of verb from ‘an event of planting’ to ‘an event of planting the yard'.

(30) (@ \XiQ]L Oj¥ghong -zhe \'t Ne shu.
yard-in plant -}Z< one-|...+ tree
Lit. “In the yard is being planted one tree.”

(b)



We argue that the localiser phrase \ X i ‘@art-irDig formed at dater stage of deriva-

tion, in aseparate syntactic Work Space. The reasons for assummamgpex predicate
structure like (30b) come from the observation that the location noun can complement
]...Walk'’/]1 Kz Q J ‘plant’-verbs elsewhere in the language (cf. non-canonical objects,
Barrie and Li 2015, Zhang 2018). As shown in (31), these verbs canltalaian noun

as acomplement. Like the zhe-marking LI based on the same verbs, the occurrence of
the durative zhe in (31) yields a progressive reading.

(B1)(@) ] X -zhe VK—Q O-
walk -}Z< montain-road
“be walking the mountain road”

(b) SYyR -zhe F—RFKyQJ
run -}Z < playground
“be running the playground”

(c) zhong -zhe KX— \XiQ
plant -}Z < flower-yard
Lit. “be planting the garden”

(d) Si -zhe Py O
pave -}Z< horse-road
“be paving the road”

The complex predicate structure proposed in (30b) can giggmanation of whyJ X j
‘hang’/[ L ‘write’-verbs do not have the LI witbragressive reading. As shown in (32),
contrasting with ] ... X ‘walk’/ ] K z Q J ‘plant'vErpsiang’-verbs cannot take location
nouns as complement. It follows that J X j ‘hang’-verbs cannot form the structure of (30b).
In addition, the reason the LI based on ] K z Q J ‘plant’-verbs is ambiguous bttteeen a
reading and arogressive reading is due to the fact that 1 K z Q J ‘plant’-verbs can occur
in both of the two structures (28b) and (30b) that yield these readings.

(32) (a) *fang (zhe) TLiQJ
put  -}Z< wall

() [L (zhe) E Q]L
write -}Z< notebook

(c) *gua (-zhe) TLIiQJ
hang -}Z< wall



5.3.2  Sing-Verbs

In contrast with 1Kz Q J ‘plant’-verbs and J X j ‘hang’-verbs, the LI based on FKjQ
‘sing’-verbs is not diagnosed with anplicit Agent (33a). With the perfective -le, the
sentence describegexminated event, notrasultant state. With the durative -zhe, the
sentence describes an on-going event of singing.

As shown in (33b), we propose that the vériK j Q J ‘sing’ takes as complement
the post-verbal noun phrase Je+ M e ‘opera’, which foomplex predicate with the
verb. This nominal predicate enriches the semantics of the verb by turnénvgran
of ‘'singing’ into anevent of ‘singing the opera’. The localiser phrase is merged in the
Spec,vP as aargument. The vP denoteslyamic event. Above vP, aspectual markers
are merged in Asp2 head.

(33) (a) tai-shang chang -zhel/-le JeMe
stage-on sing -} Z <- %o ~ < opera
-zhe: “On the stage is being sung the opera.”
-le:  “On the stage was sung the opera.”

(b)

The complex predicate F KJ®M e ‘sing-opera’is predicated of the subjétt VK|jQJ
‘stage-on’. This predicational relation may shed light on the restriction on the verbs. As
shown in (34), unlike FKjQ J'sing’and P jL ‘sell’, verbs like W™ Q J‘listento’and P ¢ L ‘bt



are unable to form LiWe speculate that the complex predichti j @3 M ¢ ‘sing-opera’

in (34a) expresses the property characteristic of the subject WiL V KjQ J'‘stage-on’, where
the complex predicate WJ «QAJ ‘listen to-opera’is nuioperty of the subject WiL VKjQJ
‘stage-on’. Inthe VH O O E X\ case in (34b), while the the complex pr&ietiearP j L
expresses the property characteristic of the sulfeXtu] K« Q V KjQ J ‘exposition-on’, the
complex predicate® « L F K « ‘buy car’ describes the behaviours of the clients. Therefore,
verbs that can participate in the complex predicate structure need to describe some
properties of the localiser subject.

(34) (@ \ Q\XgW Qcha@gy*W Qzhe JeM-
music hall-in  sing/listen }Z < opera
“In the music hall is being sung/*listened to the opera.”

(b) KXu]lKyQ VKjlQJIPyL -zhe ]Xu [TQ ]Ku]jR GHIFKe
exposition-on  sell/buy }Z< most-new make-}~ car
“In the exposition are being sold/*bought the most recently made cars.”

5. Concluding Remarks

We have examined the Locative Inversion based on five subclasses of verbs by
studying their occurrence with the perfective -le and the durative -zhe. The interpretive
differences and the possibility of anplicit Agent have led us to propos@an-uniform
analysis. With the perfective -le, the LI based on ‘hang’/‘write’/'plant’-verbs has
aneventive verb embedding the prepositional pP, yielding the change-of-state
meaning. In addition, we argue that the implicit Agent is introduced by Middle Voice
(Alexiadou, Anagnostopoulou and Schafer 2015), which should be distinguished
from the Mandarin canonical passive with bei. With the durative -zhe, the LI based
on ‘hang’/'write’/'plant’-verbs denotes state. We have argued that the root of the
verb is adjoined to the light copular verbaliseAs aresult, the verb behaves like
acopula, and takes the state-denoting pP as complement. With the durative -zhe, the
LI based on ‘walk’/‘plant’-verbs hasa@ynamic vP, which takes the location noun as
complement and the post-verbal theme as argument. The LI based on ‘sing’-verbs
has arunaccusative structure. The result shows that the Mandarin Locative Inversion
can take place when the language has several strategies to produce structures without
anovert Agent.

3 There is aontrast betweesell and E X\ in the formation of English middle constructions
(Fagan 1992).
(i) a. The new Saramaggells like water in a desert.
b. * The new Saramagouys ZLWK JUHDW GLVFXOW\ WKH GLVWULE
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Case Changing and Case Maintaining
Movements in Dependent Case Theory:
Dative Extraction in Hungarian

Mark Newson 2 and Krisztina Szécsényi P
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Abstract: In Hungarian, when possessor moves from its position within the np to
ahigher position in the DP, it changes its case from nominative to dative. But when
it moves from this higher position, it maintains this dative case. This paper seeks to
account for why some movements allow case change while others do not. Our account
is set within Baker’s (2015) Dependent Case Theory, though with modifications which
enable us to achieve our goal. We claim that the Invisibility Principle (case assignment
makes &P invisible to the case system) is central to the theory and use it to justify the
distinction between Baker’s hard and soft domains. A soft domain is defined as one for
which its unmarked case is not assigned urtidua domain is evaluated. Thus, DPs

in soft domains earmarked for unmarked cases may get a different case if they move.

Keywords: Dependent Case Theory; unmarked case; possessor extraction; hard and
soft domains

1. Introduction
The aim of the paper is to provide explanatory account of the following cross-
linguistic observation: occasionally the case dffachanges after movement. Since
existing accounts fail to reliably predict when case change takes place and when it does
not, we offer aralternative that argues fomaodification of Baker’s (2015) Dependent
Case Theory.

Our analysis is based on the following empirical facts from Hungarian:

I.  Movement of aominative possessor withinCP changes the case of the moved
possessor into dative without any change in meaning:
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Q) (@ a o~ kalap-ja
the boy. "1 hat- E€ % EE
‘the boy’s hat’

(b) a ¢~ QDM  kalap-ja
the boy-}ze the hat- E€ %~ & &
‘the boy’s hat’

In the well-known examples in (1) (Szabolcsi 1994, 1984), the position of the definite
article is areliable indicator of the position of the possessor: in sentence (1a) the
possessor is behind the article, in (1b) it is before it, suggestigeaexternal position.
Correspondingly, in (1a) the possessor must be hominative, while in (1b) it is obligatorily
in dative case.

IIl.  Movement of aative possessor/subject from DPs (2) and TPs (3) leads to no
change of the case of the moved DP.

(2) >% ¢~ QCHN@,~@ elveszett[t a NDODS MD@
the boy-}ze the boy. 1~ tgot.lost the hat- € %~ & &
‘The boy’s hat got lost.’

(2) shows is that it is possible for the possessor to be extracted in Hungarian, but only
if the possessor is dative.

(3) (Péter-nek) nem kell (Péter-nek) el-men-ni-e.
Peter-}ze not have.to away-go-,ie+ EE€
‘Peter does not have to leave.’

(3) shows that the subject of flected infinitive is dative clause internally (cf. Téth
2000) and can move to the left periphery of the selecting verb. The dative case form
remains unchanged.

Having presented the empirical focus of our paper, in section 2 we argue in support
of the movement analysis and againsaecount in terms of base generation. Section
3 presents background information on Baker’s (2015) Dependent Case Theory (DCT)
highlighting the notion of soft and hard domains and discusses the results of earlier work
on aDCT account of Hungarian (Newson and Szécsényi 2020). Section 4 looks more
closely at Baker’s (2015) stance on the relationship between case and movement and
identifies anumber of problems in his analysis. In section 5 we presegitexnative
analysis, which makes the soft vs. hard domain distinction meaningful and accounts for
the distribution of case change.
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2. Case and Movement in Hungarian

One instance of our claim that movement frodative position does not change the case

of the DP concerns DP external possessors. In arguing that we are dealing with movement
(as opposed to base generation) in the relevant structures presented in section (1) we rely
on den Dikken (1999) and E. Kiss (2014). These use evidence from the anti-agreement
facts of the possessive DP paradigm to distinguish between two possibilities for external
possessors. The relevant observation is that in possessive DPshiritparson plural
possessor, the possessor and the possessee cannot agree as they do in other cases (see,
for example, (1)). When the possessor is pronominal, while the meaning is plural, it can
only appear in the singular form , although the possessee carries the plural agreement
(4a). When the possessor in@ninative lexical DP, it appears in its plural form, and

the agreement marker on the possessee has to be third person singular (4b):

4) (a) az N  kalap-juk
the &€ %aat: %o... %o E E
‘their hat’

(b) a ¢ ~ N kalap-ja/*kalap-juk
the boys at- E€/hat- %o ...
‘the boys’ hat’

Interestingly, when alural lexical possessor is extracted (and hence realized as
adativeDP), the possessee can bear either agreement form (5). In order to account for
this, den Dikken (1999), and, following the proposal therein, E. Kiss (2014) argue for
different derivations. The pattern showing anti-agreement can only arise if the possessor
moves from within the possessive DP (5a). In order to explain (5b), where the possessee
has aform it would have if it (anti-)agreed withmonoun, it is assumed that this is
indeed the case: within the possessive DP therpriswith the lexical possessor being

base generated as an affected argument of the selecting véfb (5b)

1 Here, the dative case of the base generated external possessor cannot come from within the
possessive DP. We assume that is has another source entirely and is an inherent case assigned by
the applicative head which introduces it.

2 Areviewer points out that plural possessive DPs can be interpreted as having either collec
WLYH SRVVHVVRUV RU GLVWULEXWHG RQHV LQGLUBUHRQW HK[DW
for each boy or the boys collectively owned the hat. Moreover, according to their intuition, there

is apreference for the distributed reading in the case of (5a). We have nothing to add to these
comments at this point.
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(B) (@ $ ¢~N, QDeNeszett [, a [\t kalapja @ @

the boys-}ze got.lost the hat- E€ %~ & &
‘The boys’ hat got lost.’

(b) $ ¢~N, QDeNeszett [, a [ prq kalapjuk @ @
the boys-}ze got.lost the hat-3 %o ... %0~ E E
‘The boys’ hat got lost.’

That is, anti-agreement can be used dis@nostic for movement. It is the data showing
anti-agreement like the one in (5a) that are relevant for the purposes of the present paper.
The pattern in (5b) will not be discussed further.

We now take &loser look at whether familiar dichotomies in case and movement
can be used to account for the distribution of case-changing and non-case-changing move
ments. One of the obvious candidates is the distinction between inherent and structural
case, as inherent case is known to be maintained under movement and structural case can
be acquired by BP in its landing site. Though Hungarian does have inherent datives,
assuming @ifference in case type will not explain case-change as the constructions in
guestion involve structural datives only, as indicated by the fact that the relevant DPs
are not restricted to specific interpretation. Furthermore, as argued in Newson and
Szécsényi (2020), the fact that the dative subjects of inflected infinitives show clear
parallels with the nominative subjects of finite clauses, both cases emerging on subjects
in transitive and intransitive contexts ((6) and (7)), demonstrates that these cases are not
only structural but specifically unmarked.

6) (a) Musz:%\ [ Péter-nek KD]D PHQ QL H@
must Peter-}ze home-€~ ¥« &€
‘Peter must go home.’

(b) Tud-om [ Péter KD]D PHQ W @
know-1E®€ Peter. £t home-€~ %o E -
‘I know that Peter went home.’

(7) (@) Nem szabad [ Péter-nek meg-néz-ni- ez-t a cOP HW@
not allowed Peter-}ze %.watch-,fe @E#-z||the (OP z]||
M3HWHU LV QRW DOORZHG WR ZDWFK WKLV ¢(¢OP |

(b) Tudom [ hogy Péter meg-neéz-t ez-t a ¢OP HW@
know-1 E € that Peter.1"1 %ewatch- %o @his-z|| the ¢ OP z]|
L, NQRZ WKDW 3HWHU ZDWFKHG WKLV (0P 1



We have already seen that in possessive structures the case form of the possessor
depends on its position: lower possessors are nominative, higher ones, dative. Both cases
are necessarily structural. Still, it is only nominative case that changes; dative does not.
In conclusion, the inherent vs. structural case distinction cannot account for when case
changes after movement.

Another potential candidate for predicting when case change takes place and when
it does not is the A- vs. A-bar movement dichotomy. Under traditional assumptions,
A-movement involves moving to@osition to which case is assigned while A-bar
movement does not. SoD# undergoing raising or passivisation, for example, will
receive ecase associated with its landing site whilBRaundergoing wh-movement
will maintain the case it was assigned before it moved to spec CP. However, much
current work questions the legitimacy of this distinction on empirical and conceptual
grounds. Conceptually the distinction between argument and non-argument positions
is hard to maintain under current assumptions. There are movements which do not
cleanly fall into one or the other type: scrambling, for example, resistscaunt in
terms of this distinction (Webelhuth 1992). Specifically concerning the Hungarian
data, there is little reason to assumed&i-bar distinction between the movement
from the nominative and dative positions: both are movements from positions to
which case is assigned, though both fail to qualify as A-bar movement as none of the
features associated with this can be convincingly argued to trigger either movement.
If anything, this movement could be identified as one which makes further movement
out of the DP possible.

3. Background
We have seen in the previous section thabaement account of the constructions in
question is feasible, but at the same time case change/maintenance does not correlate
with either case or movement type. Clearly, there must be something else that accounts
for its distribution, but from the standard perspective it is far from obvious what our next
candidate should be. The main claim of this paper is thalteimative view of case,
Baker’s (2015) Dependent Case Theory, fares better, provided that certain modifications
are introduced.

In order to proceed, we need to introduce some background information on the
core notions of Dependent Case Theory in general, and, more specifically, previous
assumptions on the case domains of Hungarian in a DCT framework.

3.1. Dependent Case Theory

One of the core components of DCT is the case hierarchy of Marantz (1991), according
to which DPs are assigned case iroeder that depends on case tylpexical case, case

with aconsistent semantic value is assigned first. After this comes dependent case, which
is assigned to one of two case competitordatal domain. Unmarked case is assigned
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to those DPs that have no lexical case or dependent case assignecd tonghertantly,
unmarked case is not necessarily morphologically unmarked, and can vary even in the
different domains of one and the same language.

In Marantz’s system, it was assumed that after a DP is assigned case, it plays no
further role in the system; either to receive another case or to provide the conditions for
dependent case to be assigned to another DP. Baker, however, marginalizes this idea
by making it dependent on a parameter setting. For languages like Icelandic, in which
quirky subjects trigger nominative case assignment to objects, the parameter is set so that
once the subject is assigned inherent case, it drops out of the competition and the object
is then eligible for unmarked case, being the sole remaining contender in the domain.
However, for some languages, such as Warlpiri and Burushaski, some predicates which
have an inherent dative object also have an ergative subject, suggesting that for these
languages the inherent case marked object is still visible to enable the high dependent
case to be assigned to the subject.

We will discuss problems for Baker’s proposal in section 4.2, but for now we will
simply reject it and instead propose to elevate Marantz’s original proposal the status of
a core principle of the framework. Let us call it the Invisibility Principle:

(8) The Invisibility Principle
Once DPs are assigned case, they play no further role in the case system

Another key component of the theory is the notion of case domains. These have two
important functions. First, they limit the DPs competing foassignhed case; only
those which appear in the same domain can determine the conditions of dependent and
unmarked case assignment. Thus, while the presence or absenobjetanan deter
mine which case is assigned to the subject of the object’s clause, it will never affect the
case of aubject in aifferent clause. Second, dependent and unmarked cases are speci-
fied for specific domains and can vary both cross-linguistically and intra-linguistically,
e.g. we often find different cases in nominal vs. verbal projections.

Baker (2015) equates case domains with the spell-out domains of phase theory
(Chomsky 2001). We will be in a better position to understand the problems this leads to
after a discussion of how unmarked nominative and dative domains work in Hungarian.

3.2. Unmarked Nominative and Dative in Hungarian

This part of the paper builds heavily on the conclusions reached in Newson and Szécsényi
(2020), the aim of which is givinga@nsistent account of the distribution of nominative

and structural dative DPs in Hungarian in a DCT framework.

'LuHUHQW FDVH VA\VWHPV HPHUJH GHSHQGLQJ RQ ZKHWKHL
assigned the dependent case.



The structure we assume for clauses in (9) is standard. For the possessive DP (10),
we assume that the possessor is introduced by n, similar to how v introduces the agent.

PN
Q B

The complements of C and D are therefore domains with unmarked nominative case.
CP and DP are the typical extended verbal and nominal projections, in the sense of
Grimshaw (2005), and therefore the unmarked nominative domains of Hungarian are
the complements of the heads of canonical extended projections. In these domains, the
subject/possessor is the highest, if not only, DP and therefore is eligible for unmarked
case assignment.

The dative DPs we are concerned with in the present paper are all associated with
unmarked dative domains in Newson and Szécsényi (2020). Among others, we syste
matically find unmarked dative case in the complements AgN, the non-finite agreement
head that appears in possessive DPs and inflected infinitives and differs from the finite
agreement paradigm.

$J13
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In the inflected infinitive in (11) (see (6a) for arample), the subject sits irsamilar

position to that of other clauses, the only difference being the presence of AgN. This
defines TP as anmnmarked dative domain and hence the subject, being eligible for
unmarked case, gets dative. In the possessive DP in (12) (see (1b)), the possessor has
moved from its position in (10) to the specifier of the DP complement of AgN, where it
receives dative for the same reason as the subject of the inflected irffinitive

3.3. Hard and Soft Domains

In the previous section we saw how the DPs occupying the specifier position of comple
ments of heads determining unmarked nominative and dative domains end up in their
respective case forms. Now we can move on to the problems that emerge for Baker’s
(2015) approach to case domains.

To recap, for Baker case domains are the spell-out domains of phase theory. This
often leads to the right predictions, but, unmoderated it runs into a systematic and rather
disturbing problem: VP should be a case domain,ias\phase head universally. This
is problematic because in most standard case systems the specifier of VP, when present,
interacts with DPs in the clausal domain to determine dependent case assignment:
accusative to the object or ergative to the subject. It therefore seems that movement and

4 Areviewer points out that dative possessors can also appear postnominally:
i. a két szép régi kocsi-ja a nagyi-nak

the two nice old car- (E %o tH& @randmother-}ze

“the grandmother’s two nice old cars”
Given that dative case, once assigned to a possessor does not change on movement, a straightfor
ward account of postnominal datives would be to employ a movement similar to extraposition.
Similar phenomena can be found in certain Hungarian PPs where a dative nominal not only can,
but must be extraposed.
ii. Mellett-e all-t-am Péternek. (vs. Péter mellett all-t-am.)

beside- (E€ %" E E stand- %oz (E+ PéEet- Petebesde stand- %oz E+ EE€

Both: “I was standing next to Peter.”
Space limitations prevent us from going into these observations further in this paper.



case assignment part ways at this point: whereas for movement we have ample evidence
for vP being a phase, for case assignment we need a larger local domain, at least in some
cases. In other cases, however, as Baker points out, assuming the VP to be a case domain
is advantageous. He argues that in some languages we can identify cases, both unmarked
and dependent, which are specific to the VP. For example, he claims that Sakha has a high
dependent dative and Finnish has an unmarked partitive in the VP. As it is one of-the func
tions of domains to distinguish the different structural cases assigned to DPs in different
positions, this is a strong reason to think of VP as a domain in these cases. Therefore, it
seems that languages differ in whether VP counts as a domain or not.

To account for this cross-linguistic variation, Baker introduces a distinction between
soft and hard case domains. The two differ in their effects on case. Hard domains behave as
expected with their contents being spelled out on the merger of the phase head. Therefore,
contained DPs have fixed cases and they do not participate in determining the case assignment
to DPs in subsequent domains. In soft domains, contained DPs remain active after spell-out,
and therefore are available to receive cases assigned at a higher domain and can act to deter
mine dependent case assignment at that higher domain. Thus, if the VP is soft, the object can
be assigned accusative at the TP level or determine ergative case assignment to the subject.

While this distinction is necessary for Baker, it remains descriptive, without
explanatory content and does not naturally fall out from either case or phase theory.

It is anaim of the present paper, in elevating the status of the Visibility Principle, to
place soft domains as a proper component of DCT with explanatory power, resulting in
an account that is also more in line with minimalist assumptions.

7. Baker on Case and Movement
Baker sees the relationship between case assignment and moventienihgsssue: which
precedes and which follows? Originally standard case theory saw the Case Filter operating at
S-structure, allowed the possibility of moving caseless DPs into case positions. Other move-
ments seemed to carry alneady assigned case to positions not associated with case assign-
ment. Baker maintains that this distinction is still relevant within Dependent Case Theory,
though not necessarily applying to the same phenomena which motivated it under standard
assumptions. The question is that if case domains are equated with Spell-Out domains, and
case assignment is part of spelling out a DP, how can it be delayed until after movement?
Baker proposes several different mechanisms to deal with various instances related to
this issue. For instance, he proposes that adjuncts are spelled out in a second round within
each phase, following the spell out of all non-adjuncts. He uses this to account for why
both the subject and the extracted possessor in Japanese end up with marked nominative:

(13) John-ga [ RWRRVDQ @n-d&

John-t 1~ ¢t father-t £~ 1t die- %oz E »
‘It is John whose father died.’
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On the assumption that the extracted possessor isaidjamction position, Baker argues
that the subject in (13) is assigned marked nominative case because, at the point it is
evaluated, the adjoined possessor is not considered. As there is no DP c-commanding the
subject, it is eligible for marked nominativ&ubsequently, the extracted possessor is
considered and as there is no c-commanding DP for this it also gets marked nominative.
For our paper, however, the most important assumption Baker makes concerns
how different cases interact with movement. His claim is that dependent case, once
assigned, cannot be altered if a DP is evaluated in another domain. But unmarked
case may be overwritten in such circumstances. A DP can be evaluated in more than
one domain under two conditions: i) when it is insid®# domain, and so it remains
visible after the domain is spelled out, and ii) when it moves from one domain to
another. Thus, dependent case will be maintained, and unmarked case may be changed,
under movement.
Evidence that dependent case is maintained under movement comes from raising
of ergative subjects (14) and moving internal arguments with structural dative from VP
to subject position (15):

(14) (a) ‘E lava ['o ako ‘e Pita ‘a e lea IDND 7TRQJD @
zZ'possible |~ t %dearn ~<€Peter z{@he language Tongan
‘Peter can learn Tongan.’

(b) 'E lava ‘e PitaJo ako - ‘a e lea IDND 7TRQJD @
z Z'possible ~<€Pita |" 1 %bearn z { Ghe languageTongan
‘Peter can learn Tongan.’

(15) Ucuutal-ga  student-na ftiij-bet-ter.
teacher-}ze student-%o ... VXVFH f~€ z"¢ % &
‘The teacher doesn’t have enough students.’

In (14) we see @ongan example of subject raising where we observe that the raised
subject maintains its ergative case and (15) illustraBskhan diadic unaccusative verb
in which the dative DP is moved to subject position maintaining it$.case

5 Baker analyses marked nominative languages as involving the following assignment con-
ditions:

i. Assign a DP marked nominative if it has no c-commanding competitor.
6 Baker maintains that the higher argument in the VP in Sakha receives structural dative, not
inherent case, as the dative marked argument is not restricted to a particular semanticinterpreta
WLRQ DQG DSSHDUV LQ D QXPEHU RI GLUHUHQW FRQVWUXFW



As for unmarked case being overwritten with movement of the DP to another
domain, Baker provides two examples. The first involves his account of differential
object marking in Sakha. In this language, definite DPs receive accusative case while
indefinite DPs are unmarked. The data below indicate that the definite DP is raised out of
the VP, and hence precedes the VP adverb, while the indefinite DP remains inside the VP:

(16) (a) Masha  [VP tlrgennik salamaat VLH WH@
Masha quickly porridge eat-%ozEs EE&
‘Masha ate porridge quickly.’

(b) Masha salamaat-y tirgennik [VP VLH WH@
Masha porridge-z || quickly eat-%z Es EE
‘Masha ate the porridge quickly.’

On the assumption that the VP if@d domain in Sakha, Baker accounts for the
unmarked case on the VP internal indefinite object straightforwardly: when the VP is
spelled out, the only DP in the domain is the object and hence it is assigned unmarked
case. Remaining inside the VP, this object plays no further role in the case system and
hence the unmarked case is fixed. However, the definite object moves out of the VP
into the higher TP domain. The unmarked case that it was assigned in its VP internal
position is then overwritten by the dependent (accusative) case as in the higher domain
the object is in a position to interact with the subject.

The second instance of unmarked case being overwritten after movement concerns
the Japanese data given in (13). First Baker argues that, in some languages, genitive case
is the unmarked case of the nominal domain. The mark of an unmarked genitive is the
possibility of having two genitive DPs within a single possessive DP. As the following
shows, Japanese can be taken to have an unmarked genitive:

(17) yuubokumin-no toshi-n, hakai
nomad- € ~ city-€~13F  destruction
‘the nomad’s destruction of the city’

As we saw in (13), whenossessor is extracted from the possessive DP it loses its
genitive case and is overwritten with the case determined for it in the higher domain.
The extraction of @ossessor with dependent genitive case, however, would not allow
this case change to take place. Baker cites Cuzco Quechuan as an example of this.

4.1 Empirical Problems for Baker’s Proposal

Although Baker discusses several languages which, by his diagnostic, have unmarked
genitive and aumber of languages which allow extraction from the possessive DP
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accompanied by ease change on the extracted possessor, the only example he discusses
in which these properties coincide is Japariese.

However, one might wonder if this is enough data on which to form a generalization.
In fact, one can find examples which appear to go against Baker’s generalization. For
some speakers of Greek, it is possible to have two genitives in a single DP, indicating
that, for them, genitive is unmarked:

(18) 1 IRWRJUD ¢ Dtis Marias tu Yann en NDOLWE€HUL
the- 1~ 1 photograph-f~t the- € ~ ¥ Maria- € ~ tthe- € ~ John- €~ good

pu tu Kosta
than the-€~1 Kosta-€~1%
‘John’s photograph of Maria is better than the one of Koshatalia Pavlou p.c.

Moreover, Greek also allows possessor extraction, though without changing the genitive
of the possessér:

(19) (a) Tinos mu  ipes pos dhiavases to vivilo.
whose-€~1f my said- ¥} Ehat read- £} @Ehe-+" T book-1" 1
‘Whose book did you tell me that you read.’

(b) Tis MARIAS thelo to forema.
the-€~1 Maria-€~% want-1se.the- £~ T dress- " 1
‘I want Maria’s dress (not Eleni’s) Ntelitheos (2002)

The Hungarian data discussed at the beginning of this paper offerdaa problem. As
was demonstrated earlierpassessor moving from the lower DP internal position to the
higher one loses its unmarked nominative case, following Baker’s prediction. However,
when the possessor is extracted from the higher position it maintains its dative case.
As dative is the unmarked case of the higher nominal domain, we would expect it to
be visible for further case assignment in domain it is moved into. Yet, as we have seen,
a moved dative DP never changes case.

Another empirical problem facing Baker’s approach is that universally some move
ments never involve case change regardless of whether the affected DP has dependent

7 Perhaps not surprisingly, Korean is a language demonstrating similar facts to Japanese.
Korean allows double genitives (An, 2014) and extracted possessors are assigned nominative
rather than maintaining their genitive case (Nakamura, 2002).
8 It remains to be discovered whether all those people who accept the double genitive con-
struction also allow possessor extraction without case change.
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or unmarked case. For example, DP movement out of the TP into the left periphery of
the clause necessarily extracts the DP from a case domain, as TP is a spell out domain
universally. A left peripheral DP therefore could in principle be evaluated in the higher
domain and, if its original case were unmarked, could be assigned another case. But to our
knowledge, movements traditionally associated with spec CP, such as wh-movement or
first position topics in V2 languages, never change the case of the extracted DP, regardless
of what its original case is. This is an important observation as, given that TP is not only
aspell out domain, but also universally a hard domain, we claim that it is not only the
type of case anoved DP bears which determines whether the case may be changed,
but the type of domain that it moves out of. Specifically, only a DP with unmarked case
moving out of asoft domain can change its case. All DPs, whether assigned dependent
or unmarked case, moving out of a hard domain, maintain their original cases.

4.2. Conceptual Problems

Besides the empirical problems with Baker’s account of case changing movements,
there are also mumber of conceptual problems that Baker’s theory faces. One of these

concerns the distinction between hard and soft domains. As we pointed out earlier, this
distinction is necessitated by the identification of case domains as spell out domains.
However, there is nothing in Dependent Case Theory which would predict either the

distinction itself or the particular properties of soft domains. Why should some domains

be such that already spelled out DPs within them remain active in higher domains?

Moreover, the necessity to introduce the difference between soft and hard domains
was introduced by unifying case and spell out domains. Before this, the distinction was
unnecessary as no observations concerning movement motivated it. It therefore seems
that the distinction relates solely to case phenomena. Unless we can identify something
specifically related to case from which it can be made to follow, this discrepancy is clearly
problematic for the assumption that the processes of movement and case assignment are
restricted by the same structural conditions.

A second somewhat related problem concerns Baker’s claim that DPs with unmarked
case can be reassigned another case at some later point. As we mentioned above, Baker
claims that what we have referred to as the Invisibility Principle is parameterized across
languages. Presumably, then, those languages which allow a further case to be assigned
to an already case marked DP should have the parameter set to the value that allows case
marked DPs to remain visible. But if this is the way to deal with these observations, one
would expect consistency within languages and all case marked DPs should either be
visible or invisible in subsequent domains. Baker does not attempt to verify this, but it
is easy to show that in fact it does not hold. For example, Japanese extracted possessors
must remain visible after they have been assigned unmarked genitive so that they can
be reassigned marked nominative. Thus, Japanese sets the parameter to the value that
allows case marked DPs to continue to take part in the case system. However, Japanese



also has dative quirky subjects, and these cannot trigger accusative case on an object.
Instead, the object must appear in nominative, indicating that the inherent case marked
DP is invisible:

(20) John-ni sore-ga mie-ta Kishimoto (2013)
John-}ze that-1 "~ see- %oz (E »
“John saw that”.

It seems therefore that Japanese adopts the parameter setting which prevents case marked
DPs playing durther role in the system, in contradiction to the conclusion just redched.

The Hungarian data is perhaps even more problematic for Baker’s parameterized
account. Here within a single language movement of the same DP produces different
effects, depending on the movement: from the lower DP internal domain to the upper
one there is case change and from the upper domain to DP external positions there is
no case change. Clearly this could not be accounted for in terms of the kind of macro
parameter that Baker suggésts

10. Analysis
We want to address both the empirical and conceptual problems identified in the previous
section and seeunified way of doing so. Rather than relegating the Invisibility Prin
ciple to the parameterised margins, as Baker does, we propose to elevateiittala
position in the theory, using it not only to conceptualise the distinction between soft and
hard domains but to account for why some movements change the case of the moved
DP while others maintain it.

Our proposal is rather simple:

(21) A soft domain is one in which unmarked case is not assigned.

9 Baker could claim that Japanese dative subjects are PPs and therefore do not count as com-
petitors. This would seem unlikely, however, as Kishimoto demonstrates that dative subjects
behave like nominative subjects and unlike obliques, suggesting a DP status for them.

10 It remains to account for the Warpiri and Burushaski data in which dative objects do not
prevent the subject from receiving dependent ergative case. The fact that in both languages this
phenomenon is restricted to certain verbs, indicates that ergative might be lexically assigned in
these cases. Baker rejects this as these ergative subjects do not have a uniform argument role.
+RZHYHU :RROIRUG SRLGWW BNQYFW KEHW IHHHQ H QR/HD HQ \
WR VSHFL¢{ F DUJXPHQWYV DQG ICRMLFBUWD WDLFHSDRISHUM BRQ FH
it may be that ergative is lexical for the verbs in question.



By this, we do not intend to claim that soft domains do not haum@rarked case
associated with them. Clearly, they do. What we intend is that the assignment of the
unmarked case associated witboft domain is delayed until the spell out of the next
hard domain. This will leave some DPs in some domains unvaluedésedeature

and therefore, by the Invisibility Principle, still visible in further structural processing.

At the level of the hard domain, depending on the structural conditions holding there,
visible DPs from the spelled out soft domain can either be assigned the unmarked case
defined for that domain or another case associated with the hard domain.

To demonstrate how this works, let us take some examples from the Hungarian data
we have been considering. We start with the dative subject of the inflected infinitive. Our
story starts at the point when the non-finite agreement is merged with its TP complement
in which the subject has already undergone a movement from its vP internal position.
According to the analysis given in Newson and Szécsényi (2020), Agbhi&sa head
and therefore TP is@se domain. Here we add the claim that AgNhiard phase head
and therefore TP istaard case domain, as indicated by the solid circle around it in the
following diagram:

$ 13

At this point all visible DPs will be assigned case and given that the subject in its TP
position has no c-commanding possessor it is determined to receive unmarked case.
Moreover, as it sits in the TP domain, the case it will receive will be the one defined
for that. As previously argued, the unmarked case for the complement of AgN is dative.
Henceforth, as this DP has been assigned case, it can play no further role in the case
system by the Invisibility Principle. This means that it cannot itself be assigned another
case and hence the extracted dative subject will remain dative.

Compare this to what happens to a DP extracted from the lower possessor posi
tion in the DP. We start at the point where the D is merged into the structure, taking the
possessive nP as its complement:
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As is standard, we assume that D ghase head, though we claim that in Hungarian

it is asoft one, meaning that the nP isait domain, as indicated by the broken circle
surrounding it in (23). As the possessor, in the specifier of nP, has no c-commanding
competitor it is eligible for unmarked case. This assignment is not carried out at this
point, the domain being soft. Instead, it is delayed until we reach the next hard domain.
This happens when the AgN is merged with the DP. Belmagyé phase head, its DP
complement is a hard domain:

$J13

Lacking case at this point, the possessor is still visible and hence will be case assigned.
As there is no c-commanding DP added to the structure, the possessor’s situation remains
unchanged and hence it is eligible for unmarked case assignment. The unmarked case
it is assigned is the one defined for the domain that contains it, which is nominative.
At this point, given that the nP and the DP have both been spelled out, the possessor is
not available for movement and hence the nominative possessor always appears in the
lower possessor position.

However, if the possessor had been moved to the specifier of DP before the merger
of AgN, the following situation would pertain:



Now the possessor is in the hard DP domain, though it still has no c-commanding
competitor and is still eligible for unmarked case, which can now be assigned. But this
time the case involved is the one defined for complement of AgN, which as we have
seen is dative. After case assignment, the possessor is invisible and therefore can play
no further role in the case system. Any further extraction of the dative possessor will
therefore not change its case.

11. Conclusion

We have argued that whether the caserabaed DP changes is dependent on both
the case involved and the domain which contains it. Only if the case is unmarked and
the domain soft can the case ‘change’. However, the nature of case ‘change’ is, in
reality, simply ahold on the assignment of unmarked casesafadomain. Therefore,

the relevant DPs remain visible, under the Invisibility Principle, and may be assigned
a different case in a subsequent domain.

Having demonstrated that the claim in (21) accurately accounts for the interaction
between movement and case in Hungarian possessor and dative subject extraction, we
can highlight the conceptual advantages of the proposal. Note that (21) is a definition
of a soft domain which is based on how case is assigned within it. The main property
of a soft domain, that some of its content remains active after spell-out falls out directly
from what we are taking to be a central part of case theory. The Invisibility Principle
determines that a DP becomes inactive in the case system as soon as it is assigned case
and hence delaying the assignment of unmarked case in some domains allows those DPs
to remain active in subsequent domains, though not indefinitely so. Hard domains cause
all contained DPs to become inactive because no DP can be left witteme after
these are spelled out. The overall picture is more consistent than just a simple statement
that certain domains allow spelled out elements to remain active while others do not.

Furthermore, the fact that the distinction between soft and hard domains is defined
specifically in terms of case theoretic considerations accounts for why the distinction is
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relevant only for case phenomena and not movement. This better supports Baker’s orig-
inal proposal that the same domains are relevant for case and movement phenomena. The
claim can be maintained in terms of the identity of the domains, though differences in how
these domains limit phenomena follow from properties of the phenomena themselves.
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Abstract: The paper is devoted tocamprehensive description of the Hungarian modal
existentialwh-construction(s). These constructions consist of three main elements:
anexistential predicate, @ronoun, and aubordinate verb, which is either iafinitive or
asubjunctive. Simik (2011, 45) sorted languages into three groups based on the possible
subordinate verb forms in modal existentvéi-constructions. Hungarian belongs to the
languages which can accept both infinitive and subjunctive verbs. This paper adds to this
classification that the subjunctive type is significantly less acceptable in modal existential
wh-constructions than the infinitival type but Transylvanian Hungarians significantly
more readily use the subjunctive type than Hungarians within Hungary do. Then we turn
to the theoretical investigation of the pronominal component of the construction, which
is formally identical to interrogatives in Hungarian. We point out that it occupEgsa
position within g Topic(s)-Quantifer(s)—Focus] cycle-internal operator domain (E. Kiss
2002). In the final part of the paper, we have positioned the pronominal component
of Hungarian modal existential wh-constructions, which is ultimatelpgefinite, in
Haspelmath's (1997) semantic map of indefinites.

Keywords: modal existential wh-construction; infinitive; subjunctive; operators; indef
inite pronouns

1. Introduction:

1.1 Modal Existential Wh-constructions in Hungarian

In this paper we examine Hungarian modal existential (MEC) and other censtruc
tions containing pronouns which are formally identical to interrogative wh-words in
this language. Our main goals are to decide the information-structural status of such



pronouns—pronominal absolute stems—in MECs, and, in general, to present their high
degree of multifunctionality in Hungarian, not discussed in Haspelmath’s (1997, 291-292,
Fig. 4.8.26) seminal typological description.

MECs consist of three main elements:eaistential predicate, gronoun, and
asubordinate verb, which is either iafinitive or asubjunctive. Simik (2011, 45)
sorted languages into three groups based on the possible subordinate verb forms that
can appear in MECs. The first group of languages only use the infinitive verb form. The
second group consists of languages being able to use only the subjunctive in the given
construction. Hungarian is in the third group: these languages can accept both infinitive
and subjunctive verbs in MECs. Hungarian infinitives can also be inflected, therefore
Hungarian MECs can appear in three forms regarding the subordinate verbs: MECs can
host abare/uninflected infinitive (1a); anflected infinitive (1b), and aubjunctive
subordinate verb (1c).

(1) (a) Van kit be-mutatni llinek.
is who. z || preV-introduce- li.}ze
‘There is someone to introduce to lli.’

(b) Van kit be-mutatr-om llinek.
is who. z|| preV-introduce- - lli.}ze
‘There is someone for me to introduce to Ili.’

(c) Van kit be-mutass-ak llinek.
is who. z|| pre-V-introduce- EE€Ili.}ze
‘There is someone for me to introduce to Ili.’

Constructions hosting aminflected infinitive for the subordination are used in two ways:
they can either stand together withexplicit, “named”, subject (2a), or without it (2b).

The (2a) type is understood the same way as the type witflested infinitive (1b), in

that it is clear in both cases whom the statement expressed by the MEC regards. If the
explicit subject is left out from the construction, as in (2b), MECs can be understood
as universal statements, which are generally true for every possible or relevant person
at the situation at hand.

(2) (a) Neked van mit olvasni. “named subject”
you.}ze is what. z | | read., fe
‘There is something for you to read.’



(b) Van mit olvasni. “general subject”
is what. z|| read., %
‘There is something (for everyone) to read.’

1.2 Other Forms of MECs
There are similar constructions in Hungarian which have been considered as MECs in
previous studies (Simik 2011, Liptak 2003).

Besides the existential van ‘be’, tud ‘can’ can also take the position of the main
predicate (3a), presumably due to its inherently modal character. However, this type of
MEC is restricted as it can only take the uninflected infinitive sisbardinate verb,
while other verb forms are unacceptable atfielr

(3) (a) Tudunk kit bemutatni llinek.
can. %o... who.z|| preV.introduce, e lli.}ze
‘We can introduce someone to Ili.’

(b) ®Van, akit bemutassunk llinek.
is a-who.z || preVintroduce@® Z{f %.}ze
‘There is someone for us whom we can introduce to Ili.’

MECs can also be formed with relative pronouns instead of interrogatives (3b). Such
MECs are also restricted as only the subjunctive verb form can occur in such constructions.

A common property of the two constructions presented in (3a-b) is that they cannot
be used to express universal statements due to the obligatorily appearing verbal inflection
(in different components of the MECs in question).

After this theoretical introduction to the rich world of modal existential construc-
tions in Hungarian, in the following subsection we focus on the interchangeability of
the competing subordinate verb forms in MECs, in order to geira realistic picture
on the factual distribution of the alternatives. Since the subordinate verbs cannot be
altered in the constructions illustrated in this subsection, these have been left out from
the investigation presented in 1.3 (but see Szabé and Prohaszka 2021). We have restricted
our attention to the construction types presented in 1.1, which are introduced by the
existential predicate (some form of van ‘be’) and contginoaoun that is formally
identical to interrogative pronouns in Hungarian.

1.3 The Subjunctive as a Dispreferred Verb Form in MECs

To the best of our knowledge, previous literature — based on introspection — did not discuss
any difference in the usage of the alternative subordinate verb forms (1a—c). This subsec
tion is devoted to the verification oftgpothesis according to which the subjunctive
version of MEC is dispreferred. We have conducted three experiments in which Google
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forms were filled out by (non-linguist) native speakers of Hungarian and statistical anal
yses were executed by SPEE They had been asked for evaluating potential (written)
sentences by means of the six-point scale, presented and defined ih, Teftileh is to

be regarded as the standard canonical scale of current generative linguistics, given that
it has been applied in such seminal series as Comprehensive Grammar Resources for
different languages (Broekhuis et al. 2012, Alberti and Laczkd 2018).

-~ 6021}2(} Teoe~<%oc~eze "¢ i%AGE.‘N(CE,Ai "o~ E
-Z}Et~ 1 ’ ' V1[Vv2|v3|v4|V5
* unacceptable -3| 0 |-5 1 -1
*? relatively acceptable comparedto*| -2 | 1 | —4
?? intermediate or unclear status 0(2]0
” marked: not_completely unacceptable,+1 3 | 42 0
or disfavoured form 0
(?) slightly marked, but probably acceptable2 | 4 | +4 1
9 fully acceptable +3| 5 | +5 +1

Table 1. The six-point scale of judgments proposed in CGR series and their conversion
into different numerical scales

The distributions of grammaticality judgments concerning the three MEC minimal pairs
provided in (4a—c) are presented in Figlr@he pie charts clearly show that, relative to
the practically fully acceptable infinitival versions, the subjunctive versions are deeply
divisive for native speakers.

(4) (a) Van mit mondanod/mond;.
is what.z|| say.,fe E€/lsay EZ{f EE£
‘There is something for you to say.’

(b) Van  hol aludnod/aludi.
is where  sleep.,te /SEG.EZ{f EE£
‘There is a place for you to sleep.’

(c) Van  kivel elmennem/elmenjek a boltba.

is who.z|| preVgo.,f+ /e€go. EZ{f @EeEshop., ... ...
‘There is someone for me to go to the shop together with.’
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Figure 1. Grammaticality judgments of native speakers on MECs withfigitive /
asubjunctive verb in the first experiment in 2018 (N=37; 8 males and 29 females, all
native speakers of Hungarian within Hungary)

As shown in Figure 2 of corresponding MEC versions (where the corresponding
confidence intervals do not overlap), the infinitival version is always significantly more
acceptable than the subjunctive version. This holds true in spite of the fact that two
of the three subjunctive versions are qualified as (not worse than) “slightly marked”
on average (see Tadleabove), due to the high speaker-dependent standard variation,
visualized by the pie charts in Figuré 1.

1 Asforthe less acceptable, and most divisive, subjunctive version in (4a), its dispreferred status
has presumably to do with the following specialty of Hungarian morphology. The subjunctive
/imperative mood in Sg2 can be marked, in addition to the regular way with a Sg2 agreement
VXv[ mond--al 'say- EZ) fwitoat any explicit reference to any person and number
(mond-j'say- E Z { f), as in (4a)). Our conjecture is that there is some “division of labor” according
to which a one-syllable variant is “too short” for a subordinate clause but it is preferably to use in
the main clause of an imperative sentence.



D QG D6XM E,Qu E 6KM ,Bsy F 6EM

Figure 2. Pairwise significant differences (95%) between members of the minimal pairs
presented in Figure 1 according to the numerical scale numbered as v1 in Table 1

Figure 3 below is devoted to illustratingrejor methodological question. How can

we avoid the loss of information coming from using statistically the system of the six
grammatical judgments given in Table 1 merely asrdinal variable, instead of inter
preting it as annterval variable (Field 2013, 8-9), with appropriately chosen distances
between the six values? On the basis of our linguistic experiences, we propose that the
conversion given in Table 1 labelled as v1 from the ordered six values into numbers. This
conversion follows two basic rulesthe extreme points of the scale of judgments are
associated with positive number and its negative counterpart (namely, +3 and 488 ii.
“intermediate or unclear status” is mapped onto zero, in harmony with this definition. At
first glance, it seems to bedssadvantage of conversion v1 that no judgment is mapped
onto —1; but this can also be regarded as the true reflection of the linguistic practice
according to which we have had more grades for “almost good” than for “almost bad”.
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Figure 3. Pairwise significant differences (95%) between members of the minimal pairs
presented in Figure 1 according to the numerical scales numbered as v2, v3 (first row),
v4 and v5 (second row) in Table 1

By exhibiting the four sets of error bar charts (Field 2013, 106) in Figure 3, calculated
based on four alternative ways of “intervalization” of the originally only ordered judg-
ments, we intend to convince the reader that the choice of conversion, as far as it is
reasonable from knguistic point of view, does not radically influence the statistical
output. As shown by the pairwise non-overlapping confidence intervals in all four parts
of Figure 3, infinitive variants still prove to be significantly more acceptable than the
corresponding subjunctive counterparts; even if certain judgments are not distinguished
any more during the conversion process, as in the case of v4 and v5.

If the MEC-internal subject is named, as in (2a) and (5), due to ALSO-quantification,
for instance, which blocks the otherwise almost obligatorydoop, infinitival versions
are still significantly more acceptable than their subjunctive counterparts in the minimal
pairs, see Figure 4.

(5) (a) Nekem is van hova  mennem/menjek.
Forl.}ze also is where go.,t+ /I@SEZ{f EE€
‘There is some place for me, too, to go to.’



(@)En is  van hova menjek.
I also is where go.EZ{f EE€
‘There is some place for me, too, to go to.’

@H\Mi is van hova menjink.
we also is where go.EZ{f €EE€
‘There is some place for us, too, to go to.’

(b) Neked is van  kivel beszélned/beszélj.
Foryou.}ze also is who., 1 E speak.,f+ E€/speak. EZ{f EE£
‘There is someone for you, too, to speak to.’

(c) Neki is van PLW O tartania/tartson.
For he.}ze also is what. z{...fear., f« E€lfear. EZ{f EE£
‘There is something for him, too, to be afraid of.’

(5a)/Inf,, (5a)/Subj (Sb)/Inf, (5b)/Subj (Sc)/Inf,, (5c)/Subj

ar

Figure 4. Pairwise significant differences (95%) between members of the minimal pairs
presented in (5a, b, ¢) according to the numerical scale numbered as v1 in Table 1. The
experiment was carried out in 2020 (N=37; 4 males and 33 females, all native speakers
of Hungarian within Hungary)
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Since it is not obvious whether the named subject in subjunctive MEC variants
is dative (due to the copular componean‘is’, cf. the possessive constructioekem
van'l have (got)...’, ) or nominative case marked (as in basic subjunctive clauses in
Hungarian), @hird experiment addressed this question, see Figure 5. In this experiment
our attention has also been extended Toaasylvanian dialect of Hungarian, which is
claimed to use the subjunctive mood more frequently than the dialects of Hungarian
spoken within the territory of Hungary (E. Kiss 2009, 214).

D6XXMDW DBEMRP D Qslu

Figure 5. For speakers within Hungary, as shown by the bars on the left-hand side in the
attached pairs, there is no significant difference between the subjunctive MEC variants
given in (5a—a") while the infinitival variant in (5a) is significantly more acceptable than
both subjunctive variants. The experiment was carried out in 2021 (N=46; 21 native
speakers of Hungarian within Hungary, 25 native speakerdi@rsylvanian dialect

of Hungarian).

The two subjunctive variants, with different case marked named subjects, do not show
significant difference either within Hungary or in Transylvania. The infinitival counter
part, however, can be claimed to be significantly more acceptable only within Hungary,
as shown by the corresponding overlapping confidence intervals for the Transylvanian
dialect in Figure 5.



Figure 6 below presents further evidence for the more preferred status of the
subjunctive version of MEC in the Transylvanian dialect of Hungarian, relative to the
standard version of Hungarian. There are, however, analogous examples in the case of
which the difference between the Transylvanian data and the data from Hungary only
“almost” reach the level of 95% significance.

Figure 6.Sentence (5a"), representative of the subjunctive version of MEC wihma
native case marked named subject, is significantly more acceptable in Transylvania (see
the bar to the right) than in Hungary, according to the third, 2021 experiment

To summarize, the infinitival version of MEC in Hungarian tends to be significantly
more acceptable than the subjunctive version, which we consider to sermevas a
contribution to the relevant literature. We have also pointed out that there are dialectal
variations in this respect: Transylvanians’ bias to subjunctive also manifests itself in the
area of modal existential constructions.

2. The Operator Position of the Wh-pronoun in the Hungarian

[Topic* Quant* Focus] Operator Sequence (E. Kiss 2002) in MEC
2.1 Focus?
The syntactic position of the pronominal component in MECs is debated. The standard
generative literature automatically considers the pronominal component in MECs to
function as gnarrow) focus, see example (11a-b) in E. Kiss (2002, 202—203). Liptak
(2006, 6) also claims that this wh-item occupiésaarow) focus position, despite the
preverb-verb order, which can be seen in (1a—c) in 1.1.
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The series of examples in (7) provides the background. First, dhiaracteristic
feature of Hungarian narrow focus that it triggers the verb-preverb order in finite censtruc
tions (7a). Second, wh-questions, thevh-word occupies the focus position; in these
cases, the preverb-verb order is unacceptable either, as illustrated in (7b). In the case
of infinitival constructions containingrarrow focus, however, the verb-preverb order
is optional (7c); which makes it impossible to immediately refuse Liptak’s hypothesis.

(7) (a) Csak Petit hivtam be / *be-hivtam a megbeszélésre.
only Peti.z|| called. G € preVpreV-called. E € the meeting(E Z {
‘It is only Peti whom | called into the meeting.’

(b) Kit hivtal be / *be-hivtal a megbeszélésre?
who.z || called. E € preV/ preV-called. E € the meeting(E Z {
‘Who did you call into the meeting?’

(c) Szeretném Csak Petit  hiv-ni be / be-hivni az értekezletre.
like.|"t}1EE€ OnlyP.z|| call-,fPreV preV-call-, f «the meeting. G Z {
‘I would like to invite only Peti to the meeting.’

In anearlier paper (Prohaszka et al. 2020), based on statistically analyzed tests we
presented that the verb—preverb order immediately following the wh-pronoun of MECs
is not optional at all but highly refused by native speakers (‘**?’, see Table 1 in 1.3), as
shown in Figure 7 below. This isstrong argument for refusing the hypothesis that the
pronominal component of MECs occupies a (narrow) focus position.

(8a)/inf  (8b)/Inf  (8a)/Inf,

Agr

(8b)/Inf,,  (8c)/Inf  (8d)Inf (8c)/inf

Agr

@8dyinf,,,

Figure 7. Significant difference between fully acceptable MECs wgteaerb-verb order
and unacceptable MEC variants with a verb-preverb order (Prohaszka et al. 2020, 66)



(8) (a) llivel van mit megbeszélni megbeszélnem.
., +Eis what. z || preV.discuss., f epreV.discuss. ,f+ E€
‘There is something (for me) to discuss with Ili.’

(b) Van mit elmesélni / elmesélnem Marinak.
is what. z || preVtell., s preVitell,f« E€ Mari}ze
‘There is something (for me) to tell Mari.’

(c) “llivel van mit beszélni / beszélnem meg.
li., T Eis what. z | | discuss., T «discuss. , e+ @/
Intended meaning: ‘There is something (for me) to discuss with Ili.’

(d) "Van  mit mesélni / mesélnem el Marinak.
is what. z | | tell., ¥« tell., ¥+ EReV Mari.}ze
Intended meaning: ‘There is something (for me) to tell Mari.’

Another argument against the focus-view is that more than one wh-element can be present
in Hungarian MECs, as in (9); and the preverb is emphasized, which does not hold, for
instance, for the preverb in (7¢) in a real narrow-focus construction.

(9) Vankit kinek bemutatnom.
is who.z|| who.}ze preVintroduce,fe E£€
‘There is at least one person whom | can introduce to at least one person.’

2.2 Quantifier or Topic?

,Q D SRWHQWLDO e .LVV VW\OH 0Ouuld >7RSLF 4XDQ
domain, as discussed above, the wh-pronoun cannot seryaaasoav) focus, since

it cannot trigger inversion; whereaseal identificational focus does trigger inversion

even within aMEC, at least as apption, see Prohaszka et al. (2020, 67). The interpre

tation of the wh-pronoun in MECs does not suppt@othesis according to which it

is anALSO-quantifier or areACH-quantifier, either. The meaning of this element is

closer to valakisomeone’. Such pronouns are typically claimed to serve as topics, see

E. Kiss (2002, 106, ex. (7a)), for instance (10).

(10) [;,,p Valaki  szerencsére [, meghivta Janost]]

Somebody  luckily preV.invited. E€ Janos. z| |
‘Somebody luckily invited John.’

213



We propose thus that the pronoun of MECs is similar to valaki-type pronouns in that they
both occupy dopic position in the operator sequence. The operator domain of MECs
presented in our study is as follows:

(11) (a) Van kit kinek . bemutatnom bemutassak.
is ki.z]| ki.}ze preVintroduce., ¥+ E#freVintroduce. EZ{f E£€
‘There is at least one person whom | can introduce to at least one person.’
(b) Van mit, . csakveled ,  “megbeszélnem 7beszélnem meg].
is mi.z|| onlyyou.,fE& preViak.,t+ Etélk.,fs E£€ preV
‘There is at least one topic which | can discuss only with you.’

The topic-interpretation of the existentially bound pronoun of MECs thus explains
possible word-order variants. However, as the MEC-pronoun is always non-specific, it
violates the criterion of topichood proposed by E. Kiss (2002, 11):

The formal features of topic:
A topic constituent must be [+referential] and [+specific].

This contradiction can be resolved in two ways. The first solution is to consider the topic
of MECs as exceptional: the pronouns in MECs are exceptiopiak in that they do
not need to meet the referentiality criterion, which applies for topics in general.

We propose anore elegant solution. Our claim is that the functiontoféc expres
sion consists of pure anchoring to referents in the scope in which the given expression can
be found, while additional conditions depend on the character of the scope in question.
In this theory, the “scope” of topics that belong to finite verbs is the discourse itself, in
which the given sentence is to be interpreted; hence, these topics should be anchored
to (salient) discourse referents, as in (10). This anchoring providesfarential] and
[+specific] interpretation to the given topic.

In MECs, however, the scope in question i€ristential stratum. In this environ-
ment, the topic is interpreted asexistentially bound expression ( x.P(x)). Therefore,
the topic of MECs is not “exceptional”, but is determined by the accommodating scope
typical of MECs.

2.3 Commenting on Suranyi’s (2005) Proposals concerning the Inter -
pretations of Hungarian MEC-Pronouns

Suranyi (2005), based on (allegedly ambiguous) sentences like the one presented in (12),

claims that the interpretation oEC-pronoun can be both existential and universal.

This subsection is devoted to arguing against the latter option.

214



(12) (Most aztan) (Janosnak) van kinek mit adnia.
now then Janos.}ze is ki.}ze what.z || give.,f+ &€
(a) ‘Now John has something to give to everyone.’
y PERSONy) 0 X (THING(X) & GIVE(,Y,X)))
(b) ‘John has things to give to people.’
XTHING(X) & PERSONy) & GIVE(),y,X))

On the basis of the assumed alternative readings, his conclusion is ihltghenoun

of aMEC is quantified either by sitting in DistP (12a), universally, or by being bound
by the existential quantifier of the copular MEC-verb (12b). We agree with the latter
proposal: we consider this element to be the straightforward MEC-specific existential
topic proposed in 2.2.

As for reading (12a), we claim that the construction in (12) is not ambiguous
with alternative meanings (12a) and (12b). Instead, we consider this to be vague, with
(12a) being aery special caswithin the general meaning given in (12b): ‘at least
one pair’ might mean ‘several pairs’. This means that the semantic content given in
(12b) is basically the intersection of that presented in (12a) and our world knowledge
(‘in certain situations one should give some present to each persoal@vant set’),
whereas in the case of (11a) in 2.2, for instance, world knowledge does not produce
a (12a)-type reading: 'for each relevant person there is someone whom I can intro-
duce him or her2.

3. The Place of MEC-pronouns in the System of Hungarian

Indefinites 3
The fact that MEC-pronouns formally coincide with bare-interrogative pronouns is of
great importance in the light of Haspelmath’s (1997, 2003) extensive typological research
into systems of indefinites. According to Haspelmath (1997, 27), bare-interrogative
pronouns play arucial role in the system of indefinites, whose universal systematiza
tion, in the form of semantic maps, belongs to Haspelmath'’s distinguished aims in his
seminal typological book on indefinites across languages of the world:

2 Thus we argue against the stance that a MEC-pronoun can be associated with the type of
universal interpretation which, for instance, the accusative case marked wh-word in (17c) in 3.3

can be associated with (in a sequence of wh-words). Suranyi’s proposal obviously comes from

the observation that the senterGaek mit adott JAdnos? ‘who.}awhat. z | |gave Janos?’ is,
LEQGHHG WR EH LQWHUSUHWHG VR WKDW WRQH Y;HUUNAD S UTRX@RIPAL
(and not an interrogative pronoun): The hearer is asked for revealing for each relevant person

what Janos gave to him/her

3 Special thanks are due to Hans-Martin Gértner for raising our attention to Haspelmath’s
method of constructing semantic maps for pronoun types.
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“[IIndefinites are anarked category relative to interrogatives ... (Moravcsik
1969,77) ... there is aniversal asymmetric markedness relation such that indefinite
pronouns are usually more marked than and derived from interrogative pronouns:” “Indef
inite pronouns are ... derived by conversion from interrogative pronduns.”

He proposes aniversal semantic map based on data from 40+100 languages (in
which linked pragmasemantic functions are expressed by the same phonetic forms in
certain languages) with 9 universal functions, see Figure 8. The crucial typological
generalization can be formulated as follows: if two functions are associated with the
same pronominal forms inlanguage, the functions between these two along the lines
can also be associated with the given pronominal form in the given language.

Figure 8. An implicational map for functions of indefiniteness pronoun series as proposed
by Haspelmath (1997, 64)

In Hungarian (Haspelmath 1997, 291-292), four series of indefinite pronouns are claimed
to cover the universal functional space with the nine functions, as presented in Figure 9.
A few examples arealaki ‘somebody’, barki/akarkianybody’, and senki ‘nobody’.

4 Itis also emphasized at the end of the book what cem&s¢arch question bare-interrogative-

OLNH LQGH¢QLWHYV FRQVWLWXWH 36RPH SX]]JOHV WKDW UHP
EDUH LQWHUURJDWLYHYV FRPH WR EH XVHG DV LQGH{QLWHV"
5 The partialné-series, e.gnéhany ‘a few’, is mentioned in Haspelmath’s book (1997,
291-292) but is not shown on the map. As for the representatives of the four complete sets of
LQGH¢ QLWH SUR Q RiXx@ngonstisth& R PPIRQ @ bare-interrogative form, which

can be replaced with other interrogative forms. ¥aldakar are quite transparently derived from

van ‘be’ and akar ‘want’, respectively. Se{a)s+nem ‘also+not’ (Szabolcsi 2018, 240) where

the also-like component has an emphasizing contribution. These three etymological sources

RI LQGH,{QLWHY RFFXU LQ PDQ\ O D Qdancbnigenént,tapstedneitio P D W K
alternative taakar, coincides with the connectibér ‘(al)though’.



Figure 9. Haspelmath’s semantic map for Hungarian indefinites

Due to gpotential indefinite interpretation of the German jeder ‘each (person)’,
Haspelmath (1997, 155) expands the general semantic map to (non-specific) universals.
We claim that in Hungarian we can differentiate altogether 10 different pragmasemantic
functions associated with the bare-interrogative indefinite fornfumtlaer-expanded
version of this map, as presented in Figure 10. The bare-interrogative form thus can be
characterized by aputstandingly high level of hidden multifunctionality; and it is also
surprising how diversely the functions are associated with different operator characters
in the E. Kiss-style (2002) Topic / Quant / Focus trichotomy, discussed in 2.2.

Figure 10. The semantic map we propose for Hungarian indifinites; the ten (!) functions
of bare-interrogative pronouns are linked by thick lines

In the final part of the paper, we present the different (Haspelmathian) functions which
can be associated with bare-interrogative pronominal forms (skcwd®’, mi ‘what’,
hol ‘where’, and their suffixed variants).

3.1 Three Related Functions of MEC-pronouns in Haspelmath’'s

System: Specific Known Specific Unknowi Irrealis Nonspecific
In the case of specific known, the speaker knows what (in this case: which place) the
indefinite pronoun refers to, as illustrated by the potential continuation.



(13) Van hol aludnod; .
is «"... sleep.,Ts EE£
‘There is a place for you to sleep; (you will sleep at Donners’.)’

The situation of specific unknown is somewhat different from the previous one, as
although someone knows what (or here: which place) the indefinite pronoun refers to,
it is not necessarily the speaker.

(14) Van  hol aludnod;
is " ... sleep., ¥« EE€
‘There is a place for you to sleep; (Mari has mentioned the family’s name,

but | have forgotten).’
In the type of irrealis nonspecifi@t is not known what the indefinite pronoun refers to.

(15) Van hol aludnod;
is " ... sleep.,t EE£€
‘There is aplace for you to sleep; (there are six of you and the local families have
offered places for eight).’

To sum up, the constructions discussed in subsection 3.1, three (related) functions of
MEC-pronouns have been differentiated from the Haspelmathian perspective, expressed
“otherwise” in Hungarian by theala-series of indefinite pronouns (exglaki ‘someone’,

valami ‘something’, valahol ‘somewhere’, valahogy ‘somehow’)vA&- is related to

van ‘be’, it is astraightforward explanation for the fact that MEC-pronouns “remain”
bare interrogatives that in MECs they are typically immediately preceded by the verb van
itself. The modal existential construction can be regarded as the place of the Hungarian
grammar where the source of the vala-series of indefinites has preserved. In respect of
operator character (E. Kiss 2002), the pronoun types illustrated in (13—15) all function as
topics, in the sense elaborated in 2.2 (according to whiai@is not necessarily specific).

3.2 Interrogative

The series of examples in (16) is devoted to the presentation of what is generally held to
be the basic use of the absolute pronominal stem, that is, the interrogative use. Haspelmath
(1997, 2003) does not classify interrogatives as indefinite pronouns; nevertheless, it is
worth considering that in Hungarian emerrogative object ab ovo triggers the indefinite
conjugation, as shown in (16a), but interrogatives can also be used as definite expres
sions, witnessed by the conjugation presented in (16b). This may legitinaper@ach
according to which certain interrogatives belong to indefinites while members of the
complementary subtype are definites.



(16) (a) Kit engedtek  /*engedték be? ...
KL.z[] let. % 4eOb; let. Koo, Prev
‘Who was allowed to go in?’

(b) Kidet engedték /*engedtek be?
KIL.EE. 2] let %o eron; let. 96p won  Prev
‘Who, of your family members or acquaintances, was allowed to go in?
Your sister or your mother?’

(c) Ki  mindenkit engedtetek /*engedtétek be?
Kl everyone. z || let. % 40D, let. %08 cvom, preV
‘Who (presumably many people) did ypallow to come in?’

To make the picture complete, we illustrate in (1L6o)mplex interrogative construction,
obligatorily triggering the indefinite conjugation, in whichiaterrogative pronoun

is combined with aniversal pronoun (Bartos 2020). In respect of operator character
(E.Kiss 2002), the pronoun type illustrated in (16) functions @saaow) focus,
witnessed by the “inverse” order between preverbs and verb stems.

3.3 Universal

7ZR IDFWV DUH LOOXVWUDWHG LQ JLUVW  LQ +
VSHFL¢F D DV ZHOO DV GH¢{QLWH VSHFL¢F E XQ
Second, in a list of pronominal absolute stems, only the last member is interpreted

as an interrogative pronoun with the preceding ones to be interpreted as universal
TXDQWL¢;HUY e t VHH WKH WUDQVODWLRQ LQ

to use a regular universal pronoun is forbidden in the construction in question. It is
DOVR LOOXVWUDWHG LQ F WKDW WKLV NLEBG RI EL
ovo WULJIJHUV WKH LQGH¢QLWH WRHH 3 URWY RPQ QRIOL © B UI
permitted in the construction). In respect of operator character (E. Kiss 2002), thus, the
SURQRXQ W\SH LOOXVWUDWHG LQ F IXQFWLRQV DV I

(17) (a) Mindenkit beengedtek /*beengedték.
every.Kl. z || preV.let. 959 2100, preV.let. %% 100
‘Who (presumably many people) did you allow to come in?’

(b) Mindegyik lanyt beengedték /*beengedtek.
all girl. z|| preV.et. 9oBeron, preV.let. 969, iston;
‘Both girls were allowed to go in.’



(c) Kit hova engedtek [*engedték be?
Kl.z|| hova let. 959 100, let. %o 100 preV
‘Who were allowed to go in where?’ [The addressee is expected to give
information on each relevant person in the given respect (where were they
allowed to go in).]

(¢) *Mindenkit hova engedtek /engedték be?
every.Kl. z || hova let. %69, e10n, let. Koo PreV
Intended meaning: (16c)

3.4 Different Ways of Multiplying the Reference of Bare Interrogatives

The first way of multiplying the reference of bare interrogatives yields multiple partitive
constructions, which can be observed in Hungarian with the bare-interrogative form;
(18) illustrates two different realizations of the type.

(18) (a) Ki pénzre Vvar, ki egy levélre,
Kl money. & Z { wait. E€ Kl a letter. E Z { ...
ki Ujsagokra.

Kl newspaper. %o ... EZ{...
‘Some (people) are waiting for money, some for a letter, some for newspapers.’

(b) Elszaladtak, ki merre latott.
prev.ran. %o ..Kl MERRE saw. E€
‘They dispersed, some in some direction, some in other directions (i.e. different
people in different directions).’

The bare-interrogative form can also take pareduplication

(19) Menjen tancba  ki-ki koztlink D] jegyesével!
go. EZ{f @aAkce.,.KI:KI between. %othe his/her fiancé.% EE E€ ,ftE
‘Everyone among us should go to dance with their own fiancé.’

In respect of operator character (E. Kiss 2002), the pronoun types illustrated in (17-19)
function as specific topics.

3.5 Relative Pronoun

The bare-interrogative pronominal form in the place of the standard relative pronoun
(e.g. aki ‘that who’) provides archaic flavor (20). As for its potential place in the Hungarian
system of indefinites, the relevant piece of information is presented in (20atige
pronoun (also in its archaic bare-interrogative disguise) in the subordinate clause triggers



the indefinite conjugation while the corresponding pronoun in the main clause the definite
conjugation. In respect of operator character, relative pronouns function as another type
of operator than Topic, Quantifier or Focus; they function sibardinating operator

(E. Kiss 2002, 243).

(20) @cKjt  beengedtek, azt mi is  beengedtik volna.
Kl z|| preViet. %g., that.z|| wealso preViet. %p,, —be.|"+}
‘Those who were allowed to go in would have been allowed to come in by us too.’

3.6 Indirect and Direct Negation

We can meet in Hungarian the type of indirect negation in rhetorical questions. The
bare-interrogative can practically be interpreted as ‘nobody’ in the given context; in

respect of operator character (E. Kiss 2002), however, it functions as a (narrow) focus.

(21) Ki engedne be ilyen gyanis alakot?!
KI let.]"+} @&E€ preV such suspicious figure.z| |
‘Who would allow to go in someone as suspicious as this person?’

It is also archaic, but quite acceptable in many constructions, to substitute the
non-human bare-interrogative pronominal form for the standard negative universal
pronounsemmi ‘nothing’, which can be regarded as the direct type of negation. The
pronoun type illustrated in (22) functions as a universal quantifier.

(22) archaiqljt sem ér.
Ml. z || neither be worth. E€
‘It is worth nothing.’

4. Conclusion
The paper has been devoted maprehensive description of the Hungarian modal
existential construction(s).

Section 1 presents the results of three experiments. These have been carefully
analyzed by statistical methods after converting the canonical ordinal system of gram
maticality judgments applied in modern generative linguistics infatanval variable
which is ideal input to pointing out significant differences in different areas. We have
verified that the subjunctive type of MEC is significantly less acceptable than the
infinitival type but Transylvanian Hungarians use the subjunctive type significantly
more readily than Hungarians within Hungary do.

Section 2 is devoted to theoretical argumentation. We claim that the pronoun of
modal existential wh-constructions, which is formally identical to interrogatives; occu
pies atopic position, and nothing else (see subsection 2.3). The given topic position



is considered within fropic(s)—Quantifer(s)—Focus] MEC-internal operator domain,
proposed on the basis of the standard hypotheses concerning the left periphery of the
Hungarian sentence structure (E. Kiss 2002). One might say that thisxeeptional

topic, considering its non-referential character (cf. E. Kiss 2002, 11). Instead of this
view, we have argued that the common characteristic of topics lies in their anchoring
feature, and the superordinate scope will specify the cycle-specific nature of different
subtypes of topic.

Section 3 discusses MEC-pronouns, which formally coincide with bare interrog-
atives, from adaspelmathian (1997, 2003) typological perspective. We have pointed
out that this common pronominal form showseatraordinary multifunctionality in
Haspelmath’s (1997) universal semantic map of indefinite pronouns with its 8 present-day
(+2 archaic) functions. The MEC-pronoun, this hidden indefinite, occupesch more
expanded domain in the Hungarian map (Haspelmath 1997, 291-292) than the well
knownvala/né, akar/bar and se(n)series (corresponding to the sanyeand no-series
in English, respectively). Its extraordinary multifunctionality is also seen in the fact that
the ten functions are associated with Topic, Quantifier, Focus as well as Subordinating
character in the E. Kiss-style (2002) operator system.
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VSO-VOS Alternations in Kagchikel

Seid Tvica
Georg August University, Gottingen, Germany
seid.tvica@uni-goettingen.de

Abstract: In this paper largue against the uniform head movement analysis for Mayan
languages, as proposed by Clemens and Coon (2018). According to their analysis VOS
orders with definite objects are predicted not to exist. However, exactly such orders have
been attested in at least one variety of Kaqgchikel (cf. Broadwell 2000). Furthermore,
Kaqgchikel exhibits free VSO-VOS alternations with both arguments being indefinite.
To account for the VSO-VOS alternationgyrfjue that the two orders are derived in
syntax. lconsider two different analyses. In oneniploy uniform leftward movement

with exclusively specifier-initial orders, while in the oth@ohsider both leftward and
rightward movement as well as specifier-initial and specifier-final orders. The second
analysis appears to be superior as it adequately accounts for the absence of adverbial
intervention as well as for the ungrammaticality of orders in which definite arguments
precede the indefinite.

Keywords: syntax; (anti)symmetry; head movement; rightward movement
1. Introduction

In this paper hrgue against the uniform head movement analysis for Mayan languages,
as proposed by Clemens and Coon (2018) (henceforth, C&C) in which both VSO and
VOS orders are derived viavarb movement to the clause-initial position. Their account
that the surface VOS orders follow from, (i) postsyntactic reordering of arguments,
(i) right-side subject topicalization and (iii) heavy NP shift do not coherently account
for discourse neutral VSO-VOS alternations in Kagchik®agan language spoken

in Guatemala. Crucially, Kagchikel exhibits VOS orders with definite objects, which
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under C&C'’s analysis are predicted not to exist, as none of the three conditions are met.
To account for the VSO-VOS alternations in Kaqchikekgue that the two orders are
derived in syntax. present two different analyses. In one analystsnploy aranti
symmetric syntax (involving uniform leftward specifiers and leftward movement) in
which either the subject DP or the VP move spac, TP position, yielding the respective
orders. In the other analysiinploy asymmetric syntax (involving both leftward and
rightward movement) in which arguments surface as rightward multiple vP specifiers,
which can be freely ordered at PF, yielding VOS or VSO. Either analysis accounts for
the basic word order facts in Kaqchikel, as documented in Broadwell (2000), although
they make different predictions. In particular, the symmetric (rightward specifier) anal
ysis appears to be superior for Kagchikel as it accounts for the following two additional
facts in the language that cannot be captured with the antisymmetric (uniform leftward
movement) analysis.

First, the antisymmetric analysis requirestipulation that definite arguments
cannot precede the indefinite (*<DEF,INDEF>), suggesting that analysis where
all syntactic objects move to the left, the definite argument cannot be higher than the
indefinite (*DEF>INDEF, where ‘>’ stands for ‘higher than’). This is unexpected and
runs counter to the observation that DEF>INDEF is attested many languages. In contrast,
under the symmetric analysis *<DEF,INDEF> naturally follows as DEF moves over
INDEF to ahigher position on the right side, and thus, DEF>INDEF is the expected
hierarchical order.

Second, the antisymmetric analysis inevitably leads to the generation of structures
in which the verb surfaces outside of vP. This turns out to be problematic as adverbials
that typically adjoin to vP cannot intervene between the verb and its arguments in either
VOS or VSO orders. This also runs counter tvasslinguistic tendency ofraumber
of different adverbials attaching low in the structure, which are typically assumed to be
vP-adjoined. In contrast, under the symmetric analysis, both arguments remain vP-internal
and therefore ipso factd?-adjoining adverbs are possible, and yet (correctly) cannot
intervene.

This paper is structured as follows. In section distuss C&C’s analysis on
VSO-VOS alternations in Mayan languages and show that the facts from Kaqchikel chal
lenge the uniform head movement analysis along with the C&C'’s proposals that seem-
ingly violating superficial orders are post-syntactically derived. In sectiode;dlop
ananalysis involving antisymmetric syntax which exclusively involves leftward move-
ment, and show that while suchamalysis can account for the VSO-VOS alternations,
it fails to adequately account for the aforementioned *DEF<INDEF restriaiomell
the absence of adverbial intervention. To account for these facts, in sectagsdime
that syntax is underlyingly symmetric (as traditionally assumed) allowing rightward
specifiers within/P and (short distance) rightward movement. This adequately captures
the Kaqchikel facts. Section 5 concludes.
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2. VOSin Mayan
2.1 Clemens and Coon (2018)

In many Mayan languages, VOS orders readily occur when objects are bare NPs, but
are unavailable with DP objects, as illustrated in (1) and (2).

1) (@ Tyi vy-il-a xixik  wifiik
PFV a3-see- woman man
‘The man saw the woman.’ (Vazquez Alvarez 2011, 21)

(b) Tyi i-kuch-u sV’ aj-Maria
PFvV  a3-carry- wood CLF-Maria
‘Maria carried this wood.(Coon 2010, 355)

(2) (a) *Tyi y-il-a jifi - Xixik winik
PFV a3-see- DET woman man
intended: ‘The man saw the woman.’

(b) *Tyi  i-kuch-u ili si’ aj-Maria
PFV  a3-carry- DEM wood CLF-Maria
intended: ‘Maria carried this wood.’ (Coon 2010, 355)

Determiners, demonstratives, and proper names cannot appear as objects in VOS orders.
C&C observe that the presence dfl@yer material on objects correlates with the word
order as only objects that lacl Bhaterial on top of the nominal can appear in VOS
orders (Clemens and Coon 2018, 247). if the objecfull BP, the resulting order

must be VSO:

(3) Tyi i-kuch-u  aj-Maria ili si’
PFV a3-carry- CLF-Maria DEM wood
intended: ‘Maria carried this wood.’

To account for the VOS-VSO alternations in Mayan, C&C considenaber of potential
analyses for this. Right-side specifiers (a la Aissen 1992) are rejected as this presents
complications for rigid VSO languages like Qanjob’al and Mam. Although C&C do not
elaborate on why this is the case, presumably, this may be due to the fact that subjects
appear to the left of the object and therefore the assumption that the subjecighbtin a

spec position is unlikely. Similarly, vP-fronting analysis by Coon (2010) is rejected
because such analysis is difficult to extend to languages with rigid VSO orders.



In order to have aniform account of the verb-initial orders, C&C argue that VOS
is derived from VSO in three different ways (i) postsyntactic restructuring of bare NP
objects, (ii) 2 heavy-NP shift (iii) right-side topics. Following verb (head) movement
to the clause-initial position, objects that lackl@er material postsyntactically move
to yield VOS orders in order to maintain prosodic constituency. Evidence for this
analysis comes from Cho'l, in which, according to C&C, the prosodic boundaries in
VOS and VSO orders differ in that there is no prosodic boundary between the verb
and the object in VOS orders. In contrast, in VSO orders, the prosodic boundaries are
HYLGHQW EHWZHHQ DOO HOHPHQWY DV LOOXVWUDW
boundaries.

(4) Prosodic phrasing of VSO and VOS clauses in Ch'ol
D 9 ¥6 ¥ 2 ¥
E 92 ¥ 6 ¥
(Clemens and Coon 2018, 252)

Based on the prosodic boundaries and the presence dfltygeePmaterial, C&C contend
that anominal with aD° layer is gphase, whereas the object that lacks thé&ier
(i.e.anNP object) is not @hase. As such, NP objects undergo leftward movement and
surface adjacent to the verb with which they forpr@odic constituent. This analysis
predicts that “naturally occurring examples of VOS in cases where the objdgPis a
and the subject is neithet@pic nor aheavy NP would constitute counterevidence to
[C&C’s] claims” (Clemens and Coon 2018, 274).

Although in their analysis C&C primarily focus on the facts in Ch’ol, they contend
that their analysis holds for all Mayan languages. Howegbiow below that Kaqchikel
has aradditional set of data that suggests that the VOS-VSO alternations are already
available in syntaxIn addition to Kagchikel, Tz'utujil, Pogomam, and Pogomchii’ may
also exhibit orders that challenge the notion that the variation arises postsyntéctically.
In the remainder of this sectionfdcus on Kaqchikel data that challenge C&C's post-
syntactic account. Whiledraw data primarily from Broadwell (2000) in my analysis,
the reader should be made aware that there are distinct varieties of Kagchikel for which
a different set of facts (and therefore the analysis) may hold.

2.2 Kaqchikel
According to Broadwell (2000), transitive clauses in Kagchikel exhibit VOS, VSO, and
SVO orders, as illustrated in (6a), (6b), and (6c) respectively:

1 See Douglas, Ranero, and Sheehan (2017) who also argue for a syntactic analysis for word
order alternations in Mayan.
2 Thanks to Michelle Sheehan (p.c.) for pointing out Pogomam and Pogomochii'.
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(6) (a) x-u-b'a ri tzi" . me's
COMPL-3.SG.ERGhite the dog the cat
‘The dog bit the cat.’

(b) x-u-b'a - mes ri tzW
COMPL-3.5G.ERGbite the cat the dog
‘The dog bit the cat.’

(c) ri  tzi" x-u-ba ri me’s
the dog COMPL-3.SG.ERGbite the cat
‘The dog bit the cat.’ (Broadwell 2000)

Verb-initial orders show ambiguity if the subject and the object have “equal degrees of
definiteness” (cf. Broadwell 2000). That is, either of the argument DPs following the
verb can either be the subject or the object of the verb if both arguments are definite or
if both arguments are indefinite (cf. 7):

(7) (a) x-r-ogotaj otz o me’s
COMPL-3.5G.ERGchase the dog the cat
‘The dog chased the cat.’
‘The cat chased the dog.’

(b) x-r-oqotaj jun tz'i"  jun me’'s
COMPL-3.SG.ERGchase a dog a cat
‘A dog chased a cat.’
‘A cat chased a dog.’

The ambiguous data in (7) run counter the predictions made by C&C'’s analysis. Firstly,
these cases are ambiguous in their interpretation (p.c. George Aaron Broadwell),
suggesting that there cannot be any prosodic differences between the two readings.
Secondly, the definite objects do appear in VOS readings. And thirdly, both arguments
are light NPs, which per definition means that that these cases cannot involve any
instances of heavy NP shift.

In addition to Kaqchikel, these facts may also hold in other Mayan languages.
Forexample, for Tz'utujil, C&C adopt their data from Dayley (1985), who documents
that VSO orders are absent. However, Duncan (2003) explicitly points out that, according
to his consultants, the VSO orders are available patterning with Kagchikel. Compare
(7) and (8).



(8) x-uu-tz'et jun tZ'" jun  miix
INC-3.SG.ERGsee a dog a cat
‘A cat saw a dog.’
‘A dog saw a cat.’ (Duncan 2003, 169)

Furthermore, heavy objects in Tz'utujil can appear in either VSO or VOS, suggesting
that the obligatory heavy-NP shift is not at play:

(9) (a) x-uu-tz'ub’-aj derja Aa Xwaan ru-chi Ta Mari'y
COMPL-3.ERGKiss- the Mr  Juan 3.ERGcheek Miss Maria
‘Juan kissed Maria on the cheek.’

(b) x-uu-tz'ub’-a; der ru-chi Ta Mari'y ja  Aa Xwaan
COMPL-3.ERGKisS- 3.ERGcheek Miss Maria the MrJuan
‘Juan kissed Maria on the cheek.’

Regarding the contexts in Kagchikel with different degrees of definiteness in subject
and objects, if one of the argument DPs is definite and the other one indefinite, then
the definite argument must be the subject and it must follow the object yielding VOS
orders. In the following example the definite DP must follow the indefinite DP, and it
must be the subject of the verb:

(10) (a) x-r-oqgotaj jun me's ri  tz'V
COMPL-3.SG.ERGChase a cat the dog
‘A dog chased a cat.’
“*A cat chased a dog.’

(b) *x-r-ogotaj rn tzi jun me’'s
COMPL-3.SG.ERGchase the dog a cat

If the subject is indefinite and object definite then verb-initial orders are ungrammatical
and the surface order must be SVO. In this case, actor focus (AF) morphology appears
as a suffix on the verb (cf. 11a), and cannot be left out (cf. 11b).

(11) (@ Jun tzV x-b'a-o ri a Juan
A dog cowmpL-bite-ar the CL Juan
‘A dog bit Juan.’

(b) ?*Jun tz'" x-u-b'a’ i a Juan
A dog COMPL-3.5G.ERGhite the cL Juan
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The summary of possible word orders depending on the definiteness of subject and object
is given in the following table:

(12)

Subject-object definiteness and word ord

S|ndef C)indef VOS’ VSO’ SVO
S,.. o, VOS, VSO, SVO
S|ndef Odef SVO
Sdef Oindef VOS

Given (12) we can makeralevant generalization that the analysis of the clause struc-
ture should capture. Namely, the definite arguments in Kagchikel cannot precede the
indefinite. | refer to this as the *<DEF,INDEF> restriction.

Regarding the placement of adverbials, verb-initial and the SVO orders differ in that
in verb-initial adverbials cannot intervene between the verb and its argumea®).(cf.
However, the intervention effects are attested in SVO orders (cf. 14).

(13) (a) iwir X-r-ogotaj n tziv ri me’s AdvV SO
yesterday cOMPL-3.ERGChase the dog the cat
(b) x-r-oqotajiwir ri tz'i’ rime’s *VAdvSO
(c) x-r-oqgotaj ri tz'i’ iwir ri me’s *VSAdvO
(d) x-r-ogotaj ri tz'i’ ri me’s iwir ?VSOAdv
(14) (a) iwir ri tz'i' x-r-ogotaj ri me’s AdvSVO
yesterday the dog compPL-3.ERGcChase the cat
(b) ri tz'i iwir x-r-ogotaj ri me’s SAdvVO
(c) ritz'i’ x-r-oqotaj iwir ri me’s SVAdvO
(d) ritz'i’ x-r-oqotaj ri me’s iwir ?SVOAdv

Given (13) and (14) there are (at least) three possible ways of deriving the structures:

(i) SVO orders are derived from verb-initial orders, (ii) verb-initial orders are derived from

SVO orders, (iii) verb-initial orders and SVO orders are derived independently. Since adverbs

are much more flexible in SVO, it stands to reason that SVO orders are more flexible and

involve additional movement operations. It is for this reason that in my analysis below,

| adopt the option (i) and leave aside the option (ii). The option (iii) is a priori undesirable,

and lleave it aside (though see Broadwell 2000 who treats them as independent derivations).
In the next sectiondiscuss amnalysis that involves antisymmetric syntax and-llus

trate that such aanalysis comes with (ad hoc) stipulations. Subsequently, in sdction

| demonstrate that these stipulations are not required under a symmetric analysis.



3. Leftward Movement Analysis

Under the assumption that verb-initial orders are default in Kaqchikel, we can surmise
that since the verb and the object are not adjacent in VSO orders it follows that under
the standard assumptions the displacements must be taking place. It is well understood
that verbs combine with objects first before they combine with subjeptsieaalization

which Baker (2010) dubs as Verb-Object Constraint (VOC). Since the verb and object
are not adjacent in VSO, it follows that either the verb or the XP containing the verb
moves over the subject to the left. Alternatively, the object may move to the right, over
the subject in the rightward specifier position. However, since antisymmetric syntax
requires uniform leftward movement as well as specifiers on the left side, this option
cannot be considered here, but | return to it in section 4.

Given the prerequisites of antisymmetric syntax, both VSO and VOS orders must be
derived. Two potential approaches exist in the literature that can derive the orders, namely,
head movement analysis and VP- (and VP-remnant) movement analysis. Under head
movement analysis the verb moves over the subject deriving VSO from SVO. However,
to derive VOS orders, we must stipulateohfect shift crossing the subject. This would
require gpostulation of atrong feature that optionally triggers object shift (recall that
verb-initial orders with arguments of equal degree of definiteness can optionally read
as VSO or VOS). This rules out a uniform head movement analysis.

Under avVP-movement analysis, the VP containing the verb and its object move to
aposition in front of the subject, which derives VOS orders. However, in order to derive
VSO orders, we run into the same problem (as with the head movement analysis) of
having to postulate strong feature that optionally triggers object shift out of VP, before
the VP fronts. Consequently, we are left with the option of having both VP-movement
and verb movement. That is, either VP moves to the front along with the direct object
yielding VOS or verb alone moves to the front yielding VSO, as illustrated in (15a) and
(15b), respectively.

$ UHYLHZHU VXNKHVW\P WMAKPFWVIRPH HUuHFWYV RI LQIRUPDWLR
WZR VWUXFWXUHV LQ +RZHYHU LW VHHPV WKDW VXFK Hu
are ambiguous (Aaron Broadwell p.c.). If correct then the option of deriving either order likely
HILVWV LQ QDUURZ V\QMUM[FW DWKIOMU WMKNHHQV DBVODQH SRVW V\Q
triggers either® or VP movement should then be syntactic rather than a discourse feature, as
the reviewer proposes.
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In (15), lassume that the projection to which either VP or the verb moves is TP.
Furthermore, hssume that the TP projection bear&&® feature that must be checked
either by VP, or in the case of verb movement by the subject which raises to spec,TP in
(15b) yielding the structure in (16).
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Subsequently, the verb raises to ¥gf. 17) deriving the correct word order. Since
Kagchikel is morphologically rich involving aspectual morphology as well as agreement



morphology that appear on the verbal stem, verb movement to the higher position can be
triggered by any of these higher inflectional morphemes. For example, thdomgs a
standing view that head movement is often triggered by affixal requirements of higher
functional heads, such as agreement morphology (cf. Bobaljik and Thrainsson 1998;
Rohrbacher 1994, 1999; Koeneman 2000; Koeneman and Zeijlstra 2014; Tvica 2017).
Thus, (15a-b) are derived to yield the following two structures, respectively:

ou

In (17a) where the VP containing the verb raises to spec, TP, the verb and the affix in the
Agr® position appear adjacent at PF which allows the affix to appear on the verb, whereas
in (17b) the verb raises to Agrhere the affix attaches to the verb. Importantly, when argu-
ments are of equal degree of definiteness the syntax generates either (17a) or (17b), allowing
for ambiguous interpretation of verb-initial orders, i.e. either VOS or VSO, respectively.
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However, when subjects are definite and object indefinite, only (17a) is possible. In
contrast, when subjects are indefinite and objects definite, the order must be SVO which
requires subject movement telause initial position (spec,AgrP or higher). Importantly,

the subject movement to spec,AgrP must be available in both (17a) and (17b), as SVO
orders allow adverbial intervention in all positions. Concretely, if the subject movement
to spec,AgrP is available only in (17a) then we cannot derive SVAdvO orders, which
are attested. If, however, subject to spec,AgrP is available only in (17b) then we cannot
derive SAdvVO orders.

Nevertheless, even with both structures employed to generate all possible adverb
placements in SVO orders, problems still arise. The generation of SAdvVO orders with
the subject movement to spec,AgrP, requires that adverbs must be adjoined to TP. If this
is correct, then it is not clear why adverbs cannot intervene between the verb and the
subject in VSO orders, as generated with the structures in (17b). More generally, there is
anadditional problem for (17), namely, why can’t adverbs adjoiPto Waqchikel? This
certainly comes assrprise as low adjunction of certain types of adverbs is common in
many other languages.

Although the analysis correctly accounts for the VOS-VSO alternations, (17) must
involve the *DEF<INDEF restriction, suggesting that in the antisymmetric syntax the
indefinite arguments must be higher than the definite. Thisabkgpatory stipulation,
which is a priori undesirable. More importantly, it runs counter to crosslinguistic findings,
according to which it is typically the case that the definite arguments raidegoea
position, as in many Germanic languages.

In the next section,develop asymmetric analysis that accounts for both the lack of
adverbial intervention and for the surprising restriction on the linear order of arguments
with unequal degree of definiteness (i.e. *<DEF,INDEF>).

4. Rightward Movement Analysis

4.1 Spec-Final Orders

In order to mitigate the ordering constraint *DEF<INDEF let us suppose thaPthe
specifiers are adjoined to the right. In Kaqchikel, there is some independent evidence for
this assumption from possessive phrases. Standardly the possessor and the possessee,
e.g.in English, are assumed to occupy specifier and complement positions, respectively.
This corresponds to the left-right <possessor, possessee> linear order. In Kaqchikel,
however, the linear order is opposite (cf. 18), already superficially suggesting the right-
wardness of specifiers.

(18) n-u-kanoj r-ixjayil a Manuel rij@’

CON-3.SG.ERGlook:for 3.5G.ERGwife Manuel s/he
‘Manuel’s wife is looking for him.’
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Furthermore, to allow the optionality of the postverbal argument orders in (7), let

us assume that subjects and objects of equal degrees of definiteness surface as spec
ifiers of asingle head. There is substantial literature on multiple specifiers in which
it has often been observed that in certain cases the order of specifiers can alternate

FI &KRPVN\ 5LFKDUGYV %RANRYLU -LPpQH] C
YHUQIQGH] -LPpQH] )HUQIQGH] DQG ,VVHYHU YR L
in the free order of wh-words in multiple-wh-fronting languages, such as Serbo-Croatian
DQG 5XVvVLDQ ZKHUH WKH\ FDQ DSSHDU DV PXOWLSOH
This idea can be extendedwuB, which would project multiple specifiers that can host
both arguments of taansitive verb in Kagchikel. With the assumption that multiple
specifiers are on the right (as has been proposed by Aissen 1992), we can postulate that
the KagchikelP projects the surface structure in (19).

Y3
N\
Y3 REM3
PN

Y ‘3ve
N

Y 93

Wrm 9

Here, the object DP appears at the outer specifier, while the subject at the inner specifier
of vP. Crucially, given the VOC, the object DP must be base-generated as the sister of V,
suggesting that it must undergo movement to the outer specifiér of

4.2 Rightward Movement

The structure in (19) involvescaitical deviation from what has standardly been observed,
namely that movement is predominantly to the left. Contrary to this, the object DP
in (19) moves to the right. Heredke aposition that movement to the right is possible,

and although it is rare dssume that there are no syntax-internal principles that forbid it
(contra Kayne 1994). Rather, the apparent scarcity of rightward movement may follow
from grammar-external factors such as parsing, as argued for by Ackema and Neeleman
(2002) and Abels and Neeleman (2012), and even modality, as rightward movement has
been observed in sign language (cf. Cecchetto et al. 2009).

4.3 Basic Clause Structure in Kagchikel

With the assumption that syntax is symmetric, involving instances of rightward move-
ment, as given in (19), there are (at least) two hypotheses with respect to the order of
postverbal arguments (of equal degrees of definiteness) that yield either VOS or VSO
orders in Kagchikel.
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A. Objects must raise to the outer spec,vP, which allowsffeedinearization of
subjects and objects at spde,

B. Objects optionally raise to the outer spec,vP, which yields either order deriva-
tionally

Let us consider both hypotheses. Under hypothesis A, object shift is uniform in
all derivations. (20a) derives both Y5, . and VS O, orders, while (20b) derives
the indefinite counterparts. Structurally in both cases the object is syntactically higher,
however, since both arguments are multiple specifiers of the same hedll {fhey
can be linearized in either order. This patterns with the free ordering-efords in
multiple-wh-fronting languages, as well as in multiple-topic-fronting languages, where
WKH PXOWLSOH VSHFLILHUV RI & FDQ DSSHDU LQ HLW|
ZLWK PXOWLSOH VSHFLILHUV RI 73 DV SURSRVHG E\ -L
Regarding the clauses with arguments of different degrees of definiteness, (20c)
derives VO .S, Here, the indefinite object surfaces in situ and cannot move higher
over the definite subject, in accordance with the *<DEF,INDEF> restriction. Lastly, the
VS, .0, Orders can in principle be derived as (20d) illustrates. However, this configu-
ration is ungrammatical, as only SVO orders are available when subjects are indefinite
and objects definite; In such configurations, the subject must escape to the clause-initial

position (cf. 21).

D Y3 E Y3
PN AN
Y3 36 Y3 '3LeH
Yp/\'s Yp/\'3
GH LGH
AN PN
Y 93 Y 93
N N
We 9 Widhi

4 A reviewer suggests that there should be some mechanisms that allow for rightward
PRYHPHQWY 8QGHU WKLV DFFRXQW WKH OLQHDUL]DWLRQ DC
must follow heads in Kaqchikel vPs, as opposed to for example the LCA, which cannot linearize
VSHFL{;HUV WR WKH ULJKW



AN AN
Y3 '3LgH Y3 GH
Yp/\'s 1(1/\
GH L@
PN PN
Y 93 Y 93
PN PN
W 69 WaH 9

Under hypothesis B, object optionally raises to the outer spec of vP in both (20a) and
(20b), yielding both VOS and VSO, where both arguments are definite in (20a) and both
indefinite in (20b). In (20c) object cannot raise to the outer spec,vP as this violates the
*<DEF,INDEF> restriction. (20d) can in principle be derived, however configurations
with indefinite subjects and definite objects must yield SVO orders, so the subject must
escape to the clause initial position.

For both hypotheses A and B scenarios, it seems to be the case that multiple speci-
fiers ofw’ cannot be occupied by arguments of different degrees of definiteness, as object
shift cannot take place in (20c). However, in (20d) it might take place, but we cannot
detect it as, in this context, the indefinite subject must appear before the verb.

The crucial difference between the A and B scenarios is that under A, object always
moves to the outer spec,vP, whereas under B, object movement is largely optional and
it seems to have the same problem thaMe shown for the antisymmetric analysis in
section 3, where we would have to stipulat®ptional strong feature that triggers object
shift. In addition, the B scenario employs optional movement of definite objects, which
raises the question of why (20d) is not possible? For A, whadopt and contend to be
superior, it can be argued that it is precisely because the object obligatorily raises over
the subject to the outer spec,vP that the indefinite subject must escape to the clause-initial
position in (21). In addition, the idea that definite objects optionally raise is challenged



by some empirical evidence pertaining to the Principle C effects, whiskuss next,
suggesting that definite objects must move pmsition from which they c-command
the subject, such as the outer spec,

4.4 Principle C

In Kagchikel verb-initial orders, pronoun in the object position can bindrRuexpression

inside the subject. According to Broadwell (2000) when the possessor of the subject is
antecedent to a following pronoun as in (22a), SVO order is obligatory (cf. 22b).

(22) (a) n-u-kanoj r-ixjayil a Manuel rij@
CON-3.SG.ERGlook:for 3.5G.ERGwife  cL Manuel s/he
*Manuel's, wife is looking for him.’

‘Manuel’s wife is looking for hir@.’

(b) r-ixjayil a Manuel n-u-kanoj rija’
3.SG.ERGwife | ... Manuel  CON-3.5G.ERGlook:for s/he
‘Manuel's wife is looking for him.’

In addition to SVO orders in which subjects are indefinite and objects definite (cf. 12),
in (22b) both subject and object are definite. If definite objects optionally raise over the
subject, as is the case under scenario B, then the object could iresitiuna position

from which it cannot c-command the subject at spec,vP. In other wor@sS arder
should be available, but this according to Broadwell (2000) is not possible.

Since both arguments wind up in multiple specifiers the question arises how the
c-command relations are established between the two specifiers of the same head. Note
that Abels and Neeleman (2012) abstractly show that asymmetric c-command can hold
between two specifiers of the same phrase, which suggests that if both arguments are
specifiers of the same head, then there candseoanmand relation between the two,
which could lead to binding effects (see also Guimaraes 2008). This suggests that under
the analysis in (20) the object in the outer specifier of vP must c-command the subject
in the inner specifier of vP. In terms of geometric relations this indeed is this case.
However, under Kayne’s (1994) notion of c-command as given in (31) the two specifiers
symmetrically c-command each other.

(23) Xc-commands Y iff X and Y are categories and X excludes Y and every category
that dominates X dominates Y. (Kayne 1994, 16)
X excludesy if no segment of X dominates Y. (Chomsky 1986, 9)



Abstractly, (23) stipulates that in the following multiple-specifier structures, neither
YP nor XP asymmetrically c-command each other:

=B E 3 =
PN , /\“<3
< :u =
l /\\ ;3 =g T ;3| \
N YN
[ = :3 = 3 [

| |
] ]

But, in (25a) YP asymmetrically c-commands XP, and in (25b) XP asymmetrically
c-commands YP.

D =3 E =3
T
<3u =H 03
N | N N
=u 03 /\\ =T | 3 0 <3
/\z /\:3 0 ;3 = 3 [ P

| l
] P ]
(25a) is exactly the structure of (22a), which is represented in (26), where the object

pronoun (DP1) in the clause-final position asymmetrically c-commands the subject
(DP2):

m/\ 3 lF>L KL

/\ /\

Y 93 n 3
(E AN RN l
RN 9 W ' 13 QUEH

Since (22a) is ungrammatical unddsaund reading, the apparent principle C violation

in (26) is mitigated by the subject movement to the clause-initial position as represented
in (27). Here, the subject moves tprajection XP, the nature of which is not relevant

for the purposes here. However, as Kaqchikel productively uses actor focus morphology
in SVO orders. The AF morpheme, typically appearingsasfa on the verb, could be
hosted by X X° triggering verb movement.



/'u\ 3 /\Ys g
|13 ®HO (\G\N l3
ZLIH \ KLP
Y 93
PN
OR R9 W

DP movement to the left (rather than to the right) can potentially be attributed to processing
limitations (cf. Ackema and Neeleman 2002). The movement of the subject in (27) is
likely along-distance movement, due to potentially other projections between vP and XP
(such as TP and AspP). Hence, it is not surprising that it is to the left as crosstinguisti
cally there is practically no evidence of long-distance rightward movement. Ackema
and Neeleman (2002) suggest that the absence of long-distance rightward movement is
due to processing limitations.

Since binding relations hold between arguments occupying multiple specifiers, it is
reasonable to expect that this is something that we find in multiple specifiers elsewhere.
Indeed, this is precisely what has been observed in the order of the multiply-fronted topics
in Romance, but then from the higher position on the left side (cf. Lépez 2008joa
image of what we see in Kagchikel. A pronoun in the leftmost fronted topic in Spanish
binds into the nominal within the subsequent fronted topic, violating PrinCipléis
is demonstrated in (28c) which is ungrammatical under the relevant reading.

(28) (a) Cada nifio  puso sy chaqueta en el armario
Each child put- @€ #&elf's coat in the closet
‘Each child put his/her coat in the closet.’

(b) Cadanifio sychaqueta la puso en el armario
(c) */??Suchaqueta cadaifio la puso en el armario

Under this analysis the attested placement of adverbs is straightforwardly accounted
for. If both arguments remain vP-internal with multiple specifiers being available in vP,
then it is expected that adverbs (standardly assumed to be vP-adjoined) cannot intervene
between the verb and its arguments in VOS and VSO orders. The relevant assumption
here is that the multiple specifiers 8fare freely ordered at PF (under hypothesis A),
allowing both VOS and VSO. The crucial part of the assumption is that the free ordering



holds only between the elements in the specifiers contebtwithrout the inclusion of
adjuncts, or else the system would incorrectly generate VSAdVO and VOAdvO orders.

The added benefit of the analysis is that the much greater freedom of adverbs in
SVO orders follows straightforwardly. As discussed above, SVO orders are assumed
to be derived from verb-initial orders and involve subsequent subject movement to the
clause initial position as well as verb movement to the head of the projection that hosts
the AF morphology, which appears asudfix on the verb. The extraction of the subject
and the verb to aP-external position yields adverbial intervention effects that are not
attested in verb-initial orders.

5. Concluding Remarks

In this paper have argued thatuniform head movement analysis as proposed by
Clemens and Coon (2018) does not straightforwardly account for verb-initial orders in
Kaqchikel, as the VSO-VOS alternation appears to be syntactic, rather than post-syntactic.
I have therefore discussed two potential ways of deriving the VSO-VOS alternation,
involving antisymmetric (with uniform leftward movement) and symmetric analyses.
There appear to be two empirical hurdles for the antisymmetric analysis: (i) it is unclear
why adverbial intervention is blocked in verb-initial orders, and (ii) the ad hoc stipula
tion that definite arguments cannot precede the indefinite runs counter to crosslinguistic
findings, as definite-before-indefinite orders anelely attested. Neither of these issues
arise under the symmetric analysis, suggesting that traditional syntactic theories that
allow for mirror-image structures might be on the right track.
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Abstract: Bilingual children may display language difficulties that are, at times, misun
derstood as lnguage impairment. Previous work has suggested that nonword repetition
tasks may be used to disentangle difficulties related to bilingualism from difficulties
related to developmental language disorder (DLD), since the patterns observed in these
two groups may be different: specifically, DLD children were shown to be more prone
to errors related to nonword length and to be more sensitive to the presence of phono-
logical clusters.

This study offers some preliminary data oneav sample of children, Czech-
English sequential bilinguals, and it compares their performance to that of English DLD
children (both groups were assessed witkaglish task). Contrary to previous studies,
in this sample, groups did not differ in performance: both bilinguals and children
with DLD in fact displayed anain effect of length (long nonwords were repeated
less accurately), andmaain effect of cluster (nonwords containing clusters were
repeated less accurately). These findings suggest that the use of nonword repetition
to disentangle bilinguals from children with DLD shall be exerted with caution and
may not extend to all language pairs.

Keywords: bilingualism; nonwords; phonology; developmental language disorder

1. Theoretical Background

1.1 Nonword Repetition as a Clinical Tool

Nonword repetition is one of the most reliable systems to assess language difficulties
in children and nonword repetition tasks are usually part of the assessment batteries
used to diagnoselanguage disorder inchild. Classic research shows that deficits in
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nonword repetition tasks correspond to deficits in working memory (Gathercole et al.
1994) and/or phonological processing (Snowling, Chiat, and Hulme 1991). Since both
working memory and phonological processing appear to be impaired in children with
language disorders, nonword repetition tasks have been shown to reeeient
diagnostic accuracy, and they are adopted acreédeavariety of languages, such as
English, German, Dutch, Italian, French, Russian, Czech, Viethamese (Chiat 2015).

As Gathercole et al. (1994) explain, children, with or withadisarder, are sensi-
tive to the length of the nonword they are asked to repeat, and longer nonwords cause
more problems and tend to be repeated less accurately. This finding is described as
aworking memory effect (Baddeley, 2003): When we listen to speech, the sequence of
sounds perceived is rehearsed fgegy short time in our mind, and then it is rapidly lost
from memory. If the sequence of sounds haganing, its perception may lead to the
activation of specific representations in the lexicon. If, as it is the case with nonwords,
it has no meaning, the only representational component that will be active is working
memory, and specifically the so-called phonological loop. Nonword repetition offers
thus primarily aneasure of the phonological loop (Baddeley 2003). While it is true
that increased nonword length represerdBalenge for all children (Gathercole et al.
1994), several studies show that these effects are larger in childrerdeitblapmental
language disorder (Chiat 2015). Thus, difficulties associated with increased nonword
length are considereduseful parameter to differentiate typically developing (TD)-chil
dren from children with DLD.

As further research has shown, the number of segments or the length in milliseconds
are not, however, the only parameters that predict difficulty in nonword repetition.
Archibald and Gathercole (2006), for instance, showed that nonwords matched in length
may still lead to different results when they differ in their phonological complexity.
Nonwords that contain phonological clusters (sequences of at least two consonants) are
repeated significantly less accurately than nonwords that do not contain phonological
clusters, and, again, this is particularly evident in children who receigdedjaosis
of language impairment. Thus, deficits occurring with increased nonword length are
regarded as working memory deficits, while deficits occurring in nonwords containing
clusters of consonants are regarded as phonological deficits, and these deficits may be
XVHG WR DVVHVV D GHYHORSPHQWDO ODQJXDJH GLVRL
Archibald and Gathercole 2007).

1.2 Nonword Repetition in Bilingual Children

Studies on the performance of bilingual children in the repetition of nonwords have
given very mixed results. In principle, nonword repetition shall not be heavily affected

by the domain that tends to be more problematic for bilingual children, lexical access
(Bialystok, Craik and Luk 2008), since nonword are by definition items that do not

belong to the lexicon. However, several studies have shown that TD monolingual children



outperform TD bilingual children in nonword repetition accuracy, and TD bilinguals
may match monolingual children with DLD in their overall score with nonwords (Chiat
2015). This overlap is problematic, as it reduces the applicability of nonword repetition
as adiagnostic tool. Due to this pattern in overall performance, several researchers have
turned to anore fine-grained analysis of the features of the nonwords as predictors of
accuracy, rather than looking at overall performance, when comparing monolingual and
bilingual children.

The parameters presented in the previous section (length and phonological
complexity) are important and may offetaml to disentangle the difficulties observed
in bilinguals and those observed in children witarsguage impairment. A study by
Thordardottir and Brandeker (2013) is particularly relevant to explain this concept.
In this study, the authors investigated nonword repetition scoresiigeasample of
French-English bilingual children and compared their performance to that of French
monolingual children with diagnosis of language impairment. In this experiment, the
authors investigated how different nonword properties may affect performance, given that
both bilinguals and DLD children may perform, in terms of overall accuracy, below the
monolingual norm. The study showed that while DLD children were highly sensitive to
nonword length, bilingual children were not affected by this property of the nonwords.
Longer nonwords were problematic for children with DLD, but were not problematic
for bilingual children. This difference may be regarded @mobfor language assess
ment. As the authors suggested, while the performance in terms of overall score may be
lower in both bilinguals and children with DLD, differences of this kind may be used to
understand whether a bilingual child has a disorder.

Another study that is promising in this regard is that of Dos Santos and Ferré
(2018). In this experiment, the authors compared monolingual and bilingual children,
with and without language impairment, in their nonword repetition scores. Children were
assessed with larench nonword repetition task, and the bilinguals’ sample consisted
of children speaking French as L2 andaasiety of languages as L1. Interestingly,
the study in first instance displaysl@screpancy with Thordardottir and Brandeker
(2013): the length effect was observed not only in the DLD groups (both monolingual
and bilingual), but also in the bilingual TD group. The only group that did not show
alength effect was the monolingual TD group. Aseaond step, the authors compared
the roles of phonological clusters (specifically comparing nonwords with one vs two
clusters) in predicting performance. Their results show that this property was able to
differentiate bilingual TD children from bilingual children with DLD. In this sample,
both monolingual and bilingual DLD children displayesgharp drop in performance
when two clusters were present. On the contrary, the TD groups (both monolingual and
bilingual) did not show aignificant drop in performance. According to the authors,
thus, phonological complexity may be used to disentangle difficulties related to bilin-
gualism from difficulties related todisorder: while overall scores may be lower in
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both bilinguals and DLD children, only DLD children may show significant effects
related to clusters.

This complex and mixed bundle of data offers ideas for further research and
contributes to the quest for parameters that could help separate difficulties related to
bilingualism from difficulties related to DLD. The final aim is findingediable system
to assess DLD in bilinguals, with the rationale that if TD bilinguals and DLD children
display qualitative differences in nonword repetition, when bilinguals show traits of DLD
children in their performance one may suspect that they hdisemer. This concept
was well summarized by Chiat (2015), itharough review of the potential role of
nonwords in the assessment of language disorders in bilinguals. As she states (Chiat
2015, 14): “If bilingual children are less affected by length and/or syllable complexity
than those with language impairment, these factors may help with clinical diagnosis in
bilingual children when their overall scores fall below those of monolingual children.”

As Chiat (2015) further explains, despite the promise of this idea, evidence is
currently very limited, and further studies contributing to this research agenda are
warranted. The current study contributes to this agenda with data froewiausly
unexplored group, Czech-English sequential bilingual children.

2. Methods

2.1 Ethical Concerns

This study is part of the Primus project “Core syntax in bilingual children with varying
levels of input” (www.csbc.ff.cuni.cz), directed by the first author of this article. The
project was reviewed by Charles University Ethics Committee, and it received ethical
approval. This study contains testing involving human participants. All procedures
performed involving human participants were in accordance with the ethical standards
of the institutional research committee and with the 1964 Helsinki Declaration and its
later amendments. Informed consent was obtained from at least one parent for all indi-
vidual participants involved in this study.

2.2 Participants
The study involved two groups of children: one group of sequential bilingual children
(Czech-English), and one group of monolingual English children with developmental
language disorder (DLD).

7KH ELOLQJXDO JURXS FRQVLVWHG RI FKLOGUHQ
tional schools in Prague. Participants were all bilingual speakers of English and Czech,
having Czech as L1, and they have started acquiring English from the ages of 1 to 4 and
are thus classified as early sequential bilinguals (Meisel 2009; Tsimpli 2014). The data for

L

WKLV JURXS ZHUH FROOHFWHG E\ %YUDEFRYi DV SDUW R
%UDEFRYi $ TXHVWLRQQDLUH GLVWULEXWHG WR WKF
DJH RI RQVHW WR (QJOLVK DQG WKXV SURYLGHG WKH L



tested darger sample of children, but we decided to exclude simultaneous bilinguals
because they were only 11, and the subsample was thus too small for us to reach meaningful
conclusions. A parental consent for the testing was also provided from each participant. All
children were Czech-English bilinguals, using mainly English in their education and both
English and Czech in their everyday life (as assessed with a questionnaire).

The DLD group consisted of 18 children, aged 5 to 14, whose data was provided
by the Department of Clinical Language Sciences at Reading University. These chil
dren attended the clinic because they were experiencing language difficulties, and they
received aliagnosis of language impairment because they performed at least one standard
deviation below the mean in at least one other language test. The tests used were the Test
IRU WKH 5 HFHSWLRQ RI *UDPPDU( %LVKRS WKH
YXQGDPHQWDOV( 6HPHO :LLJ DQG 6HFRUG DQG W
1989). Children in this sample were assessed vitittary of tests, and since these asse
ssments were completed for clinical reasons and not for research reasons, each child did
not necessarily complete the whole battery. Despite these differences, all children were
assessed with the Children’s test of Nonword Repetition (CNRep, Gathercole et al. 1994),
ZKLFK LV DOVR WKH QRQZRUG UHSHWLWLRQ WDVN WKI
background assessment of bilingual children, and at least one of the other language tests.

2.3 Nonword Test

The CNRep is one of the most widely used nonword repetition task in the United Kingdom
(Archibald and Gathercole 2006). The task is comprised of 40 items of different length
(10two-syllable nonwords, 10 three-syllable nonwords, 10 four-syllable nonwords,
10five-syllable nonwords). Example of nhonwords used in this task are: “glastow”
(2 syllables), “dopelate” (3 syllables), “woogalamic” (4 syllables), “sepretennial”
(5 syllables). Normative data suggests that children of all ages tend to perform more
poorly with nonwords of increasing length (Gathercole et al. 1994).

Our approach to the data follows Cilibrasi et al. (2018) and Archibald and Gathercole
(2006), as it compares performance in nonwords with clusters against nonwords without
clusters. Following Cilibrasi et al. (2018), we focus on noninitial clusters in medium
and long nonwords (4 and 5 syllable), since initial clusters in short nonwords are shown
to behave idiosyncratically and aréeas reliable measure of phonological processing.
Noninitial clusters are more reliable measure of phonological processing, and in CNRep
these clusters only appear in 4 and 5 syllable nonwords. Table 1 summarizes how this
approach compares to the previous studies mentioned in the introduction. The three
studies led to rather different results, but since both languages and methods differ, we
may not reliably suggest what is causing these different outcomes. This summary may
serve for further investigations in whicls@aller number of conditions could be changed,
and it may be possible in the future to establish whether differences between these three
studies are related to methodological differences or to language differences (or both).
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Thordardottirand | Dos Santos and Ferré | ... .
Brandeker (2013) |(2018) Cilibrasi et al. (2022)

Language French French English

. French L2 speakers wit .
Target group F_rgnch—Engllsh il R au BIUDE Tk hC:_z_ech-Engllsh
bilinguals bilinguals
of L1s
(®eglife]No[(ell]sM French monolingualdrench monolinguals, English monolinguals
with DLD with and without DLD  with DLD

French nonwords

Task of varving lenath French nonwords of  English nonwords of
characteristics 1ying 'eng varying length, with 0, 1 4 or 5 syllables, with
(clusters not ;

or 2 clusters or without a cluster

controlled)

/HQIWK HUHFW.LO ERWK
/HQJIWK H uH MDaD Brg TD chi@ren. b

RGNS DLD children &OXVWHU HuH %Ugtﬁﬁ:a@wn@b

DLD

Table 1. Comparison of the current study with Thordardottir and Brandeker (2013) and
Dos Santos and Ferré (2018).

2.4 Scoring

Bilingual children were asked to perform this task in their L2. Phonologies of L1
andL2 are shown to interact in bilingual speakers, and the phonology of L1 may
be dominant over the other phonology, affecting the realization of phonemes in L2
production (Paradis 2001; Babatsouli and Ingram 2015). As such, scoring in this sample
consisted in measuring whether the child was attempting at the correct target, rather
than measuring whether the child was articulating wikaadard British accent the
phonemes they heard in the nonword. CNRep Hmsaay type of scoring: correct vs
incorrect. In this study, deviations from the target were counted as mistakes, but not
mispronunciations. For instance, the reduction dfiater was counted as entorrect
repetition (i.e'sepetennial” in place of “sepretennial”). In the meantime, the use of

D WULOO U W\SLFDO RI &]HFK LQ WKH SODFH RI D YR
of British English, or similar phonemic variations, were not considered errors.

2.5 Hypothesis

Based on the previous work of Thordardottir and Brandeker (2013) and Dos Santos
and Ferré (2018), our hypothesis is that bilingual children’s performance will be less
dependent on phonological complexity and length than DLD children’s performance.
Our prediction is that DLD children will be showing large length and cluster effects,
while bilinguals will be showing small or nonsignificant effects for the same variables.



3. Results

Accuracy was measured abiaary variable (accurate vs inaccurate), and for each
participant it was then coded as proportion of correct responses in each of the 4 given
conditions (4-syllable with cluster, 4-syllable without cluster, 5-syllable with cluster,
5-syllable without cluster). Thus, for each condition, and each participant, accuracy was
avalue between 0 and 1. Descriptive statistics for both groups are presented in Table 2.

Four syllables |Five syllables |Without cluster | With cluster

CIMENEE 0.79 (0.18)  0.69(0.19)  0.78 (0.18) 0.7 (0.19)
BIGIN 053 (0.34)  0.41(0.32)  0.53(0.31) 0.41 (0.34)

Table 2. Descriptive statistics. Mean values for the variables investigated (standard
deviation in parenthesis).

The full dataset was analysed with linear mixed models (Bates 2005). The chosen model
included accuracy as the dependant variable, and length, cluster, and group as fixed
effects (main predictors). The fixed effect of length consisted of two categories, 4 and
5 syllable nonwords (as noninitial clusters are only present in 4 and 5 syllable nonwords
in the CNRep test). The fixed effect of cluster also consisted of two categories, presence
vs absence of aon-initial cluster. Both length and cluster were re-leveled using the
sliding contrast function (MASS library). The random effect of item could not be included
because, for the clinical group, the data we had available were already summarised by
condition (we did not have access to performance on each specific item), so the only
random effect included was participant. The random structure was chosen comparing
several possible random structures (usinguaova) and picking the model with the
smallest AIC (see Baayen et al. 2008 fakeacription of this procedure). Foful list

of the models compared see the Appendix. The chosen model was thus:

M2 <- Imer(acc ~ length*cluster*group + (length|part), na.action=na.omit)

The full model revealedmain effect of length, eain effect of cluster, andraain effect

of group (Table 3). None of the interactions reached significance. Based on the signs of
the estimates, these results indicate that long nonwords were repeated less accurately
than shorter nonwords, nonwords without clusters were repeated more accurately than
nonwords with clusters, and bilingual children outperformed in overall score the children
with DLD. The lack of significant interactions indicate that the patterns observed are
similar in the two groups: even though overall proficiency is lower in DLD children,
both groups are similarly sensitive to length and cluster effects.



-0.11 0.02 -3.79 <.001 *
-0.10 0.02 -3.88 <.001 *
Group 0.26 0.06 3.96 <.001*
-0.05 0.05 -0.94 0.4
Length:Group 0.01 0.05 0.21 0.8
Cluster:Group 0.04 0.05 0.73 0.4
Length:Cluster:Group [k} 0.11 1.26 0.2
Table 3. Fixed effects from the full model

To further explore the dataset, the two groups were also analysed separately, and age
was added in each separate model. These models included accuracy as the dependant
variable, length, cluster, and age as fixed effects (main predictors), and participant as
arandom effect. Age was centred, following directions of Kraemer and Blasey (2004).
The next section presents results obtained from these models, separately for the
bilingual group and the DLD group.
For the Sequential Bilingual group, the model showsigaificant main effect of
length, t(63)=-2.81, p = 0.006, andgignificant main effect of cluster, t(63) = -2.34,
p = 0.02. No other main effect or interaction reached significance in the analysis. The
two main effects are represented visually in Figures 1 and 2.

0.9

0.8

0.7

0.6

Accuracy

0.5

0.4

0.3

0.2

M 4 syllables [ 5 syllables

Fig 1: Proportion of correct repetitions in nonwords with 4 and 5 syllables in Sequen-
tial Bilinguals. This figure represents the main effect of length. Accuracy was obtained
dividing the number of correct responses by the number of items repeated. Overall,
nonwords with 4 syllables were repeated more accurately than nonwords with 5 syllables.
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B With cluster [7] Without cluster

Fig 2: Proportion of correct repetitions in nonwords with either the presence or the
absence of aoninitial cluster in Sequential Bilinguals. This figure represents the main
effect of cluster. Accuracy was obtained dividing the number of correct responses by
the number of items repeated. Overall, nonwords contairghgster were repeated less
accurately than nonwords which did not contain a cluster.

The second part of the analysis focused on the DLD participants. The model showed
asignificant main effect of length, t(48)=-2.7, p = 0.008igmificant main effect of
clustert(48)=-2.96, p = 0.004, andwarginal main effect of ag&;16)=2.02p = 0,059.

No other main effect or interaction reached significance in the analysis. The two signifi-
cant main effects are presented visually in Figures 3 and 4. The marginal main effect of
age is not surprising in this sample, since the age range was considerably larger in the
DLD group than it was in the bilingual group. The general tendency, as expected, was
towards an improvement of performance with growing age.

09
0.8
0.7

0.6
0.5

Accuracy

0.4
0.3

o

0.2

0.1

0 —

M 4 syllables [T 5 syllables

Fig 3: Proportion of correct repetitions in nonwords with 4 and 5 syllables in DLD chil
dren. This figure represents the main effect of length. Accuracy was obtained dividing
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the number of correct responses by the number of items repeated. Overall, nonwords
with 4 syllables were repeated more accurately than nonwords with 5 syllables.

0.9 ‘\
0.8

0.7

0.6

0.5

Accuracy

0.4

0.3

0.2

0.1

B with cluster [7] without cluster

Fig 4: Proportion of correct repetitions in nonwords with either the presence or the
absence of aoninitial cluster in DLD children. This figure represents the main effect of
cluster. Accuracy was obtained dividing the number of correct responses by the number
of items repeated. Overall, nonwords containifuater were repeated less accurately
than nonwords which did not contain a cluster.

4. Discussion

This study investigated the roles of length and phonological complexity in predicting
nonword repetition accuracy ingaoup of Czech-English sequential bilingual children,
and it compared their performance to the performancggp of monolingual English
children with developmental language disorder (DLD). The results showed that children
(in both groups) were sensitive to nonword length and nonword phonological complexity,
with longer nonwords being repeated less accurately, and nonwords containing clusters
being repeated less accurately. Bilingual children outperformed DLD children in overall
score. Additionally, the DLD group displayedrearginal main effect of age, probably
due to the larger age variability in that sample, with performance improving together
with growth in age.

These findings contribute to the ongoing discussion on the potential role of nonwords
in assessing DLD in bilingual children (Chiat 2015). In previous work, Thordardottir and
Brandeker (2013) have shown that French-English bilingual children are less prone to
length effects in nonwords than French monolingual children wdthgnosis of language
impairment. This finding led to the proposal that length effects magbedcandidate
for the recognition of qualitative differences in the performance of bilinguals when
compared to children with DLD: the proposal of Thordardottir and Brandeker (2013)
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is that, even though both groups may perform below monolingual norms, bilinguals
may be differentiated because they are not sensitive to length effects. \hiliegLal
displays dength effect, one may suggest that this could ftegeof apotential language
difficulty (a DLD symptom).

Our findings go against these claims and suggest that this approach may potentially
be problematic. In our sample, both groups showed a main effect of length.

A second relevant comparison may be made with the study of Dos Santos and
Ferré (2018). In their study, the authors found that phonological complexity was
efficient in disentangling TD bilinguals from DLD monolinguals. In their sample, while
monolinguals with DLD showed sharp decline in performance when presented with
nonwords that contain two phonological clusters, no significant decline in performance
was observed in the bilingual sample. Importantkigaificant decline was instead
observed in group of bilingual children with DLD: this pattern was taken to justify
the use of phonological complexity aparameter to disentangle difficulties related to
bilingualism from difficulties related to DLD. As@nsequence, this discrepancy leads
to the suggestion that phonological complexity may be usedystea to diagnose
DLD in bilingual samples.

Also in this case, our findings are not consistent with previous work, and suggest
thus that phonological complexity may not necessarily succeed in disentangling bilin
guals and DLD children. Contrary to Dos Santos and Ferré, we did find that both groups,
DLD and bilinguals, behaved in the same way with nonwords of varying phenolog
ical complexity: In both cases, we observadain effect of cluster, with performance
declining significantly when nonwords contained a cluster.

In summary, in the current study, bilinguals and DLD children were shown to
be sensitive in nearly identical ways to the two parameters manipulated (length and
phonological complexity). Thus, none of these two variables would have been efficient
in separating these two groups, if deemed necessary.

The consequence is that (if such results were replicated) nonword length and
nonword phonological complexity may not be safely used to recoghézeyaage
impairment in ailingual child, at least in those with Czech L1 assessed in Erdlish
There is nothing in our bilingual sample that could make us susfmEtj@age impair
ment in these children, and it appears rather that nonword length and nonword phono-
logical complexity are affecting bilinguals’ performance similarly to what is observed
in DLD children. Following the reflections of Chiat (2015), we stress that further data
is necessary to fully understand the extent to which nonword length and phonological
complexity may be used to disentangle bilinguals from children with DLD, anrd ulti
mately whether some nonword properties may be used to ad3eBsia bilingual
children. Our study is smaller in size than the studies completed by Thordardottir and
Brandeker (2013) and Dos Santos and Ferré (2018), and it religdifterent pair of
languages.
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Further work with larger samples and witlvier variety of languages may offer
aclearer picture as to whether there are variables that can be used to disentangle between
these two groups, and thus help in the assessment of DLD in bilinguals.
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Appendix
Models compared:

M1 <- Imer(acc ~ length*cluster*group + (1|part), na.action=na.omit)

M2 <- Imer(acc ~ length*cluster*group + (length|part), na.action=na.omit)

M3 <- Imer(acc ~ length*cluster*group + (cluster|part), na.action=na.omit)

M4 <- Imer(acc ~ length*cluster*group + (group|part), na.action=na.omit)

M5 <- Imer(acc ~ length*cluster*group + (length*cluster|part), na.action=na.omit)
M6 <- Imer(acc ~ length*cluster*group + (length*group|part), na.action=na.omit)

M7 <- Imer(acc ~ length*cluster*group + (cluster*group|part), na.action=na.omit)

Models 5, 6 and 7 did not converge.

List of Stimuli:

4 syllable

5 syllable

With a noninitial cluster

Contramponist,
Perplisteronk,
Stopograttic,
Empliforvent,
Blonterstaping

Sepretennial,
Detratapillic,
Confrantually,
Underbrantuand,
Versatrationist

Without a noninitial
cluster

Woogalamic
Fenneriser
Commecitate
Loddernapish
Penneriful

Defermication,
Reutterpation,
Altupatory,
Pristoractional,
\oltularity
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Abstract: This study provides an exploratory analysis of eyebrow raisesanpas

of TV interviews. The central hypothesis is that brow raises, besides their prosodic,
emotive and social functions, often hawaetaphorical dimension, signalling ‘openness’.

This metaphorical function modulates aspects of meaning at various levels of linguistic
interpretation. The multi-modal corpus data was biometrically annotated with facial
landmarks. The audio signal was analysed in terms of pitch and intensity. The study
combines high-resolution analyses of six speakers with analyses of the whole corpus. The
hypothesis that brow raises metaphorically signal openness receives some support from
the data, especially with respect to their occurrence in the context of epistemic modality
and additivity. Astatistical association with polar questions cannot be obséivedtudy

also demonstrates that more data, observational as well as experimental, is needed to gain
amore complete understanding of the function of facial gestures in spoken conversation.

Keywords: facial gestures; multimodal corpus; eyebrow raisestaphor

1. Introduction

While there is aubstantial body of literature on facial gestures fropsyeholog

ical point of view, mostly with ocus on the expression and processing of emotions
(e.g.Ekman2003), the “semantics of facial expressions” (Wierzbicka 2000, 15) is
more poorly understood. In their Integrated Message Model of Language, J. Bavelas,
N. Chovil and colleagues have proposed treating Conversational Facial Gestures as
acomponent of the gesture-speech ensemble (Bavelas and Chovil 1997, 2000, 2006;
Bavelas and>erwing 2007; Bavelas et al. 2014a,b; Bavelas and Chovil 2018). It is in
this spirit that the present article proposes an analysis of eyebrow movement, drawing
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on research on hand gestures in spoken language (McNeill 1992, Kendon 2004) as well
as non-manuals in sign languages (e.g. Pfau and Quer 2010, Herrmann and Steinbach
2013 across languages, and Bross 2020, Pendzich 2020 on DGS).

The study addresses the following question:

(1) Under what circumstances do speakers raise their eyebrows?

Wierzbicka (2000), referring to earlier work by other authors, associates raised eyebrows
with “attentional activity”, “an effort to recall”, an “act of empathy”, “novelty”, “surprise”,
“doubt”, “incredulity”, “disbelief”, and “interest” (cf. Wierzbicka 2000, 164ff. for refer
ences). She proposes the following Natural Semantics Metalanguage representation:

(2) | know something now.
| want to know more (about this).
I’m thinking now.
(Wierzbicka 2000, 168)

An empirical study of eyebrow movement was carried out by Flecha-Garcia (20086,
2010). Using the framework of Conversational Game Analysis (Carletta et al. 1997), she
found that raised eyebrows can be observed in “Instruct” moves (though not in “Query”
moves), and at the beginning of higher-level turn-constructional units (“Transactions”).
Flecha-Garcia (2006) also identifies correlations between eyebrow movement and pitch
contour (see also Guaitella et al. 2009 and earlier work cited there, and Kim et al. 2014).
The present approach is located in between the more general description of Wier
zbicka (2000) on the one hand, and the more specific analysis of Flecha-Garcia (20086,
2010), on the other.ihtend to provide an abstract, general meaning of (specific types
of) brow raises, deriving their particular communicative effects fraonabination of
that general meaning with properties of the context.
The central hypothesis of this study is that eyebrow movement is metaphorically
associated with openness in some of its uses. Openness is regardadtaganotion.
It is defined in (3).

(3) A categoryAis more open than@ategory B iff the instances of B formeal
subset of the instances Af

I assume that facial gestures — like hand gesticulations — modulate the information
conveyed through the acoustic signal. Brow raises may indidather degree of
openness in comparison to the default category. For instapbenatically encoded
proposition comes with gpecific amount of epistemic commitment. By using (default)
indicative mood, making an epistemically unmodified statemesgeaker signals that



they fully commit to the information in question (eTdhe road is blocked Epistemic
commitment can be reduced by usingedal (The road may be blocRed@he indica
tive sentence reduces the possible worlds to those where the road is blocked, whereas
the modal may leaves all possibilities open (the road may or may not be blocked). As
modulators of modality, eyebrow raises thus typically accompany expressions ef uncer
tainty, rather than certainty.

| use an annotated multi-modal corpus of TV late night show interviews to address
the question in (1). This corpus is described in Section 2. In Section 3, some prosodic,
emotive and social functions of eyebrow movement are briefly addressed. Section 4 deals
with the central topic of this study, the metaphorical function of brow raises. Section 5
contains the conclusions.

2. Corpus and Methods

The corpus consists of video material with interviews conducted in the Late Show with
David Letterman between 1980 and 2014, collected fam page, where the videos

can be accesseédt comprises 160 video files (episodes) with an overall duration of

~ 160 hrs, with automatically generated subtitles. The files were processed as follows:

X The audio signal was extracted (witl
ffmped) and intensity and pitch contours
were measured with Praat (Boersma al
Weenink 2018).
X  Rectangles with faces were identified usin
the ‘dlib’-package for Pythoh.
x  Forrectangles with size of at least 10,000
pixels, 3D facial landmark detection wa:
applied (see Figure 1), using the ‘face
alignment’ package for Pythan.
x The facial landmark coordinates were
normalized to the width of the eyes, the height of the nose and the width of the nose.
X  The position of the eyebrows was measured as the distance between the centroid
of the ten facial landmarks of the eyebrows, and the centroid of the five facial
landmarks of the nose.
X  The sagittal and vertical head angles were determined (this was possible because
the ‘face_alignment’ package delivers a three-dimensional model of the head).

https://donzblog.home.blog/

KWWSV ZZZ uPSHJ RUJ
https://pypi.org/project/dlib
https://github.com/ladrianb/face-alignment
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https://donzblog.home.blog/
https://www.ffmpeg.org/
https://pypi.org/project/dlib
https://github.com/1adrianb/face-alignment

The basic unit of observation was the frame. As the video data was procesezte at a
of 30 frames per second, each second is associated with 30 (sequential) frames. Each
frame is associated with five measurements: (i) intensity and (i) pitch of the audio signal,
(iii) height of the eyebrows, and (iv) sagittal as well as (v) vertical angle of the head. The
resulting dataframe was reduced to those observations that were part of an uninterrupted
sequence of at least 90 frames (3 seconds) showing the same speaker, filmed from the
same angle. The audio-visual data was aligned with the subtitle units as represented in
WKH VXEWLWOH ILOHVY 6XEWLWOH XQLWYV KDYH D PHDC
WRNHQV RQ DYHUDJH 1 $00 PHDVXUHPHQWYV F
over those units, determining mean values, maximum values and minimum values for
eyebrow height and pitch. Sequences of frames of this type will be called ‘segments’.
The multimodal corpus can be represented using the ANVIL software (Kipp 2001)
as shown in Figure 2. As the top-right box in Figure 2 illustrates, segments are not
(necessarily) meaningful units of speech (here, what the story was in fact Miss Wyman,
corresponding to segment 0250 of episode 0188, from 00:11:32,100 to 00:11:35,130).
Given that the subtitle units (segments) are relatively shoreated an additional
data frame that contains the measurements aggregated over each segment as well as
the following segment. The reason is that some effects can be expected to show with
acertain time lag. For example, focus particles and other scope-bearing elements may
be associated with eyebrow activity later in the signal if we assume that it is not (neces-
sarily) the particle itself, but the focus, that triggers eyebrow movement. The second
data frame taking into account the potential temporal delay of eyebrow movement in
relation to the verbal material will be called the ‘lag data’.

sl "

5 The data is available in the following OSF repositbityps://osf.ioly5s2u/


https://osf.io/y5s2u/

As eyebrow movement varies considerably across speakenge kcombined analyses
of the entire corpus withmore fine-grained approach, inspecting six individual speakers,
who will be identified with their initials in the following: Eddie Murphy (EM), Teri
Garr(TG), Art Donovan (AD), Buck Henry (BH), Quentin Crisp (QC) and Norman
Macdonald (NM). David Letterman (DL) mostly figures asost, but there are also
interviews conducted by Tom Snyder (TS).

3. Non-Metaphorical Functions of Eyebrow Raises

The hypothesis of brow raises being associated with openness applies to descriptive
meaning only (see Sect. 4). Non-metaphorical occurrences of brow raises canbe moti

vated by prosody (Sect. 3.1), emotions (Sect. 3.2) and the negotiation of social relations
during conversation (Sect. 3.3).

3.1 The Prosodic Function of Brow Raises

Like hand gestures (esp. beats), facial gestures may convey prominence. Eyebrow raises
are often used as “emphasizers” (Ekman 1979), “which [occur] synchronously with
astressed (e.g., prosodically marked) word” (Bavelas et al. 2014a, 124). In (4), the brow
raise is precisely aligned with the focal accent. (Here and in the following, brow raises
are indicated by lne over the relevant material, like this. Prosody is approximately
annotated with small caps indicating prominent syllables and diacritics showing the type
of tone in terms of Wells 2006, eJgALL , RISE The examples can be inspected by
clicking on the annotated material [in blue]).

(4) DL: ...you've handed melitle gift here dittle pamphlet it says mental game
and this is a little uh brochure, a little pamphlet what is it it's from ...
TG: Ja%d.
DL: ... from Japan, yeah what doe- what does this mean ...

(5) is a textbook example of topicalization in the sense of Birner and Ward (1998).

Brick work has been previously mentioned, and it stands in a paradigmatic contrast to
RWKHU W\SHV RI PDQXDO ODERXU SRWHQWLDOO\ ILOOL
X type of labor].

(5) NM: 1did a lot of manual labor, did all manual labor.
TS: Really?
NM: Yeah.
DL: Like brick work?
NM:  %<§inork | }!}, yeah!


https://www.youtube.com/embed/oCL_DKKG-mU?&start=1634&end=1643&autoplay=1
https://www.youtube.com/embed/oCL_DKKG-mU?&start=1634&end=1643&autoplay=1
https://www.youtube.com/embed/oCL_DKKG-mU?&start=1634&end=1643&autoplay=1
https://www.youtube.com/embed/oCL_DKKG-mU?&start=1634&end=1643&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1
https://www.youtube.com/embed/8ZClGJ917uM?&start=3067&end=3074&autoplay=1

As mentioned above, speakers differ considerably in terms of their individual
eyebrow movement patterns. Globally, thereégear positive correlation between the
maximum values of eyebrow height and the maximum values of pitch per segment
(p<0.001, according tolmear regression model withrandom intercept for ‘speakef).
However, dinear model mapping maximum pitch to maximum eyebrow height is
probably not an appropriate way of capturing the relationship between the two variables.
While one speaker showsather linear pattern (AD, cf. the left plot in Figure 3), other
speakers exhibit positive correlation only in the lower areas of pitch (e.g. TG, cf. the
right plot in Figure 3).

Figure 3: Relationship between maximum pitch (x-axis) and maximum eyebrow height
(y-axis) per segment for two speakers, with.a ~ & C line (in blue); all values
are centered and scaled per speéker.

Obviously, the prosodic function of brow raises is not always easy to keep apart from
other functions. For instance, ispeaker stressesradal (The road " be blockel
an accompanying brow raise could reflect either the pitch accent as such (and the focus
marked by it), or the modal qualification (or both).

In Section 4, the prosodic function of brow raises will be taken into account by
including ‘pitch’ as econtrol variable in the regression models predicting eyebrow height
on the basis of variables reflecting semantic properties of the context (modality, sentence
type, additive operators).

7KH PRGHO ZDV ¢ WWHG ZLWK WKH IXQFWLRQ OPHU RI WK
7 The plots were generated with the R-package ‘ggplot2’ (Wickham 2016).
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3.2 Emotive Functions of Eyebrow Raises

The archetypical trigger of raised eyebrows, it is often assumed, is the mental state of
attention (e.g. Darwin 1872, Eibl-Eibesfeldt 1972). Attention, in turn, is often associ
ated with the emotions of surprise and astonishment. An example wiene eaise

is most probably motivated by surprise is given in (6). The speaker learns during the
interview that Sophia Loren will be attending an event that he will also be attending.
The (surprised) questions Is she gonna be there? and Sophia Loren? are accompanied by
brow raises. The “attentional activity” (Wierzbicka 2010) is also reflectedaniard

lean duringSophia Loren?.

(6) DL: Sophia Loren is gonna be there?
EM: | E she gonna be tRere
DL: Ritchie?
Ritchie: Yes.

EM: S phia Lo<£ 1?

In (7), the speaker expresses astonishment and admiration for the acting skills of
acolleague. As can be seen when the material is inspected, the main gesture is probably
alid raise (indicated by the dotted line on top of very very), with the speaker opening
his eyes wide.

(7) EM: ...and I'min a movie with an actor called Michael Wincott,

who's a « ¢ry « ¢ry goodor,|
and Michael Rapaport, directed by Thomas Carter,
| can’t wait till you see this one, you know ...

Emotions such as surprise and astonishment cannot easily be operationalzagirs a
based study. One may think of specific linguistic markers such as Raslily@icators

of surprise. While the corpus contains 95 occurrences of this adverb, they are often
uttered by the host (D. Letterman) in reaction to someth@ugeat has said, and the host

is typically not in the picture.dan therefore not offer any quantitative data concerning
acorrelation between surprise and brow raises on the basis of my corpus. In order to
study the position of eyebrows relative to specific emotions, controlled experiments will
be needed (cf. also Sect. 5).

3.3 Social Functions of Eyebrow Raises

As aresource for ‘rapport management’, used to negotiate social relations between
interlocutors, raised eyebrows may signpbaitive attitude towards the conversational
contribution made by the interlocutor. Consider the dialogue in (12). When ginggpa

tive answer (Do you owndog? — No.), the speaker does not raise her eyebrows. She
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does so when she provides an affirmative answer though (Have you ever aoged a
Yes!). Her response to the hostatement Dogs are greattHink — Hm hm, yeah,
that’s right — is also accompanied by a noticeable brow raise.

(8) DL: ...and, uhm, guy named Jim Buck will be here. Jim makes his living walking
dogs in the city of New York. Do you have a dog?
TG: No.
DL: Have you ever owned a dog?

TG: Y¢@E!
DL: Dogs are great, | think.

TG: Hm-hm, "¢z that's <] €

A positive stance cannot only be expressed towamseersational contribution

but also towards the interlocutor themself. In this case, brow raises can establish or
enhance rapport inrore general way. In (9), the speaker raises her eyebrovsiaf,a
pronounced gesture, reflecting the rapport established in the conversation. Such uses
often have a ‘conspirational’ effect, pointing to shared private knowledge.

(9) DL: ...lwas surprised to learn this afternoon that you attended an event here in
New York City that we've covered about four three or four times ...
TG: Small world, isn’t it?
That we { « « were | fterested in this
DL: Yeah, the inventors’ exhibition ...

Rapport management can probably be studied systematically on the basis of-observa
tional data. However, it would require filming both interlocutors, ideally from various
angles, and such analyses would probably require comprehensive manual annotations.
The social function of brow raises can therefore not be taken into consideration in the
present (quantitative) studyassume, however, that brow raises reflecting rapport as

in (9) are in principle independent of the variables investigated in Sect. 4 and therefore
do not have to be controlled for.

4. Eyebrow Raises Modulating Descriptive Meaning

The argument made in this section was already laid out abaxgue that brow raises

often — not always — metaphorically convey openness as defined in (3). They typically
modulate an existing element of sentence semantics. This modulation may happen at
various levels of (non-emotive and non-social) interpretation. My approach has been
inspired by F. Bross’and D. Hole’'swork on German Sign Language (DGS). Bross and
Hole (2017) argue for an isomorphism between the position of non-manual articulators
in the human body and their scope (the “Bodily Mapping Hypothesis”). The hypothesis
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pursued in the present study is different from the Bodily Mapping Hypothesis, however.
| assume that eyebrow movement may interact with different levels of meaning, and that
its specific effect will be different in each case.

To structure the presentation of the datiad the metafunctions distinguished in
Systemic Functional Grammar (e.g. Halliday 1994) (rather than the generative frame
work used by Bross and Hole 2017). At the highest level of the taxonomy Halliday
(1994) distinguishes three functions, (i) the ideational function of language (Sect. 4.1),
(i) the interpersonal function (Sect. 4.2), and (iii) the textual function (Sect. 4.3). Since
brow raises seem to operate primarily at the interpersonal and textual levels, Sect. 4.1 is
considerable shorter than the other two sections. As will be seen, it is doubtful whether
brow raises have a function at an ideational level at all.

4.1 The Ideational Level
Hand gestures are often used metaphorically, e.geihporal development is accem
panied by horizontal movement ohand (see for instance Cienki and Muller 2008).
Facial gestures do not commonly seem to be used in this way. We may expect them to
accompany expressions denoting the higher region or ergtafeg e.g. indicating large
guantities or — in accordance with the main hypothesis of the present study — openness
of some container. Howeverhave not found any striking examples of this type in
my corpus. Acandidate for acalar context was given in (7) above. The speaker (EM)
emphasises the high quality ofeferent’sacting (avery, very good actor), and raises
his eyebrows while utteringery.But then, as has been pointed out, the main gesture is
a lid raise, which is probably motivated by the emotion of admiration.

In order to test whether the expression bfgh degree (at propositional level)
is associated with brow raiseddtermined the distribution of eyebrow height relative
to the (non-)occurrence of the scalar adverb very. The data of my corpus do not show
any statistical association of very with high eyebrow positions (controlling for pitch).
For none of the three ways of aggregating over the data per segmeain values,
maximum values or minimum valuean asignificant correlation be observé#igure
4 shows the distribution of mean values for segments with and without very, centered
and scaled per speaker. The violin plots show that the two distributions — segments with
and withoutvery — are virtually indistinguishable.

8 The dataset contains 88 segments wétly and 5,113 withowery (after removing outliers).

/ILQHDU UHJUHVVLRQ PRGHOV ZLWK puSLWFKY DQ QG GNP WH\WWHDW F
GR QRW UHYHDO DQ\ VLJQL ¢ F&Q W asegiHdnydn fhe 8ydbidwSheighy H Q F H
(mean valuey PD[ YPOXHVPLQ YDOXHV
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Figure 4: Maximum eyebrow
heights for segments without (left)
and with very(right); values have
been centered and scaled by speaker.
Outliers (values of 1.5 x the inter
guantile range) have been removed.
The horizontal line shows the median,
the red dot shows the mean value.

4.2 The Interpersonal Level

The interpersonal function covers the domains of modality, mood/illocutionary force
and polarity, according to Halliday (1994). Polarity will not plageatral role in the
following discussion, even though it may interact with other categories, e.g. insofar as
uncertainty is often expressed using negation (elgnt know). The discussion focuses

on epistemic modality (Sect. 4.2.1) and sentence type (Sect. 4.2.2).

4.2.1 Epistemic Modality: Expression of Uncertainty

A common context for brow raises is the expression of uncertaingjeant example

is given in (10), where uncertainty is made explicit (I'm not sure). The peak of the raise
is here aligned with the negation market.

(10) DL: ... now let'stalk about your association with Falcon Crest, you explained to
me that you're not necessarily joining the cast.
BH: I'm actually not anember of the castuh, |joined it as a&ameo performer
for either three or four shows,
I'm fw E°<~.
| actually haven't ever seen Falcon Crest.

Uncertainty or, in fact, ignorance, is systematically encoded in an emblem in which the
eyebrows take part, the “facial shrug” (see for instance Bavelas et al. 2014a, Bavelas and
Chovil 2018). The facial shrug at the same time often conveys indifference. An example
is given in (11) (the dashed line olaguess so indicates the facial shrug).

9 The plots were generate with the R-package ‘ggstatsplot’ (Patil 2021).
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(11) DL: Was it a success, New Year’s Eve?

AD: | € Z £ GE@ They all got drunk, uh, my wife ...

The distribution of eyebrow height in segments with and without markers of epistemic
modality is shown in Figure 5. The category of ‘epistemic modal’ here comprises the
modalsmay (n Drqight (n DV ZHOO D VhaybK (h D GeftrdpsEny

andprobably (n 7KH WKUHH SORWY VKRZ WKH GLVWULEXW
values and minimum values, from left to right and top to bottom.

Figure 5: Distribution of values for segments with and without an expression of epistemic
modality, for mean, maximum and minimum values, from left to right and top
to bottom; all values have been centered and scaled by speaker. Outliers (values
of 1.5 x the interquantile range) have been removed. The horizontal line shows
themedian, the red dot shows the mean value.
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Linear regression models with the occurrence of an epistemic modal and the pitch
measurements as main effects and random intercepts for ‘speaker’ shosighdicant
difference can only be observed for minimum values per segment (p EXW QR\
mean values (p RU PD[LPXP YDOXHV p 7KH GDWD FR
an epistemic modal and 5,099 segments without one (after removing outliers).

The results suggest that epistemic modality is not necessarily associated with indi-
vidual, marked eyebrow raises, but rather with the absence of particularly low eyebrow
positions. Note also that the plot showing the minimum values for pitch and eyebrow
height at the bottom of Figure 5 actually suggedtsradal distribution. Bm unable
to interpret these findings on the basis of my corpus data. There may be additional vari-
ables at play which my current dataset does not captdoeassume, however, that the
statistical association of epistemic modals with the absence of particularly low eyebrow
positions is robust.

Expressions of epistemic modality satisfy the criterion of (relative) openness, in
comparison to indicative modality, because the propositions (sets of worlds) that they
denote form supersets of the worlds denoted by the latter category (see for instance
Kratzer 1978 for a treatment of modality in terms of possible world semantics).

4.2.2 Sentence Type: Polar Questions

In Halliday’s (1994) terms, the category of ‘mood’ covers illocutionary force, sentence
type and polarity. This section focuses on sentence type. The most important sentence type
in the context of brow raises is the one of ‘polar question’. Brow raises have been claimed
to be associated with polar questions in sign languages (e.g. Zeshan 2004, Cecchetto
2012) as well as in spoken language (e.g. Ekman 1979, Chovil 1991a, Chovil 1991b,
Kim et al. 2014). Flecha-Garcia (2006) found no evidence for brow raises as concomi
tants of questions, however. In fact, Kimmelmann et al. (2020) also found that raised
eyebrows in Kazakh Sign Language primarily signal surprise, not illocutionary force.

The use of brow raises in the context of questions would be compatible with the
hypothesis of this study, i.e. that brow raises may metaphorically signal openness. Ques-
tions have been analysed as denoting sets of propositions, more specifically, sets of
possible answers (Hamblin 1973he superset condition specified in (3) is therefore
met, as the denotation ofjaestion is @&uperset of the denotation of the corresponding
declarative sentence. Note also that, while ‘question’ is primarily an illocutionary cate
gory, it is associated with a modal attitude of uncertainty or ignorance.

Before we look into polar questions specifically note that it is hard to separate the
sentence type of ‘polar question’ from the emotion of ‘surprise’, as questions often come
with surprise (specifically in the genre used for this study, TV interviews). For instance,
example (6) above (Is she gonna be there? ... Sophia Loren)rigrésed question, and
it is hard to tell whether the raised eyebrows modulate the illocutionary force ‘question’
or the emotion ‘surprise’, or both. (12) is an example where an eyebrow raise signals



aquestion without at the same time indicating surprise. The facial gesture is actually
aligned with a pause and precedes the explicit quesdiorygu?).

(12) BH: ... but, but uh, Ho what normal people do, when I'm uh, when I’'m not doing
whatever abnormal people do. Uhm, ¢d to films, Igo to plays — just like
you do.
<pause>
Do you?

DL: Yeah.

(13) is asimilar example, insofar as the speaker raises his eyebrows before apkésg a
tion. In this case, however, there is probably surprise involved.

(13) DL: Uh, now, lunderstand uh from, uh, looking over some information this-after
noon — documents, heretofore classified — uh, that you, you go for periods of
of uh, insomnia — relentless insomnia ...

BH: <pause> Is « ein the } «Juments?
DL: Yes, itis.

In order to test whether polar questions are associated with raised eyeluemigied
clauses whose subject was immediately preceded by an auxiliary, and the auxiliary was
not preceded by a wh-prono@s,an approximate operationalization of polar questions.
Such segments do not show higher eyebrow positions than other sefjmbatdistri-
butions are shown in Figure 6.

The operationalization of polar question used in this study (subject preceded by
auxiliary not preceded by wh-pronoun) may let&oarse-grained, but it is certainly not
entirely off the mark. Given the complete absence of any kind of discernible asymmetry
in the data (withp-values of 0.9, 0.57 and 0.34 for mean, max and min-values), it seems
unlikely that polar questions should show any association with eyebrow position. Still,
more precise measurements will be needed before the assumption that brow raises reflect
polar questions can be discarded.

10 The annotated dataset contains 363 segments with a polar question and 5,211 segments
withouta polar question (after removing outliedshear regression models with ‘polar question’
DVPADLQ HuHFW DQG UD/GGERRHLHBPW BR QRW UHYHDO DQ\ VL
presence of a polar question in a segment on eyebrow height (mean:p p PD[PLQ

p
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Figure 6: Distribution of aggregated eyebrow height values for segments with and
without subject-auxiliary inversion (withoutpgeceding wh-pronoun), for
mean, maximum and minimum values per segment, from left to right and
top to bottom; all values have been centered and scaled by speaker. Outliers
(values of 1.5 x the interquantile range) have been removed. The horizontal
line shows the mediathe red dot shows the mean value.

4.3 The Textual Function: Additivity

In their textual function, brow raises are typically forward-looking, and they can often be
observed at the beginning of turns (Flecha-Garcia 2006, Guaitella et al. 26q@#3ah
context of this type is provided by the discourse marker wedllevant example is given

in (14). Note that well is also accompanied Islight backward thrust of the head in
this example. Ample context is provided for the reader to bettar understanding of

the conversational embedding.



(14) DL: What was the motivation for you personally to take the gig as we say?

HB: An enormous amount of money. It was only like three or four dayssaid,|
“Will you give me almost everything in the world?”, and they said “Sure”,
so | did id.

DL: Why not, exactly!

HB: And it was fun. They were extremely nice people. They fed me; and they, uh,
offered to drive me to the studio, an offalidin’t accept. know better than
that.

DL: Yeah. Now, why do you know better than that?

HB: W€ ... .+ ~dlivein &o ... > | ~ whebody<an «! £} me.

So Iknow that they can never getar there. And two, people have disap
peared on those trips

An example where brow raise occurs at the beginning déien-internal episode, though
not at the beginning of a turn, is given in (15).

(15) NM: ... the people that | worked with, man, they loved lifts and furniture.

«f ~tim@ne time, «* ¢ < @B interesting @ptime, it's %o bably too ..1<€
but ...

The projecting function of eyebrow raises can also be observdavegialevel, in lists.
Consider (16), where the speaker providesaitems list of examples as an answer to
the questiotWhat constitutes good model? On the first element (You could be hand-
some), he raises his eyebrows, along wiibexfall tone. After drief pause, he mentions

a magnificent physique asacond quality. The brow raise on the first item seems to
indicate that the list is not yet completesifilar effect can be observed on the second
item (magnificent physigyeshowing that the list is still not exhaustive.

(16) DL: And what constitutes being a good model?
QR: Well, | suppose you could have various things to offer.

You could bee ce T }some
or you could have a magnificent physique ...

The type of list illustrated in (16) points to the more general function of ‘conjunction’

or ‘additivity’ as acontext for brow raises. This hypothesis can be tested by determining

the distribution of eyebrow heights relative to the conjunction amdix&d linear model

taking into account all occurrences of ang (n Ny ang DIWHU UHPRYL
outliers), with ‘pitch’ and ‘and’ as main effects, and ‘speaker’@dom effect, shows

aclear association of this conjunction with values for maximum eyebrow height within

segments (p<0.001), though not for mean values (p RU PLQLPXP YDOXH)
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Inspection of the data shows, however, that the raises are rarely, if ever, aligned with and
itself; rather, it seems to be the forward-looking function and, hence, the often unit-initial
position of brow raises that associates them wuitth. In any case, brow raises seem to
be associated with the function of ‘additivity’ at a textual (syntagmatic) level.

The function of additivity also seems to plasoée at an information structural
level. Specifically, additive focus particles and similar expressions seem to be associated
with raised eyebrows (see for instance Herrmann 2013 on the role of brow raises in three
sign languages). If we pool the additive focus particles ésaaiar,n D Q<8
(non-scalarn ZLWK DGGLWLY eithBrinF X U @& étidn taR(h
alinear mixed effects model with the measurements for ‘pitch’ and ‘eyebrow height’ as
main effects, and ‘speaker’ asamdom effect, showssgnificant association between
the occurrence of additive operators and mean as well as minimum eyebrow height
(mean value PLQ YER@MM)ivthe lag data (where measurements from
the current segment as well as the next segment are taken into account). This correlation
cannot be observed for maximum eyebrow height though (p JLIXUH VKR?Z
distributions.

An example of drow raise in combination withscalar particle (even) is given
in (17).

(17) BH: Uh, |ffevenata ... « EE E «%o-timesitoery E ¢ ... *
what | do when I'm not doing whatever it is | do that you know about.

An important question in the study of brow raises in the context of focus particles is to
what extent this connection is sensitive to (esp. information structural) factors other than
additivity. In particular, focus alternatives are often ordered, obligatorily so in the case
of (scalar) operators such as evaptionallyin the scope of other operators such as also
(cf. Gast and van der Auwera 2011). Brow raises may thus also be triggered by modal
attitudes coming with scalar orderings, e.g. of (un)likelihood. Once again, more fine-
grained annotations and controlled experiments will be needed to address this question
on an empirically solid basis.

| take it that the function of additivity instantiates openness as defined in (3), as it
implies the broadening ofset of alternatives and the addition of propositions sharing
abackground to the Common Ground. In the case of turn- or episode-initial occurrences,
the raises seem to be forward-projecting, scoping over the following discourse unit as
it were.
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Figure 7: Distributions of values for segments with and without an additive operator, for
mean, maximum and minimum values, from left to right and top to bottom; all
values have been centered and scaled by speaker. Outliers (valuesthil.5
interquantile range) have been removed. The horizontal line shows the median,
the red dot shows the mean value.

5. Conclusions

The starting point of the present study was the hypothesis that in specific uses, brow
raises are motivated metaphoricaly signals of openness. This hypothesis does not
imply that brow raises have no other functions, of course. Examples of prosodic, emotive
and social functions were discussed in Section 3. While the corpus data presented in this
article, as hope, lends some plausibility to the ‘openness hypothesis’, it has certainly
become clear thatsound empirical study of the conditions under which speakers move
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their eyebrows requires more data — both more comprehensive and more richly anno
tated corpus data, and data from controlled experiments. Neverthéédshht the
following results obtained in this exploratory study seem to be more or less robust and
can therefore be taken as a point of departure for future investigations:

X The expression of epistemic modality seems to correlate with eyebrow movement.
While my data only show the minimum values per segment to be significantly higher
in the presence of an epistemic modal (may, might) or adverb (npeyhaps,
probably), not for mean or maximum values, that result merits further investigation.

x  No significant association of brow raises with polar questions could be found. Before
drawing any definite conclusions in this respect, more thorough investigations,
based on more precisely annotated data, will be needed, however.

X Raised eyebrows seem to correlate with the textual or information structural func-
tion of ‘additivity’.

In the text itself as well as in the summary given abovewalesiderata have been
pointed out. The most important ones are:

X  More multimodal corpus data is needed, ideally with cameras filming all interloc
utors separately, to capture any interactional features.

X  More fine-grained annotations are required, both automaticd{ghar resolution)
and manual (capturing, for instance, emotions, social interaction and specific types
of semantic or pragmatics contexts).

x  Controlled experiments will be needed to answer specific questions relating to the
movement of eyebrows.

As far as additional multi-modal corpus material is concerned, more data is needed
simply because some of the contexts of interest (e.g. epistemic modals) are not partic-
ularly frequent, at least in the genre analysed for this study (TV interviews). €onver
sational games and similar elicitation tasks could be used to generate dathiglith a
number of occurrences of specific linguistic categories, wirtain amount of control
(e.g.eliciting polar questions, modals and focus patrticles). Also, textual data will have
to be aligned more precisely with the audio signal, using forced alignment. This would
help us to get hetter understanding of the timing of brow raises. More precise syntactic,
semantic and ideally also pragmatic annotations would make it possible to address some
more specific questions, e.g. where exactly brow raises are located relative to focus
particles (e.g. on the particle itself, in its scope, or on the focus). As for experimental
data, it will be instructive to differentiate systematically between specific triggers of
eyebrow movement, such as questions and surprise (see also Kimmelmann et al. 2020
on Kazakh Sign Language).



The main challenges in the study of facial gestures at the current state of knowledge
are thus methodological ones; but the development of methodology must be accompanied
by theoretical considerations like the ones made in this sthdyd that the proposal
of eyebrow movement metaphorically modulating linguistic meaning at different levels
is a useful contribution to this agenda.
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Abstract: The paper explores the various functions of the adverbs absolutely and totally
in present-day informal spoken British English. It shows that the adverbs, which were
originally semantically close, differ markedly across the three dimensions that the analysis
focuses on — sociolinguistic (gender and age distribution), syntactic, and semantic/prag
matic. While the adverbs function most frequently as degree modifiers, they both appear
to be following the same trajectory of change fronindensifier, via sstance adverbial

to adiscourse (response) marker; however, they are currently at different stages of the
process of grammaticalization.

Keywords: intensification; stance adverbial; response marker; grammaticalization;
Spoken British National Corpus 2014

1. Introduction

In spoken British English, intensification rate has increased during the last two decades:
“Male and female speakers across all age groups and all social classes” have been found to
use “significantly more intensifiers in 2014 than in 1994” (Fuchs 2017, 355). Underlying
the increase in use of individual intensifiers, however, there may be different patterns of
use, in sociolinguistic as well as lexico-grammatical terms. The present study focuses on
two semantically close intensifiers, whose frequency of use has almost doubled in spoken
British English over the last twenty years — absoludelg totally(see Table). At the

same time, the difference in frequency between the two intensifiers remains statistically
significant! with totally being the less frequent one.

7KIE LuHUEHQWB W LVMWICADRKDYB®W O HYRH\OL J QL ¢, FEOKQWH VW
6LIJQL.,FDQFH ZDV FDOFXODWHG XVLQJ WKH &$/& WRRO &YUp



The increase in frequency of absolutelgy be accounted for by its having under
gone adevelopment along “a trajectory from degree modifier to emphasizer and to
discourse marker” (Aijmer 2020, 143), accompanied bparease in subjectivity. Given
the similar rise in frequency of both adverbs, and the overall lower frequency of, totally
our main research question is whether totally, originally aldegaee modifier, has
come to perform the same range of functions as absointetgsent day spoken British
English. To compare the current patterns of use of the two adverbs, we will explore their
“syntagmatic contexts”, since “constructions (elements in context) and not individual
lexical items are the proper domain of grammaticalization” (Himmelmann 2004, 31),
focussing on their collocations and syntactic functions.

The distribution of the two adverbs across gender and age groups will also be
discussed briefly. Contrary to general sociolinguistic variationist predictions, absolutely
is used more often by older speakers than by younger ones, and “it was first used by
male speakers and only later spread to female speakers” (Aijmer 2020, 163). We are
interested in whether totalfpllows the same unusual pattern, which could account for
its relatively low frequency in present day British English, with the younger speakers
preferring “other more fashionable intensifiers” (ibid., see also Nufiez Pertejo and
Palacios Martinez 2014, 218).

BNC1994 (demographic spoker] Spoken BNC2014
component: 5,014,655 words) | (11,422,617 words)

\ Eneilrlion Gz N ir)neilrlion iz
6LJ /HYHO 6LJ /H
words words

EENY 671 133.8 213.4423 2,875 251.7 995.6747

totally 232 46.3 <.0001 929 81.3 <.0001

Table 1. The frequency of absolutely and totally in the demographically sampled spoken
component of the BNC1994nd in the Spoken BNC2014.

The paper is organized in the following way. Section 2 givesvarview of previous
research into intensifiers, and absolutatgltotally in particular. Section 3 describes the
corpus used, and outlines the methodology. The following sections discuss and compare
the demographic, syntactic and semantic characteristics of absaintkbtally. The

results are summarized and commented on in the concluding section.

2 Using similar demographic parameters to sample the population of British English speakers
in the United Kingdom, the demographic spoken component of the British National Corpus
(1994) is close in its composition to the Spoken BNC (2014).
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2. 3UHYLRXVY 5HVHDUEFK

As observed by Bolinger (1972, 18), “[d]egree words affguitture of fevered invention

and competition that would be hard to come by elsewhere, for in their nature they are
unsettled.” These properties have granted intensifiers substantial attentionaferan
YLHZHAHFKZHLQEHUJHU W KK D EHH HHQS O R U RMN& KSHR LRI W
view of age, gender and social class distribution (e.g. Aijmer 2020; Beltrama and Staum
Casasanto 2017; Fuchs 2017; Nufiez Pertejo and Palacios Martinez 2014; Xiao and
2007), geographical variation (e.g. Schweinberger 2021; Wagner 2017), semantic pref-
erence and pragmatic functions (e.g. Beltrama 2018; Partington 2004), or their use in
specific settings, such as the dialogue in television series (Aijmer 2016; Quaglio 2009;
Tagliamonte and Roberts 2005). Moreover, “[the] continuous waxing and waning of
forms in this domain is particularly intriguing as their changing nature predestines inten
sifier systems to be adeal case for testing mechanisms of change” (Schweinberger
2021, 233; see also Aijmer 2011, 2018; Bordet 2017; Breban and Davidse 2016; Hessner
and Gawlitzek 2017; Macaulay 2006; Partington 1993; Tao 2007). Several studies have
been devoted specifically to absolutalyd/or totally (e.g. Aijmer 2020, 2016, 2011;
Beltrama 2018; Bordet 2017; Carretero 2010; Hessner and Gawlitzek 2017; Nufiez
Pertejo and Palacios Martinez 2014; Tao 2007; Wagner 2017).

Absolutelyandtotally are “amplifiers”, i.e. intensifiers which “scale upwards from
anassumed norm” (Quirk et al. 1985, 445), namely “maximizers”, “which can denote the
upper extreme of the scale” (ibid., 590). They can modify adjectives, verbs (including
participles), prepositional phrases, and nouns (Aijmer 2011, 161; 2020, 150, Biber et al.

i 'XaNRYi HW DO

(1) (a) and thi- this counsellor she wabsolutely brilliant (S28F 1457)
(b) you see again I'tbtally forgotten (S28F 2664)

When used as modifier, absolutely expresses its original, intensifying meaning “to
the fullest degree, entirely, wholly, utterl{/As far as the collocates of absolutahg
concerned, there is notckear consensus on the semantic prosody of the adverb. Some
studies (Partington 2004, 146; Nufiez Pertejo and Palacios Martinez 2014, 224) conclude
that the adverb does not displagnarked preference for either positive or negative
collocates. The results of other studies (Tao 2007, 12) show that the positive collocates
significantly outnumber the negative ones. The usual collocates of absolutely are of
hyperbolic or superlative nature, eegichanting, splendi¢Partington 2004, 146).

3 The examples were excerpted from the Spoken BNC2014; the brackets following each
example give the text ID code and the utterance number (The British National Corpus 2014:
User manual and reference guide 2018, 48)

4 Oxford English DictionaryAccessed June 28, 2021. http://www.oed.com/.



Totallyis defined by the Oxford English Dictionary as: “itogéal manner; wholly,
completely, entirely, altogethetThe previous studies dealing wititally agree on the
fact that it usually collocates with negative items expressing “absence” or “lack of”,
such as, bald, ignored, uneducated, and also with items expressing “change of state”
and “transformation”, e.g. different, fail¢Bartington 2004, 147). According to Bordet
(2017, 11), the adjectival collocates are often colloquial (e.g. cool, awesome, lame,
psyched), and the adverb is generally used in informal contexts.

When modifying verbs, absolutely and totally function as maximal degree
adjuncts which are used to intensify the scalar quality of verbs such asrhate.
This use of absolutely is what Aijmer (2016, 83) calls “correct” use. Modifying other
verbs, whose meaning does not imply any scale, such as promise or understand, by
the adverb absolutely (and by extension totally) is considered “incorrect” by Aijmer
(ibid.), as these verbs cannot appear in hyperbolic or exaggerated meanings. By using
intensifying adverbs with non-scalar verbs, speakers emphasize the verb and their own
YLHZSRLQW LELG i

Both adverbs “seem to be spreading gradually to new syntactic environments
by performing new functions which are more discourse-oriented” (NUfiez Pertejo and
Palacios Martinez 2014, 210). They were observed to function as epistemic content
disjuncts (Quirk et al. 1985, 620) or discourse markers, peripheral to the syntactic
structure (Aijmer 2020, 157), commenting on the truth value of the utterance and indi
cating emphasis (“certainly, definitely; withoutlaubt™®) or attitude (2). As “clause-
oriented” adverbs, absolutedydtotally “can be said to convey stronger subjectivity”
(Carretero 2010, 213).

(2) S0688: he was older than me wasn't he?
S0687: >>he was older than you absolutely yeah he looked like he was in his
sixties (SIM7 1311)

Absolutely and totallwere shown to have evolved to function as freestanding “response
markers” (NUfiez Pertejo 2013, 212), whose “maximizing or totality meaning is carried
over to the response and to the hearer to indicate involvement” (Aijmer 2011, 168; see
D O¥IRR i

5 Oxford English Dictionary. Accessed June 28, 2021. http://www.oed.com/.
6 Oxford English DictionaryAccessed June 28, 2021. http://www.oed.com/.
7 Inthe Spoken BNC2014 transcripts, the codes starting with S refer to the individual speakers.
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(3) S0068: well it does it does
S0150: yeah
S0068: | mean
S0075: yeah
S0150: | know it does ¢.)
S0068: yeah absolutely (S2PS 141)

According to Biber et al. (1999, 551), such adverbs which “stand alone as structurally
unconnected elements, and even as complete utterances,” can either repgesent a
ellipsis, when the adverb is related tocemitted element of the previous utterance and

is used to avoid unnecessary repetition, g kitten’s gone crazy. No, totally | mean

it. Totally and utterly<i.e. The kitten has gone totally and utterly crazy.> (ibid.), or as
“reaction signals”, expressing agreement oeaaphatic response to previous utterances.
Tao (2007, 19) notes that in these cases absolutely also serviesrataking device.

This change in function, together witls@mantic shift towards the epistemic meanings

of “certainly, definitely, without aoubt”, appears to be connected withoagoing
grammaticalization process (ibid., 9). Tao’s study of the adverb absolutely shows that
the strong tendency to collocate with positive items strengthens the ability of the adverb
to carry the positive and affirmative meaning by itself. “Over repeated encounters and
as the combinatorial unit of ‘absolutely + X’ gains positive semantic strength” to the
effect that our mental representation of the adverb changes and the need for the X to
co-occur withabsolutelydisappears (ibid., 16). Consequently, absolugeapable of
expressing agreement by itself as a response signal.

Although the two adverbs seem to have evolved in similar ways, there are likely to
be differences between them since “similar semantic propensities alone do not guarantee
an identical grammaticalization trajectory” (Tao 2007, 15).

Regarding sociolinguistic variation in the use of intensifiers, earlier studies (for
areview, see Hessner and Gawlitzek 2017) have shown that absidutelse commonly
used by women and by adults in comparison to teenagers, who often use different means
of intensification, such as swear or taboo words (Pertejo and Martinez 2014, 218). The
distribution of totally, on the other hand, appears to be balanced among genders and
age groups.

3. Material and Method

7 KR DW HDEDUD IAURW 53 R NPQL WD WK &R DBXYV /R YHHI/O
2017). The corpus consists of transcripts of recordings gathered between the years 2012
and 2016, and therefore provides the most up-to-date data of spoken British English. It
contains 11.5 million words and consists of 1,251 casual informal conversations usually

8 The symbol (.) marks a short pause (up to 5 seconds) in the transcripts.
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among family and friends, with the total number of 668 speakers (Spoken BNC2014
Manual 2018, 1). The corpus was accessed online, via the CQP web platform.

The use of absolutely and totally was studied from three points of viseci@
linguistic and asyntactic perspective, and the collocational profile point of view. In the
sociolinguistic part of research, the use of the adverbs in the whole Spoken BNC2014
corpus was correlated with the gender and age of the speaker. Since the gender and age
sub-corpora are not of equal sizes, the relative frequencies are reported (see Figure 1).

For the study of the syntactic functions of absolutely and totally, 400 random
examples of each adverb were extracted from the Spoken BNC2014. The eoncord
ance lines were then analysed manually asghadactic function was ascribed to each
adverb. Three primary syntactic functions were distinguishetbdifier, astance
adverbial, and aesponse marker. The uses of absoluaelgitotally classified as
modifiers were intensifiers of adjectives, adverbs, verbs, noun phrases or prepositional
phrases (cfAijmer 2020, 150), whose scope is limited to the adjacent pldase
Stance adverbials are not syntactically integrated into the clause structure; their scope
extends over the whole clause, and they provide “a comment on the content or style
of the entire proposition” (Biber et al. 1999, 764) (5). Absolwelytotally can be
regarded as response markers when they functionré&spanse to previous discourse”
(Aijmer 2020, 158). In this function, they may be used to express strong agreement, or
as backchannels “together with other elements to signal understanding, commitment
and involvement” (ibid.) (6).

(4) (a) yeah I know she’s she’s brilliaabsolutely brilliant (S28F 1166)
(b) then they w- swung totally the other way (S28F 2340)

(5) Asterix and Obelix you've never read them but they were my that was all | read
when | was your age (.) | should totally get one

(6) S0068: yeah (.) yeah
S0075: but it would get in the way of what | would want to use Facebook for
S0068:absolutely (.) yeah (.) yeah (S2PS 229)

The collocational patterns of the adverbs are based on the whole Spoken BNC2014.
The list of collocates was calculated using the log-likelihood statistics (with the cut-off
point set at 6.63) the span was restricted to one position to the right of the adverb.
The collocations were manually checked and wrong hits were removed. The semantic
prosody of adjectival and verbal collocates was determined by examining the individual

JRD [ WDBOKEHRJ OLNMDOKIRR ®R K L J KLMXUL J Q L ORI KO YRH O
p < 0.01 (cf. Brezina 2018, 114).
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lexemes in isolation. In indeterminate casebraader context of the respective
concordances was considered.

4. The Frequency and Sociolinguistic Variables
In the Spoken BNC2014, absoluteias found to be almost three times as frequent as
totally, with 2,875 and 929 occurrences, respectively (see Table 1 above).

Each of the adverbs showslifferent distribution with respect to gender and age
(see Figure 1). While the distribution of absolutedyies considerably with regard to
gender and age, the use of totédlynore evenly distributedbsolutelyis used signifi-
cantly more often by women than by men (p < .009L).contrast, there is no signifi-
cant difference in the use of totathgetween women and men. Among women, the use
of absolutely rises significantly with age in the age groups of 35-44, 45-59 and 60+.
In the case of men, the only significant rise in use of absolapggars between the
age groups 0-24 and 25-34. The age distribution of tasadlifferent; women’s use of
totally shows asignificant rise only between the first two age groups. Men, on the other
hand, show a significant rise in use in the age group of 60+.

The adverbs absolutely and totally are least commonly used by speakers aged
0-24. These results correspond with those of Nufiez Pertejo and Palacios Martinez
(2014, 218), who point out the differences in the use of -ly adverb intensifiers between
adults and teenagers:

-ly adverbs tend to be more common in formal language and hence do not
sit comfortably with the spontaneity of youth interactions; [...] teenagers
resort more often than adults to taboo and swear words as intensifiers, on
many occasions these functioning as markers of in-group solidarity and
identity, and possibly also asiagn of rebellion against the adult world and

the establishment.

By far the most active users of absolutalg women over the age of 60, which corre-
sponds with the findings of Aijmer (2020, 148).

10 The Bonferroni correction was employed in order to prevent the occurrence of false
SRVLWHKNHWLIQL,;FDQFH WKUHVKROG ZDV WKXV VHW DW



Figure 1. Distribution ofabsolutely andotally with regard to gender and age
(ipm = items per million words).

5. Syntactic Functions and Colligations

Bothabsolutely and totallfunction most frequently as modifiers, as shown in Figure 2.
Absolutelywas found to perform the function ofraodifier in more than half of all its
instances (56%). Most prominently, the adverb colligated with adjectives (7 a), including
participial adjectives (7 b), and took on the well-established role iotemsifier, indi-
cating “an endpoint on a scale” (Biber et al. 1999, 555).

(7) (a) and understanding the realities of it all she alasolutely fantastic
(SRD5 405)
(b) I'd been at work all week and | wabsolutely knackered (SK8T 358)

In several cases absolutagpeared asmodifier of verbs (8). The modified verbs
always imply a scale and thus allow for intensification.

(8) I'd hate it I'd absolutely hate it but | think it's probably good for me (S51251)



Figure 2. Distribution of absolutely and totally across syntactic functions
(raw frequencies).

Absolutelyfrequently modified noun phrases. It preceded either the detemairi@r),
the pronouns nothingobodyanything, or al(9 b, ¢), or anoun expressing amount, such
asplenty, loads, or tonn€8 d). Generally, the directly modified item referred to quantity.

(9) (a) well I haveabsolutely no intention of erm switching (S8BQ 278)
(b) and there was nothing lefbsolutely nothing to show for it (SRVR 106)
(c) well your first year’s like you spend a whole year doing absolutely fuck all
(SY2z 351)
(d) which should have beesolutely plenty R1 WLPH 6 /(

Modification of adverbs (10 a) and prepositional phrases (10 b) by absolutely proved rare.

(10) (a) she said doctor that workedbsolutely wonderfully 6 +/7
(b) but the Church iabsolutely against it (SQWC 1067)

The adverb totally appeared amadifier in 259 cases out of 400 (64.75%). Its most
frequent function was that ofraodifier of adjectives, as was the case of absolutely
was also found to colligate with participial adjectives (11).

(11) (a) it’s like totally ridiculous (SES6 975)
(b) 1 remember just gettingptally slaughtered 6 /6



Totally was more frequent thabsolutelyas amodifier of verbs (12 a), adverbs (12 b),

and prepositional phrases (12 c). All the modified verbs impbate, and can therefore

be intensified. The numbers of adverbs and prepositional phrases are too low to allow
any generalization.

(12) (a) they'vetotally changed the form (SABT 27)
(b) well hetotally falsely accused me of being absolutist (SP2X 1287)
(c) I'm totally into that (S23A 2428)

In comparison to absoluteligtally very rarely modified noun phrases; in the present
data set, it colligated with the determiner all, the pronoun some, and the noun phrase
the other way

In the role of sstance adverbial, the adverb totally was markedly more frequent
thanabsolutely (90 and 22 instances, respectively)tdtally, astance adverbial was its
second most frequent syntactic function, appearing in 22.5% of instances, while stance
adverbials made up only 5.5% of all uses of absolutely, being the least common syntactic
role of the adverb. When used as stance adverbials, both absahdefytallyexpress
high levels of conviction or emphasis. In this function the adverbs may be replaced by
definitelyor certainly or may be paraphrased as “it is definitely the case thiat'the
present data, both adverbs appeared as stance adverbials in initial (13 a), medinl (13b,
as well as final position (13d).

(13) (a) S0015: and | ended up with some vouchers left at the end
S0566: totally totallya waste of money (S94Z 523)
(b) it's totally recording right now (SXEV 877)
(c) well it's my guarantee andabsolutely can’t lose that because
(d) and it is a scam likeotally (SHKF 512)

The role of aesponse marker was the second most prominent function of absolutely
(34.25% of its instancesj)otally only appeared agasponse marker in 30 cases (7.5%).
Both adverbs were used more frequently as backchannels (14) than answers to direct
questions (15). Absoluteind totallywere used predominantly to express agreement or
anaffirmative answer, often in combination with other response tokens, such agagah,

11 The stance adverbial uses of totalyd absolutelymay be hard to distinguish from the
DGYHUWHEHRDAP RG L RHYWULEWO D X VH PRNGLLVEIDKEIQ VW DGR 8W R G

W KWHWV DIQGF\W H U STUKNMMIHBHD R Q S R UIDNG H ¥ Q WAKFHDWAHK RWW K H W@HR

doubt that” signalling epistemic meaning could be applied (see Tao 2007, 1ggah ¢ totally

can (.) I getthat 6 -/ 7KNDPIDUD S KUDMAHWER L VW L @ XUV K Q/IDVQLFTHO
adverbials from response markers.



oroh. In afew cases, however, the adverbs were found to be followed by the adverb
and thus serve as emphatic rejections (16). Absohjelyared in such use inngtances,
totally appeared witimot only once.

(14) S0515: oh | think it's very important to be very helpful
S0511:absolutely yeah (SKX6 665)

(15) S0561: has yours and —ANONnameF’s cycles synced?
S0544: oh yeah totally (SVHN 1405)

(16) S0266: are you gonna climb Mount Everest?
S0270: on a no absolutely not I've looked at it (S7TKK 34)

The frequent use of absolutely aseaponse marker supports the previous findings
about its undergoingarocess of grammaticalization (Tao 2007). The original meaning
of wholeness or completeness is disappearing, and the adverb comes to mean “yes”,
“certainly”, “sure”. The underlying sense of maximization, originally associated with
intensification of adjectives and verbs. is now being used to express agreement or strong
speaker involvement. Totalban also be used in this manner; it comes to bear the same
affirmative meanings aabsolutely. This signals that it is undergoing grammaticalization
as well. Yet the use of totalhs aresponse marker is rather infrequent, while the adverb
performs the function of stance adverbial more frequently, which suggests that in the
case of totallythe process of grammaticalization is less advanced.

The category of “other” in Figure 2 refers to those instances in our data set that
could not be classified due to incompleteness of the utterances.

6. Collocational Patterns

The most common collocates of the advallsolutely were adjectives, verbs, noun
phrases, and interjections. Table 2 shows the distribution of the types and tokens of
the adjectives and verbs modified ddysolutelywith regard to their semantic prosody.

Semantic Prosod Adjectival collocates Verbal collocates
‘ Tokens | Types

62 328 13 59
119 919 26 197

Table 2. Collocates ohbsolutely(based on the whole Spoken BNC2014).

N
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Among the significant adjectival collocates of the adverb absolutely, there were more
favourable tokens but at the same time more unfavourable types of adjectives. Thus,
there is less variation among the positive adjectives but their association with abso
lutely is arguably more well-established. On the other hand, the adjectives with negative
semantic prosody are diverse, but clearly the collocations are not as widespread, and
their individual frequencies are overall lower.

The most frequent adjectival collocates of absoludedythe word§ine, brilliant,
andamazingwhich appear with the absolute frequency of 97, 58 and 49, respectively. The
typical adjectival collocate of absolutely bears the meaning ekeame or superlative
quality (17 a), for example, gorgeotd@ntastic stunning. The majority of the adjectival
collocates (64 out of the 119 types) in our data expressed subjective evaluation and carried
a high emotional load (17 b), eridiculous, deliciousamazing, awful.

(17) (a) cos we were looking at flowers in absolutely enormous SRW 6/0%
(b) Hitchhiker's Guide to Galaxy which was absolutely terrible6 3 0/

Another prominent semantic group of adjectives intensifiedld®plutelycomprises
adjectives describing some internal or external characteristic @mnational state:
violent,adamanthorrified, appalled. There also appears@nogenous semantic group

of adjectival collocates adbsolutely referring to physical state — all are participial
adjectives which refer either to someone being drunk (smashed, fucked, slaughtered,
battered) (18 a) or tiredekhaustedknackered) (18 b).

(18) (a) his partner she was likabsolutely blottoed (S6A5 335)
(b) Ijust had no energy | was just libsolutely shattered (SMZV 304)

Absolutely functions asmaodifier of verbs less frequently than aradifier of adjectives, and

thus the number of its significant verbal collocates is lower — 26 types. The two verbs most
prominently collocatingvith absolutely are love and hate, which appear with the absolute
frequency of 75 and 26, respectively. The synonyms of these verbs, adore and loathe, also
appear among the ten most common verbal collocates. As in the case of adjectives, the verbs
modified by absolutely are expressive and often colloquial, e.g. chuckpisswiownreek,

ruin, howl. The verbs may describe both physical actions (19 a) and cognitive processes (19 b).

(19) (a) when we got there it was absolutely pouring from rain (SWRQ 168)
(b) but yeah | absolutely agreith you (SVXP 424)

Table 2 demonstrates that verbal collocatedbeblutely display the same pattern of semantic
prosody as the adjectival collocates: there are fewer types of favourable verbal collocates
but they outnumber the negative verbal collocates in terms of tokens. Notaduly,of5



the total 86 favourable tokens are instances of the verb love. The rest of the favourable
collocates are therefore much less frequent. As in the case of the adjectives, there exists
agreater variety of the unfavourable or neutral verbs modified by the adverb. The collo
cationabsolutely + verb thus seems to be prone to be unfavourable or neutral rather than
favourable — in which case there isteong preference for the collocatiabsolutely love.

As shown in Section 5, when modifying noun phrases, absolutely may be followed
by apronoun (nothing, everythingnything, none, nobodgll), adeterminer (no) or
anoun. There are in total 5 significant nominal collocates, all expressing some quantity:
ages,loads,tonneshours,years, which further supports clear semantic preference of
absolutelyto collocate with noun phrases that express quantity or extent.

As noted in the previous section, absoluialyhe role of aesponse marker is
commonly accompanied by other non-clausal units, such as interjectionsamhiifiers
(er,erm), and response forms (yeah). In the majority of cases, the adverb is used to
express agreement, and is therefore combined with yeah, yes, or functionally congruent
interjections, such as aye, mhm, uhu. Even when absobtaiébgates with no, the
overall meaning of the utterance is actually agreement with the previous utterance (20).

(20) S0262: just goes to show how political education is isn't it?
S0301: yeah absoluteho absolutely that's absolutely right (SA6K 214)

The overall semantic prosody of the adverb absolutely cannot be determined unequivocally
due to the uneven distribution of favourable and unfavourable types and tokens. There is
acommon pattern of the adjectival and verbal collocates of absolutely, where the favour
able items are more frequent as tokens but fewer as types. This suggests that while there is
less variation of the favourable items, they are more strongly established in the speakers’
lexicons and appear more frequently in speech. On the other hand, it seems that absolutely
also lends itself easily to be used withearay of unfavourably or neutrally evaluative items.

The word classes most frequently collocating with the adverb totally are adjectives,
verbs, prepositional phrases, and interjections. Table 3 summarizes the distribution of
the adjectival and verbal collocates with regard to semantic prosody.

Semantic Prosod Adjectival collocates Verbal collocates
’ Tokens | Types

17 135 13 93
50 243 24 177

Table 3. Collocates diotally (based on the whole Spoken BNC2014).
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In the case of totallynost of the adjectival collocates were either unfavourable or
neutral in nature — favourable items were the least frequent both by type and token. By
far the most frequent collocate is the adjective different, which appears with the absolute
frequency of 93. The adjectives modified by totally were overall less expressive and
hyperbolic than in the case of absolutely (2Most of the adjectives referred either
to aninternal or arexternal characteristic oftaing or aperson (refinedgommitted,
opposite honest) or expressed evaluation (wromgrmal,insane,awesome). There
can also be identifiedsemantic group of adjectives expressing “a lack of something”:
empty, bald, nonsensical, devgiasane.

(21) It means that what they’re doingt@ally wrong (S7KK 698)

The neutral or negative semantic prosody of totaligtained when the adverb modifies
verbs. There are only two verbs collocating with totally — agree and understainidh

can be classified as favourable. In general, the collocates of totally are common neutral
verbs, which can hardly be considered expressive or exaggerated (22). The only semantic
group identified in the list of collocates are verbs relating to cognitive procésges;

agree know,ignore,focus,imagine. With the absolute frequency of f&getis the

most frequent verbal collocate toftally.

(22) I'd totally forgotten that we're still recording (SB4D 1871)

Totally is quite frequently followed by prepositional phrase, most prominerulyt of,
e.g.totally out of the blue, totally out of proportion, totally out of contiofally out
of line.

When functioning as sesponse marketptally behaves in the same manner as
absolutely, as it usually collocates with positive interjections and with fillers, such as
aye,yep,yes,mm, and oh. By far the most frequent response form collocating with
totally is yeah.

The semantic prosody associated with totally is much clearer than that of absolutely
as it displays general preference for collocates with unfavourable or neutral mean-
ings, unless it appears aseaponse signal, in which case it bears the positive semantic
prosody of an agreement.

7. Discussion and Conclusions

Quoting Tao’s (2007, 23) observation that “degree adverbs are among the most active
classes of words in terms of undergoing change”, Aijmer (2020, 161) asks “whether

grammaticalization can explain the semantic and pragmatic developments of absolutely”.

7KLV LV LQ FRQWUDVW ZLWK WKH ¢QGLQJV RI %RUGHW



Our results support her conclusions about the expansion of absolutely related to the three
VWDRBWYDPPDWLFBGLAEPMIORPP Q Qi QDPMMHIQYFUH® VH
frequency over time, new syntactic functions (34.3% of instances of absolutely function
as response markers, and 5.5% as stance adverbials), and “semantic-pragmatic expan-
sion”, i.e. the expression of stance and emphasis.

The comparison of syntactic functions performed by absolaredyotally has
shown that both adverbs appear most frequently as modifiers of adjectives, which is
their original degree-indicating role, but their distribution across other syntactic func
WL KQVIADNMN H GNaHsolutely, the adverb totally can express agreement and
be used as l@sponse marker, but this function is rather rare (7.5% of occurrences of
totally). Totally is used more frequently asegpistemic marker, indicating the speaker’s
certainty (“definitely” or “without adoubt”). The difference in the extent of expansion
into new syntactic domains suggests that while the two adverbs appear to be following
the same trajectory of change frordegree modifier, via stance adverbial todiscourse
(response) marker, they are at different stages of the process of grammaticalization. In
comparison with absolutelyotally has also increased in frequency, but has been more
restricted in its spread into new syntactic functions, and neither has it fully undergone
the semantic-pragmatic expansion that can be observed in the case of absolutely. Its
ability to serve as astand-alone discourse marker emphasizing full agreement is limited.

The differences between the two adverbs may be related to some factors suggested
by the analysis of the sociolinguistic variables of age and gender, and of the-colloca
tional patterns. Each of the adverbs displagéfarent pattern of distribution with
respect to gender and age. While absolutely is used more commonly by women, in
the case of totally there is virtually no gender difference, and the use of the adverb is
more balanced throughout the age groups as well. Absolutely, on the other hand, has
atendency to increase in frequency with the age of the speaker, particularly among
female speakers. Aijmer (2020, 163) concludes that “older (female) speakers may use
absolutelyconsciously and with higher frequency because of its expressive and hyper
bolic qualities™ The role of expressiveness aaetor contributing to the spread of the
adverb appears to be borne out by the collocational analysis.

The analysis of collocations has shown that the two adverbs differ in their semantic
prosody and preference. There has not bedgea consensus on the semantic prosody of
absolutely. The present findings support those of Partington (2004) and Nufiez Pertejo and
Palacios Martinez (2014), namely that absolutely does not stieargreference for either
favourable or unfavourable items. It has been shown that while the favourable collocations

13 On the association between linguistic expression of emotion and gender, see e.g. Coates
(2015) or Fuchs (2017); Tagliamonte and Roberts (2005: 289) suggest that “[the] correlation
RIZRPHAQ W R WHQRLPIOERV KH VXY WH FMWKDRWP HQ/PIRUIHPRWLRQDO
language than men”.
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seem to be more well-established and more frequently used by speakers, therates a
variety of the unfavourable items that may collocate with the adverb. The collocations of
absolutely were also found to be of hyperbolic and superlative naturehsotutely bril-

liant, absolutely hate. The semantic prosody of totally is easier to determine as the adverb
frequently collocates with either unfavourable or neutral items. It seems likely that the
high frequency of absolute{gompared to totally) may be related togle@eral “tendency

for use of intensifiers with emotional language” (Tagliamonte and RobertsZa)5)n
contrast, across various word classes, the collocates of totally are usually neutral -inexpres
sive terms. There is little overlap between the collocates of both adverbs in the functions of
amodifier and stance adverbial. For instance, there are only 13 adjectives that can collocate
with both absolutely and totally, e.g. honesticulous,sure,fine,normal.

In this paper, we hope to have providezbanprehensive comparison of the present-
day uses of the adverbs absolutely and totalpoken British English. It has been
shown that the adverbs, which were originally semantically close (meaning “entirely” or
“wholly”), differ markedly across the three dimensions that were the focus of the present
analysis — sociolinguistic, syntactic, and semantic. The semantic prosody of abslutely
more equivocal than that of totalywhose collocates are generally negative or neutral.
Absolutely, on the other hand, displayeeantic preference for expressive, hyperbolic
and colloquial collocates, while the collocates of totally tend to be stylistically unmarked
and inexpressive. These differences may have impact on the overall higher frequency of
absolutely and its association with particular groups of speakers (older female speakers),
who may be using it consciously due to its expressiveness. This contrasts with the neutral
collocates and more balanced gender and age distributiotaldy. Both adverbs appear
to be following the same grammaticalization path, but while absolutely has expanded
not only in terms of frequency, but also syntactically, semantically and pragmatically
(as attested by its widespread use essponse discourse marker), totally seems to be
at alower stage of the process of grammaticalization, being used predominantly as
a modifier and a stance adverbial.

With the intensification rate recently increasing “across the board” in British English
(Fuchs 2017, 346), it would be interesting to explore the potential of individual intensi
fiers, such as completety definitely, to acquire new syntactic functions and expand
into new semantic-pragmatic domains, perhaps followigiggenmaticalization trajectory
similar to that ofabsolutelyand totally
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Perception and Production of Geminate
Timing in Hungarian Voiceless Stops
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Abstract: Hungarian is danguage that expresses semantic differences using contrastive
consonant length. Previous research in many languages confirmed that duration is the
most important acoustic correlate of the singleton-geminate contrast. The present study
aims to examine the acoustic and perceptual correlates which distinguish single stops
from their geminate counterparts in Hungarian. The main question is how closure duration
contributes to the perception and production of the length contrast of voiceless stops?
Results confirmed that closure duration is the main acoustic attribute that distinguishes
between singletons and geminate stops in Hungarian, and sufficent cue for
discriminating them in perception as well. Analysis of the relationship between consonant
and preceding vowel duration did not support the strategy of temporal compensation.
Findings are supposed to explore the relationship between the acoustic and perceptual
domains and shed light on the primary/secondary acoustic features of consonant length
opposition in Hungarian.

Keywords: geminate; stop consonant; duration; perception; Hungarian

1. Introduction

Gemination has been widely investigated in many languages. Production studies
confirmed that the primary acoustic cue for the singleton-geminate (S-G) contrast is the
duration (e.g., Ham 2001; Ridouane 2010). Moreover, it was suggested that in the case
of complex speech sounds, such as stops or affricadesqiéed examination is needed

to find out which portions of the internal structure (closure duration [CD], voice onset
time [VOT], etc.) are targeted by phonological lengthening (Pycha 2009). tatke
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of stops, CD proved to be the most important acoustic attribute of the S-G contrast;
however, in several languages the duration of the previous vowel (V1) also seemed to
contribute to the opposition (Ridouane 2010).

In many languages, V1 is realized longer before singletons (e.g. Italian: Esposito
and Di Benedetto 1999; Swedish: Hassan 2003). This can be explained by temporal
compensation at the segmental level. This means that each VC or CV sequence is time-
balanced: ahorter duration of one segment leads kmnger duration of aadjacent
segment, and the increased duration ségment is compensated bghortening of
another segment (Hassan 2003; Khattab 2007; Issa 2015). However, sugtrsa
relationship between V1 and G duration is not clearly supported in all languages
(e.g.,Iragi Arabic; Hassan 2003; Lebanese Arabic: Khattab and Al-Tamimi 2008), and
there is even research that has found the opposite trend, increasing V1 duration in the
geminate environment (e.g., Persian: Hansen 2004; Japanese: Idemaru and Guion 2008;
Fujimotoetal. 2015; Finnish: O’Dell and Malisz 2016; Hungarian: Deme et al. 2019).

In addition, some studies did not find any difference in these terms (e.g., Polish: Rojczyk
and Porzuczek 2019). The various kinds of relationship between V1 and G duration might
be traced back to language typological reasons (e.g., differences between mora-timed
and syllable-timed languages; see Ham 2001; Idemaru and Guion 2008).

Perception studies investigated the role of durational parameters, such as CD,
the ratio of consonant duration to vowel/mora/word duration in length categorization
(e.g.,Hankamer et al. 1989; Amano and Hirata 2010; Idemaru and Guion-Anderson
2010). They found that not only absolute but also relative durations proved to be adequate
perceptual cues in the distinction of single and geminate stops, especially when speech/
articulation rate is taken into account.

2. Gemination in Hungarian
Length is gphonologically relevant feature in the consonant system of Hungarian,
i.e.,geminate and singleton consonants are contrastive, e.g., ép >H*S@ pKHI
épp >H*S*@ pULIKW QRZY $00 FRQVRQDQWYV LQ +XQJD
is also phonemic, and both short and long vowels can occur before or after geminate
consonants, e.ghallani >K % O « % Q Li@llag VWK %K & €0 U @lam KSHD Ol @ P
LVWDWHYT d#lds\ FKLDRPeU@ PMRET

The distribution of geminates is restricted in Hungarian: geminates cannot stand
word-initially or next to another consonant. “In other words, the occurrence of geminates
is only possible (i) intervocalically (e.gllat u D Q L RIIEaDUF K L QaDAERIu$SWWLOD
stands’) and (i) utterance finally (i.e., beforpause) if preceded byvawel (e.g. all
LVWDQGYT uFKLQT ~ 6LSWIiU DQG *UiF]L

According to the traditional view, it is assumed that geminates must surface as
short if they are flanked by another consonant on either side, (this process is called
GHJHPLQDWLRQ 6LSWiU DQG *UiF]L 'HPH HW DO



degeminated stop duration wamare 88% of singletons, i.e., they were even shorter
than singletons, and degeminated stops patterned with singletons in two-term clusters
(Deme et al. 2019).

Three types of geminates can be distinguished based on their abstract phonological
representation:

x  Underlying/lexical geminate: part of the phonemic inventory of the language, for
instancesok > URN@ pnPDQ\Y sokk > URNe@ BPVKRFENT

x  Derived true geminate: results from some assimilation processes (e.g., voicing
assimilation, v-assimilation), for instance: katapval (INSTR) > kalappal
>N%O%S*%O0O@ HMZLWK KDWY

x  Fake geminate: merged sequences of identical consonants arising through morpheme
concatenation, for instanceseb + -ben (INE) > zsebben >d-E+*-Q@ HLQ SRFN

The comparison between the three types of geminates revealed that the acoustic correlates
of fake geminates differed from underlying or derived true geminates to some extent
(Neuberger 2015).

Geminates in Hungarian haveedatively low functional load. Consonant length
as aphonological feature most often distinguishes minimal pairs whose one or both
members are loanwords (e.g., kasza >N % V ¥Yk@szaV FNBoR/HM%p @ uFDVKY
names, or contain derived geminates (not underlying ones, e.g., vasal >Y % U % O @
ironing’:vassal >Y%U*% 0@ pZLWK LURQTY vas+-val (INSTR)).

3. Aims of the Present Study

The aimof the present study is to examine the acoustic and perceptual correlates which
distinguish single /p, t, k/ stops from their geminate counterparts in Hungarian. We
hypothesized that closure duration plays the most important role in the distinction between
singletons and geminate stops in Hungarian, and guigfecient cue for discriminating

them in perception as well. It is also assumed that secondary cues for the distinction
might be manifested in vocalic context duratiorcomparison of production data and
perception test results is made to explore the relationship between the acoustic and
perceptual domains.

4. Acoustic Study

Firstly, in order to examine the role of temporal cues in the distinction between singletons
and geminates in Hungarian, we conducted@ustic analysis of intervocalic stops
produced in spontaneous speech. The main questions here were: how do Hungarian
speakers distinguish singleton stops from geminates acoustically in everyday speech?
More precisely, how much durational difference can be found between voiceless singleton
and geminate stops (based on closure duration, voice onset time)? How does vowel
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duration contribute to the consonant length distinction? We investigated several durational
parameters related to the target consonant and surrounding vowels.

4.1 Method

Ten adult males (ages 21-29, mean = 24.7 years) with normal voice quality and no
reported history of speaking or hearing disability participated in this study. All participants
are monolingual, native speakers of standard Hungarian. Data were drawn from the
BEA database (Neuberger et al. 2014). While previous studies have generally examined
the phonetic realization of consonant length in controlled material (e.g., Pycha 2009;
Demeetal. 2019), the present research investigates spontaneous speech. In this speech
type, the durational overlap is expected to be more significant, Withea singleton-
geminate ratio than in read word or sentence list (see Khattab 2007). Recordings were
obtained in the same sound-proof room, with AT4040 microphones, using GoldWave
sound editing software (sampling at 44.1 kHz, storage: 16 bits, 86 KBytes/s, mono).
Participants talked about their job and free-time activities.

The data set contained 590 manually segmented stop consonants (260 Ss and 330 Gs)
in intervocalic positions. Underlying and derived true geminates were selected, but fake
geminates were excluded from the analysis. The following parameters were measured in
Praat 6.1 (Boersma and Weenink 2020): CD, VOT, total C-duration (CD+VQOT). In the
next step, for examining relative consonant duration related to adjacent vowel duration,
RQO\ WKH PRVW FRPPRQ YRZHOV LQ WKH PDWHULDO >
LQ WKH SUHVHQW UHVHDUFK PDWHULDO >%@ >R@
balanced according to the position (preceding or following). The measurement was
extended to the duration of 244 V1 and 237 V2. We measured C/V1 and C/V2 ratios,

i.e., the ratios of total consonant duration to the preceding and following vowel duration,
as well as G/S ratios, i.e., mean geminate to singleton ratios per speaker.

Statistical analysis was made in R (R Development Core Team 2019) using ImerTest
package (Kuznetsova et al. 2017). The mean and standard deviation of the raw data are
indicated in the text. For the purposes of the statistical analysis, all absolute durational
measurements were log-transformed. Using linear mixed models, we examined the
HITHFW RI pTXDQWLW\Y DQG pSODFH RI DUWLFXODWLR
YDULDEOHV DQG pVSHDNHUVYTY ZHUH GHILQHG DV UDQ
MYRZHO TXDOLW\Y LQ RXU FDVH >'@ RU >R @-valupsy H[DP L
and corresponding p-values were computed using the Satterthwaite method.

4.2 Results

First, we analysed the data pooled over all consonants. Singletons were realized with
anaverage duration of 96.62 (SD: 19.57) ms, while geminates were realized aittrage
duration of 140.66 (SD: 28.38) ms. GA&dio was 1.4, on average (ranging between 1.2-1.6
across speakers). Statistical analysis confirmed that single and geminate stops differed



significantly in terms of total consonant duratio(it /584) = 419.07, p ORUHRYHU
place of articulation also hadain effect on consonant duratior(2F584) = 3.903,
p = 0.021, but the interaction between the two factors was not significant.

CD also differed significantly between singletons and geminates (Fig. 1):
F(1, 548) = 470.10, p 7KH RYHUODS EHWZHHQ WKH WZI
typically in the duration range between 50 and 120 ms. POA hadraeffect on
CD: F(2, 548) = 13.8% 3DLUZLVH FRPSDULVRQ VKRZHG VL
between /p/ and /k/, and /p/ and /t/ (p LQ ERWK FDVHV +RZHYHU
not show such differences between singletons and gemipate3.(5).

Figure 1. Distribution of log-transformed closure duration (left) and VOT (right) of
singleton and geminate stops.

The mean and standard deviation of total C duration, CD and VOT are shown in Table
1 according to the place of articulation (POA). We could obsest®irening tendency

of CD moving more posterior in POA, while VOT values describexi/arse tendency.

Both singletons and geminates showed this trend. The geminate CD was 157% of the
singleton CD in bilabial, 177% in alveolar and 170% in velar stops.

vOT
B 97 (15) 139 (27) 76(13) 119(27) 21(9) 20 (11)
[t] 91 (17) 137(29) 65(15) 115(30) 26 (8) 22 (8)

A 98 (26) 147 (38) 63(15) 107(35) 35(14) 40 (14)

Table 1. Mean and SD of total C duration, CD and VOT by POA.

303


























































































































































































































